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Abstract

Previous research on Aspect-Based Sentiment001
Analysis (ABSA) for Korean reviews in the002
restaurant domain not has been conducted.003
Nowadays, most state-of-the-art results for a004
wide array of NLP tasks are achieved by utiliz-005
ing pre-trained language representation. This006
paper seeks to develop PLM-based pseudo clas-007
sifier that generates the best prediction labels by008
integrating translated data and unlabeled actual009
Korean data. We utilized the common ML con-010
cept of semi-supervised learning, along with011
LaBSE-based filtering, on the basis of trans-012
formation to the sentence-pair task and fine-013
tuned the crosslingual model. This achieved014
state-of-the-art results in Korean ABSA with015
low resources, showing approximately a 3%016
difference in F1 scores and accuracy compared017
to English ABSA results. We show the model018
and data for Korean ABSA, publicly available019
at https://huggingface.co/KorABSA.020

1 Introduction021

Over the past decade, Sentiment Analysis (SA) has022

been one of the most popular tasks in the Natural023

Language Processing (NLP) field due to the evo-024

lution of the Internet, particularly the increasing025

amount of user opinion content. Sentiment analysis026

has been widely used among companies to extract027

opinions about their products or services automati-028

cally. It aims to identify and extract user opinions029

(Erik et al., 2017), often in positive, neutral, and030

negative categories. Several companies may need031

more fine-grained analysis using aspect-based sen-032

timent analysis (ABSA) because sentiment analysis033

may not be enough to respond to all real-world de-034

mands if the given text has more than one topic or035

aspect.036

For example, we have a sentence, “This food is037

great, but the waitress has a bad attitude.” In this038

example, we get two sentiment polarities toward039

two aspects: “food” is positive, and “service” is040
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[SEP]
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Figure 1: Overall structure of ABSA task using two
classification task and PLM

negative. In other words, the ABSA system returns 041

output pairs of aspect and sentiment in the review 042

text (Pontiki et al., 2014, 2015, 2016). 043

Since devising deep learning models for ABSA 044

recently received substantial attention (Zeng et al., 045

2019), building large-scale datasets in different 046

languages has been an essential line of research 047

(Rosenthal et al., 2019). However, such an ap- 048

proach requires domain-specific and manual train- 049

ing data. Due to the high human annotation cost, 050

datasets’ size and language are limited (Hyun et al., 051

2020). In addition, although transfer learning from 052

a pre-trained language representation model (PLM) 053

is a strong candidate because of its accurate per- 054

formance with pre-trained data (Nurul Azhar and 055

Leylia Khodra, 2021), there is still a problem of 056

insufficient resources for accurate labels in order 057

to apply it to downstream task like Korean ABSA. 058

The process of improving the learning method in 059

situations with insufficient labeled target language 060

data has been found to be fundamentally challeng- 061

ing for the practical implementation of multilingual 062

ABSA that leverages the advantages of language 063

models (Lin et al., 2023; Zhang et al., 2021). 064

Therefore, in this paper, we generate pseudo- 065

labels for actual Korean reviews using machine- 066

translated English ABSA data, comparing with Bal- 067

ahur and Turchi (2012). We perform filtering based 068

on LaBSE for the corpus transformed into an NLI 069
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task, creating an effective Korean pseudo-classifier070

(Sun et al., 2019; Feng et al., 2022). Through this,071

we verify how our constructed classifier affects072

the actual review classification performance. We073

confirm that the pseudo-classifier generated by the074

sentence-pair approach is superior to the single ap-075

proach in fine-tuning the translated dataset. Further-076

more, using the top-performing model as a base-077

line, we generate pseudo-labels for actual review078

data. Subsequently, we conduct real-world testing079

of Korean ABSA by fine-tuning the filtered corpus080

based on language-agnostic embedding similarity081

for review and aspect sentence pairs, along with082

the threshold value of pseudo-labels.083

The main contributions of our work are:084

• This is, to our knowledge, the first approach085

to generating a Pseudo classifier for automatic086

classification of aspect-based sentiment in the087

actual Korean domain.088

• We show insights into the selecting and fine-089

tuning PLM for effective Korean ABSA.090

• For actual review-based ABSA, we propose091

a filtered NLI corpus framework that enables092

stable fine-tuning in low-resource languages.093

• A new challenging dataset of Korean ABSA,094

along with a review of Korean nuances and095

Translated benchmark correlated with cross-096

lingual understanding.097

2 Related Works and Classifying Methods098

2.1 Task description099

ABSA In ABSA, Sun et al. (2019) set the task100

as equivalent to learning subtasks 3 (Aspect Cat-101

egory Detection) and subtask 4 (Aspect Category102

Polarity) of SemEval-2014 Task 4 at the same time.103

Although there have been previous similar studies104

on Korean aspect-based sentiment classification in105

automotive domain datasets (Hyun et al., 2020), we106

perform a subtask method like Sun et al. (2019) for107

Korean ABSA of restaurant reviews. A process of108

converting models and data to Korean is required.109

2.2 Multi/Cross-lingual Model110

mBERT Multilingual BERT is a BERT trained111

for multilingual tasks. It was trained on monolin-112

gual Wikipedia articles in 104 different languages.113

It is intended to enable mBERT finetuned in one114

language to make predictions for another. Jafarian115

et al. (2021) and Azhar and Khodra (2020) show116

that mbert performs effectively in a variety of mul- 117

tilingual Aspect-based sentiment analysis. It is also 118

actively used as a base model in other tasks of Ko- 119

rean NLP (Lee et al., 2021; Park et al., 2021), but 120

is rarely confirmed in Korean ABSA tasks. 121

Thus, our study used the pre-trained mBERT 122

base model with 12 layers and 12 heads. This 123

model generates a 768-dimensional vector for each 124

word. We used the 768-dimensional vector of the 125

Extract layer to represent the comment. Like the 126

English language subtasks, a single Dense layer 127

was used as the classification model. 128

XLM-R XLM-RoBERTa (Conneau et al., 2019) 129

is a cross-lingual model that aims to tackle the 130

curse-of-multilingualism problem of cross-lingual 131

models. It is inspired by RoBERTa (Liu et al., 132

2019), trained in up to 100 languages, and out- 133

performs mBERT in multiple cross-lingual ABSA 134

benchmarks (Zhang et al., 2021; Phan et al., 2021; 135

Szołomicka and Kocon, 2022). However, like 136

mBERT, Korean ABSA has yet to be actively eval- 137

uated, so we used it as a base model. We use the 138

base version (XLM-RBase) coupled with an atten- 139

tion head classifier, the same optimizer. We aimed 140

to identify a task-specific model through a com- 141

parison of two pre-trained models, where there are 142

no differences in the model structures other than 143

those related to tokenization (WordPiece, SPM), 144

vocabulary size, and parameters. 145

2.3 Classification approach 146

Single sentence Classification BERT for single- 147

sentence classification tasks. For ABSA, We fine- 148

tune the pre-trained BERT model to train na classi- 149

fiers for all aspects and then summarize the results. 150

The input representation of the BERT can explicitly 151

represent a pair of text sentences in a sequence of 152

tokens. A given token’s input representation is con- 153

structed by summing the corresponding token, seg- 154

ment, and position embeddings. For classification 155

tasks, the first word of each sequence is a unique 156

classification embedding [CLS]. Segment embed- 157

dings in single sentence classification use one. 158

Sentence-pair Classification Based on the aux- 159

iliary sentence constructed as aspect word text, 160

we use the sentence-pair classification approach 161

to solve ABSA. The input representation is typi- 162

cally the same with the single-sentence approach. 163

The difference is that we have to add two sepa- 164

rator tokens [SEP], the first placed between the 165

last token of the first sentence and the first token 166
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Figure 2: A diagram illustrating the two phase of our method: (1) Fine-tuning Kor-SemEval and generate pseudo
labeled KR3, (2) Fine-tuning KR3 using either the untuned model or the model tuned on Kor-SemEval. We illustrated
the filtering process (right) for fine-tuning KR3 data. Blue arrows indicate that this model is used to predict best
label of Korean review.

of the second sentence. The other is placed at the167

end of the second sentence after its last token. This168

process uses both segment embeddings. For the169

training phase in the sentence-pair classification170

approach, we only need to train one classifier to171

perform both aspect categorization and sentiment172

classification. Add one classification layer to the173

Transformer output and apply the softmax activa-174

tion function. Corresponding to the combination175

of the multilingual pre-trained model and the pres-176

ence of auxiliary sentences, we name the models:177

mBERT-single, XLM-RBase-single, mBERT-NLI,178

XLM-RBase-NLI, and Figure 1 shows an overview179

of our models.180

Ensemble Meanwhile, we additionally use a181

voting-based ensemble, a typical ensemble method.182

We first fine-tune two approaches of BERT (single,183

NLI) and two PLM (mBERT, XLM-RBase). The en-184

semble can confirm generalized performance based185

on similarity of model results in NLI task (Xu et al.,186

2020). So, We add separate power-mean ensemble187

result to identify a metric that amplifies probabili-188

ties based on the classification method.189

3 Two phase of Pseudo Classifier190

3.1 Motivation and Contribution191

Our research aims to build a model that can per-192

form the best ABSA in a simple way on actual193

data with Korean nuances. Past research by Balahur 194

and Turchi (2012) has shown that Machine Trans- 195

lation (MT) systems can obtain training data for 196

languages other than English in general sentiment 197

classification. Also, although it was a different do- 198

main at Zhou et al. (2021), we found it necessary 199

to investigate whether the concept of pseudo labels 200

could help bridge the gap between translated data 201

and actual target language data. Therefore, we at- 202

tempted the following two phases to assess the im- 203

pact of the generated pseudo-classifier, fine-tuned 204

using translated datasets from the ABSA bench- 205

mark and pseudo-labeled actual review data, on Ko- 206

rean ABSA. Figure 2 shows the two-phase pseudo- 207

classifiers we will employ. In the first phase, the 208

most effective baseline model is selected among 209

the models trained and evaluated through the trans- 210

lation dataset. In Phase 2, we evaluate and com- 211

pare the models fine-tuned for each corpus on the 212

selected baseline using actual review data. Dur- 213

ing this process, thresholding of pseudo-labels and 214

LaBSE filtering are performed to enhance the fea- 215

tures of the corpus. 216

3.2 LaBSE based Filtering 217

In this approach, we aim to extract good-quality 218

sentences-pair from the pseudo-NLI corpus. Lan- 219

guage Agnostic BERT Sentence Embedding model 220

(Feng et al., 2022) is a multilingual embedding 221

3



Kor-SemEval Train Aspect Polarity

서비스는평범했고에어컨이없어서 가격 (price) 없음 (None)
편안한식사를할수없었습니다. 일화 (anecdotes) 없음 (None)

(The service was mediocre 음식 (food) 없음 (None)
and the lack of air conditioning made for 분위기 (ambience) 부정 (Negative)

a less than comfortable meal.) 서비스 (service) 중립 (Neutral)

KR3 Train Aspect Polarity
Input form in NLI with Pseudo Label

가로수길에서조금멀어요점심시간에대기엄청납니다 가격 (price) 없음 (None)
일행모두있어야들어갈수있어요맛은보통이에요 일화 (anecdotes) 부정 (Negative)

(It’s a little far from Garosu-gil. There’s a huge wait during lunch time. 음식 (food) 없음(None)
You have to have everyone in your group to get in. 분위기 (ambience) 부정 (Negative)

The taste is average.) 서비스 (service) 없음 (None)

Table 1: Samples of Kor-SemEval and KR3 train dataset

Dataset Positive Negative Neutral Conflict
Total sentiment for each aspect in Testset
Kor-SemEval 677 242 94 52
KR3 631 387 50 30

Table 2: Test data statistics of Kor-SemEval and KR3

model that supports 109 languages, including some222

Korean languages.223

Feng et al. (2022) suggested that the dual-224

encoder architecture of the LaBSE model, origi-225

nally designed for machine translation in source-226

target language data, can be applied not only to227

other monolingual tasks like STS but also to data228

filtering for creating high-quality training corpora.229

Therefore, to mitigate performance degradation230

caused by the linguistic gap between translated231

data and actual Korean data during fine-tuning, we232

introduce the following data filtering methods. We233

generate the sentence embeddings for the review234

text and aspect of the pseudo-NLI corpora using the235

LaBSE model. Then, we compute the cosine simi-236

larity between the review text and aspect sentence237

embeddings. After that, we extract good quality238

NLI sentences based on a threshold value of the239

similarity scores. We calculate the average similar-240

ity score on a dataset from the our KR3 NLI corpus.241

Our processed corpus consists of high-quality sen-242

tence pairs, so it helps us decide upon the threshold243

value.244

LaBSE scoring Let D = {(si, ai)}Ni=1 be a245

pseudo-NLI corpus with N examples, where si and246

ai represents ith review and aspect sentence respec-247

tively. We first feed all the review sentences present248

in the pseudo parallel corpus as input to the LaBSE249

model1, which is a Dual encoder model with BERT- 250

based encoding modules to obtain review sentence 251

embeddings (Si). The sentence embeddings are ex- 252

tracted as the l2 normalized [CLS] token represen- 253

tations from the last transformer block. Then, we 254

feed all the aspect sentences as input to the LaBSE 255

model to obtain aspect sentence embeddings (Ai). 256

We then compute cosine similarity (scorei) be- 257

tween the review and the corresponding aspect sen- 258

tence embeddings. 259

Si = LaBSE (si) (1) 260
261

Ai = LaBSE (ai) (2) 262
263

scorei = cosine_similarity (Si, Ai) (3) 264

3.3 Dataset for Fine-tuning and Test 265

Kor-SemEval We translate the SemEval-2014 266

Task 4 (Pontiki et al., 2014) dataset2. Moreover, 267

it is evaluated for Korean aspect-based sentiment 268

analysis. The training data was machine-translated, 269

and the test data was manually translated after ma- 270

chine translation. 271

Each sentence contains a list of aspects a with the 272

sentiment polarity. Ultimately, given a sentence s 273

in the sentence, we need to: 274

• detects the mention of an aspect ; 275

• determines the positive or negative sentiment 276

polarity y for the detected aspect. 277

This setting allows us to jointly evaluate Subtask 278

3 (Aspect Category Detection) and Subtask 4 (As- 279

pect Category Polarity). Afterward, train data was 280

1https://huggingface.co/sentence-transformers/
LaBSE

2http://alt.qcri.org/semeval2014/task4/
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learned using the multi, cross-lingual model and281

classification approach, and test data was evaluated.282

KR3 Unlike the domains previously used for Ko-283

rean sentiment classification (Ban, 2022; Lee et al.,284

2020; Yang, 2021), Korean Restaurant Review with285

Ratings (KR3) is a restaurant review sentiment286

analysis dataset constructed through actual certi-287

fied map reviews. In the case of restaurant reviews,288

words and expressions that evaluate positive and289

negative are mainly included, and real users of-290

ten infer what a restaurant is like by looking at291

its reviews. Accordingly, Jung et al.3 constructed292

the KR3 dataset by crawling and preprocessing293

user reviews and star ratings of websites that col-294

lect restaurant information and ratings. KR3 has295

388,111 positive and 70,910 negative, providing296

a total of 459,021 data plus 182,741 unclassified297

data, and distributed to Hugging Face3.298

We configured the same number of training and299

test data as Kor-SemEval. Additionally, we con-300

figured an equal number of positive, negative, and301

neutral classes as mentioned in the existing KR3,302

and preprocessed them to ensure the representation303

of polarity in various sentence attributes. After-304

ward, the data were preprocessed in a form suitable305

for sentence pair and single sentence classification.306

To re-assign a polarity label for each aspect of KR3307

data, pseudo-labeling was performed using the best308

model in testing Kor-SemEval. Training data was309

pseudo-labeled through the model with the best pre-310

dictive performance for each single and NLI, and311

test data was manually re-labeled by researchers312

after pseudo-labeling.313

Table 1 shows some Kor-SemEval and KR3 train-314

ing data samples. In the case of KR3, the negative315

aspect is better reflected. Meanwhile, while Kor-316

SemEval gave neutrality to mediocre service, KR3317

did not give neutrality to mediocre taste. While318

positive and negative data have been sufficiently ac-319

cumulated and reflected, the tendency for a lack of320

neutral data can be confirmed in advance through321

some samples. Table 2 shows the statistics of the322

test sets for each dataset. We have organized both323

Kor-SemEval and KR3 data as open-source to fa-324

cilitate their use in various training and evaluation325

scenarios.326

3.4 Metrics327

The benchmarks for SemEval-2014 Task 4 are328

the several best performing systems in Sun et al.329

3https://huggingface.co/datasets/leey4n/KR3

(2019), Pontiki et al. (2014) and ATAE-LSTM 330

(Wang et al., 2016). When evaluating Kor-SemEval 331

and KR3 test data with subtask 3 and 4, follow- 332

ing Sun et al. (2019), we also use Micro-F1 and 333

accuracy respectively. 334

3.5 Hyperparameter 335

All experiments are conducted on two pre-trained 336

cross-lingual models. The XLM-RoBERTa-base 337

and BERT-base Multilingual-Cased model are fine- 338

tuned. The number of Transformer blocks is 12, 339

the hidden layer size is 768, the number of self- 340

attention heads is 12, and the total number of 341

parameters for the XLM-RoBERTa-base model 342

is 270M, and BERT base Multilingual-Cased is 343

110M. When fine-tuning, we keep the dropout prob- 344

ability at 0.1 and set the number of epochs to 2 and 345

4. The initial learning rate is 2e-5, and the batch 346

size is 3 and 16. 347

In the translated dataset, Kor-SemEval, we 348

aimed to introduce a solid regularization effect for 349

the incoherence of the trained data by using a small 350

batch size (Sekhari et al., 2021). Additionally, for 351

fair comparison, we set the batch size to 3, allowing 352

variability in the training pattern of the input form 353

in NLI. This setting was applied to both single and 354

NLI tasks. The max length was set to 512, and for 355

epochs beyond 3, no significant performance im- 356

provement was observed, so the results from epoch 357

2 were noted. Subsequently, in KR3, following the 358

pattern of the previous experiments (Karimi et al., 359

2020), we fine-tuned with a batch size of 16, and 360

the results from epoch 4 were reported. 361

4 Experiment 362

4.1 Exp-1: Kor-SemEval 363

We conducted evaluations for each of the mBERT- 364

single, XLM-RBase-single, mBERT-NLI, XLM- 365

RBase-NLI, and NLI-ensemble models. As there 366

is no officially converged dataset and model re- 367

search specifically for Korean ABSA, we included 368

the results from the previous SemEval14 research 369

and Kor-SemEval to compare and evaluate the per- 370

formance in Korean. 371

4.2 Results 372

Results on Kor-SemEval are presented in Table 373

3 and Table 4. Similar to the SemEval results, it 374

was confirmed that tasks converted to NLI tasks 375

tend to be better than single tasks, with mBERT 376

achieving better results in single and XLM-RBase 377
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in NLI. The XLM-RBase-NLI model performs best,378

excluding precision for aspect category detection.379

It also works best for aspect category polarity. The380

NLI-ensemble model was the best in precision but381

performed poorly in other metrics.382

Model SemEval-14
Precision Recall Micro-F1

BERT-single 92.78 89.07 90.89
BERT-pair-NLI-M 93.15 90.24 91.67

Models evaluated on Kor-SemEval
mBERT-single 92.16 77.95 84.46
XLM-RBase-single 91.01 49.37 64.01
mBERT-NLI 91.10 79.90 85.14
XLM-RBase-NLI 91.37 83.71 87.37
NLI-ensemble 93.70 81.27 (↓) 87.04 (↓)

Table 3: Test set results for Aspect Category Detec-
tion. We use the results reported in BERT-single and
BERT-pair-NLI-M (Sun et al., 2019) for English dataset
together with our results.

Model SemEval-14
4-way acc 3-way acc Binary

BERT-single 83.7 86.9 93.3
BERT-pair-NLI-M 85.1 88.7 94.4

Models evaluated on Kor-SemEval
mBERT-single 68.20 71.84 79.52
XLM-RBase-single 62.93 66.29 75.20
mBERT-NLI 73.95 77.90 84.87
XLM-RBase-NLI 79.41 83.66 89.98
NLI-ensemble 78.24 (↓) 82.43 (↓) 89.65 (↓)

Table 4: Test set accuracy (%) for Aspect Category
Polarity. We use the results reported in BERT-single and
BERT-pair-NLI-M (Sun et al., 2019) for English dataset
together with our results.

4.3 Exp-2: KR3 Test Set383

Furthermore, based on the results from Kor-384

SemEval, we examined the task-specific dissim-385

ilarity between mBERT and XLM-RBase. Accord-386

ingly, we opted for the XLM-RBase-NLI approach,387

which demonstrated the best performance, as the388

base model for Phase 2.389

We conducted evaluations on KR3 test data using390

the pseudo-labeled KR3 trainset (PL), the model391

trained with the original Kor-SemEval and addi-392

tional fine-tuning with KR3 train (TR+PL), and393

corpus obtained through thresholding and LaBSE-394

based filtering on KR3 train (PL-CF).395

4.4 Results 396

To investigate the effect of features for each cor- 397

pus, we conduct tuning comparisons between the 398

baseline’s full data and the filtered pseudo data, as 399

indicated in Table 5. The variants of our tuning 400

framework includes: 401

• Baseline+PL (Pseudo Labeled data) : Fine- 402

tuning the untuned baseline with the full 403

pseudo KR3. 404

• Baseline+PL-CF (Corpus Filtering) : Fine- 405

tuning the untuned baseline with the data ob- 406

tained by truncating the instance from en- 407

tire pseudo KR3, where the softmax thresh- 408

old is less than 0.5 and the cosine similarity 409

between LaBSE embeddings is less than 0.15. 410

• Baseline+TR (TRanslated data)+PL : Fine- 411

tuning the tuned baseline from Experiment 1 412

on Kor-SemEval with the full pseudo KR3. 413

• KPC-CF (Baseline+TR+PL-CF) : Fine- 414

tuning the tuned baseline from Experiment 415

1 on Kor-SemEval with PL-CF. 416

Results on the KR3 test set are presented in Table 417

5 and Figure 3. We find that the KPC-CF approach 418

achieved good and stable trained results in both 419

subtasks for the actual korean data. The model pre- 420

tuned with Kor-SemEval achieves the best perfor- 421

mance in Aspect Category Detection (ACD). For 422

Aspect Category Polarity (ACP), it performs ex- 423

ceptionally well in the tuning of Pseudo Labels, 424

especially in the Binary setting. Filtered Pseudo 425

Labels preserve this characteristic well and amplify 426

the performance of all metrics within ACP. 427

5 Discussion 428

In phase 1, XLM-R, while excelling at reflecting 429

cross-lingual representations, shows an underfitting 430

tendency in the context differences of aspect vocab- 431

ulary in a single task. This can be understood as 432

an issue of data scarcity relative to the model avail- 433

ability for each classifier, or as a limitation of the 434

single text classification capability using the SPM 435

in low-resource Korean ABSA. However, in the 436

NLI task, it demonstrates potential by overpower- 437

ing mBERT performance, guided by the instruction 438

"aspect". mBERT, on the other hand, displays sta- 439

ble results in both single and NLI tasks, with an 440

overall increase in accuracy, especially in the NLI 441

task. Furthermore, in phase 2, it became evident 442
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Model #Sample Pre-tuning Aspect Category Polarity
Capacity/Count Precision Recall Micro-F1 4-way acc 3-way acc Binary

Baseline+PL 4.60MB 15.23K un-tuned 91.82 79.85 85.42 84.78 87.16 91.55
Baseline+PL-CF 2.15MB 6.08K un-tuned 91.72 79.76 85.32 84.32 86.69 90.86
Baseline+TR+PL 6.14MB 30.45K Kor-SemEval 92.03 85.23 88.50 84.50 86.88 90.37
KPC-CF 3.69MB 21.30K Kor-SemEval 92.79 (↑) 85.60 (↑) 89.05 (↑) 85.05 (↑) 87.44 (↑) 91.65 (↑)

Table 5: KR3 test set results for Aspect Category Detection (middle) and Aspect Category Polarity (right).

Figure 3: Performance of ACD and ACP during fine-
tuning on KR3 test data. Left: results with the addition of
other fine-tuned models; Right: four models compared
in this paper. Blue line represents our proposed model,
KPC-CF.

that the combination of NLI approach and trans-443

lated data significantly influences the metrics of444

the model exploring aspects. Pseudo-labels in this445

phase contribute to improving the binary classifica-446

tion of sentiment, allowing classifiers to perform447

better. Moreover, the finely filtered pseudo-labels,448

unlike simply adding pseudo-labels to the trans-449

lated data, contribute to maintaining and enhancing450

excellent accuracy and F1 score.451

Our model and corpus can be utilized in the fol-452

lowing ways: When developing LMs for ABSA in453

personal research or industry, there is a significant454

challenge posed by the absolute lack of labels. Our455

pseudo-labeled NLI corpus has been meaningfully456

filtered from the perspective of language-agnostic457

embeddings. Tuned alongside translated data, our458

KPC-cF can not only be directly applied to the459

web but also serve as a foundational model effec-460

tively supporting the automatic labeling and clas-461

sification tasks for constructing more meaningful 462

Korean Aspect-Based Sentiment Analysis (ABSA) 463

data from reviews. 464

Furthermore, we intend to utilize Kor-SemEval 465

and KR3 for subsequent research in Korean ABSA. 466

In the current situation, where there is a desire to 467

enhance the cross-linguality of language models, 468

it is crucial to accurately encompass the diversity 469

of nuances in the target language and the quality 470

polarity information that can exist within sentences 471

in ABSA. In the future, after fully constructing 472

KR3, we can compare it with translated data to 473

propose a Korean benchmark for measuring aspects 474

and polarity. 475

6 Conclusion 476

Aspect Based Sentiment Analysis (ABSA) has 477

been recognized as one of the most attractive subar- 478

eas in text analytics and NLP. However, obtaining 479

high-quality or ample-size label data has been one 480

of the most essential issues hindering the devel- 481

opment of ABSA. In this paper, we addressed the 482

issue of label scarcity in Korean ABSA by con- 483

structing a translated dataset and a pseudo-labeled 484

actual Korean dataset. We utilized the common ML 485

concept of semi-supervised learning, along with 486

LaBSE-based filtering, to fine-tune a crosslingual 487

model for the sentence pair classification task in 488

Korean ABSA, achieving state-of-the-art results. 489

We compared the experimental results of single 490

sentence classification and sentence pair classifi- 491

cation, as well as the combination of mBERT and 492

XLM-RoBERTa, analyzing the advantages of each 493

classifying method to validate the effectiveness of 494

the transformation approach in crosslingual mod- 495

els. 496

Additionally, we presented Kor-SemEval (trans- 497

lated) and KR3 train (pseudo labeled & filtered), 498

testset (Gold Label) composed of actual Korean nu- 499

ances, developing a fine-tuned model and data that 500

can provide powerful assistance in Korean ABSA. 501

We invite the community to extend Korean ABSA 502

by providing new datasets, trained models, evalua- 503

7



tion results, and metrics.504
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