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Abstract

We introduce C-Pack, a package of resources001
that significantly advance the field of general002
Chinese embeddings. C-Pack includes three003
critical resources. 1) C-MTEB is a comprehen-004
sive benchmark for Chinese text embeddings005
covering 6 tasks and 35 datasets. 2) C-MTP006
is a massive text embedding dataset curated007
from labeled and unlabeled Chinese corpora008
for training embedding models. 3) C-TEM is009
a family of embedding models covering mul-010
tiple sizes. Our models outperform all prior011
Chinese text embeddings on C-MTEB by up012
to +10% upon the time of the release. We013
also integrate and optimize the entire suite of014
training methods for C-TEM. Along with our015
resources on general Chinese embedding, we016
release our data and models for English text017
embeddings. The English models outperform018
all existing embedding models on the MTEB019
benchmark; meanwhile, our released English020
data is 2 times larger than the Chinese data. All021
these resources will be made publicly available.022

1 Introduction023

Text embedding is a long-standing topic in natu-024

ral language processing and information retrieval.025

By representing texts with latent semantic vectors,026

text embedding can support various applications,027

e.g., web search, question answering, and retrieval-028

augmented language modeling (Karpukhin et al.,029

2020; Lewis et al., 2020; Guu et al., 2020). The030

recent popularity of large language models (LLMs)031

has made text embeddings even more important.032

Due to the inherent limitations of LLMs, such as033

world knowledge and action space, external sup-034

port via knowledge bases or tool use is necessary.035

Text embeddings are critical to connect LLMs with036

these external modules (Borgeaud et al., 2022; Qin037

et al., 2023).038

The wide variety of application scenarios calls039

for a single unified embedding model that can040

handle all kinds of usages (like retrieval, ranking,041
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Figure 1: The C-Pack resources to support general
Chinese embedding.

classification) in any application scenarios (e.g., 042

question answering, language modeling, conver- 043

sation). However, learning general-purpose text 044

embeddings is much more challenging than task- 045

specific ones. The following factors are critical: 046

• Data. The development of general-purpose 047

text embeddings puts forward much higher de- 048

mands on the training data in terms of scale, di- 049

versity, and quality. To achieve high discriminative 050

power for the embeddings, it may take more than 051

hundreds of millions of training instances (Izac- 052

ard et al., 2021; Ni et al., 2021b; Wang et al., 053

2022b), which is orders of magnitude greater than 054

typical task-specific datasets, like MS MARCO 055

(Nguyen et al., 2016) and NLI (Bowman et al., 056

2015; Williams et al., 2017). Besides scale, the 057

training data needs to be collected from a wide 058

range of sources so as to improve the generality 059

across different tasks (Izacard et al., 2021; Wang 060

et al., 2022b). Finally, the augmentation of scale 061

and diversity will probably introduce noise. Thus, 062

the collected data must be properly cleaned before 063

being utilized for the training of embeddings (Wang 064

et al., 2022b). 065

• Training. The training of general-purpose text 066

embeddings depends on two critical elements: a 067

well-suited backbone encoder and an appropriate 068
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training recipe. While one can resort to generic pre-069

trained models like BERT (Devlin et al., 2018) and070

T5 (Raffel et al., 2020), the quality of text embed-071

ding can be substantially improved by pre-training072

with large-scale unlabeled data (Izacard et al., 2021;073

Wang et al., 2022b). Further, instead of relying on074

a single algorithm, it takes a compound recipe to075

train general-purpose text embedding. Particularly,076

it needs embedding-oriented pre-training to pre-077

pare the text encoder (Gao and Callan, 2021), con-078

trastive learning with sophisticated negative sam-079

pling to improve the embedding’s discriminability080

(Qu et al., 2020), and instruction-based fine-tuning081

(Su et al., 2022; Asai et al., 2022) to integrate differ-082

ent representation capabilities of text embedding.083

• Benchmark. Another pre-requisite condi-084

tion is the establishment of proper benchmarks,085

where all needed capabilities of text embeddings086

can be comprehensively evaluated. BEIR (Thakur087

et al., 2021) provides a collection of 18 to eval-088

uate the embedding’s general performances on089

different retrieval tasks, e.g., question answering090

and fact-checking. Later, MTEB (Muennighoff091

et al., 2022a) proposes a more holistic evaluation092

of embeddings and extends BEIR. It integrates 56093

datasets, where all important capabilities of text094

embeddings, like retrieval, ranking, clustering, etc.,095

can be jointly evaluated.096

Altogether, the development of general-purpose097

text embedding needs to be made on top of a mix-098

ture of driving forces, from data, and encoder mod-099

els, to training methods and benchmarking. In100

recent years, continual progress has been achieved101

in this field, such as work from Contriever (Izacard102

et al., 2021), E5 (Wang et al., 2022b), and Ope-103

nAI Text Embedding (Neelakantan et al., 2022).104

However, most of these works are oriented to the105

English world. In contrast, there is a severe short-106

age of competitive models for general Chinese em-107

bedding due to a series of limitations: there are108

neither well-prepared training resources nor suit-109

able benchmarks to evaluate the generality.110

To address the above challenges, we present a111

package of resources called C-Pack, which con-112

tributes to the development of general Chinese em-113

bedding from the following perspectives.114

• C-MTEB (Chinese Massive Text Embedding115

Benchmark). The benchmark is established as a116

Chinese extension of MTEB.1 C-MTEB collects117

35 public-available datasets belonging to 6 types118

1. https://huggingface.co/spaces/mteb/leaderboard

of tasks. Thanks to the scale and diversity of C- 119

MTEB, all major capabilities of Chinese embed- 120

dings can be reliably measured, making it the most 121

suitable benchmark to evaluate the generality of 122

Chinese text embedding. 123

• C-MTP (Chinese Massive Text Pairs). We cre- 124

ate a massive training dataset of 100M text pairs, 125

which integrates both labeled data and unlabeled 126

data curated from Wudao (Yuan et al., 2021), one 127

of the largest corpora for pre-training Chinese lan- 128

guage models. C-MTP is not only large and di- 129

verse but also cleaned to ensure the data quality. 130

• C-TEM (Chinese Text Embedding Models). 131

We provide a family of well-trained models for 132

Chinese general text embeddings. There are three 133

optional model sizes: small (24M), base (102M), 134

and large (326M), which present users with the 135

flexibility to trade off efficiency and effectiveness. 136

Our models make a big leap forward in generality: 137

C-TEM outperforms all previously Chinese text 138

embedding models on all aspects of C-MTEB by 139

large margins. Besides being directly applicable, 140

C-TEM can also be fine-tuned with additional data 141

for better task-specific performances. 142

• Training Recipe. Accompanying our re- 143

sources, we integrate and optimize training meth- 144

ods to build general-purpose text embeddings, in- 145

cluding the pre-training of an embedding-oriented 146

text encoder, general-purpose contrastive learning, 147

and task-specific fine-tuning. The release of the 148

training recipe will help the community to repro- 149

duce the state-of-the-art methods and make contin- 150

uous progress on top of them. 151

In summary, C-Pack provides a go-to option for 152

people’s application of general-purpose Chinese 153

text embedding. It substantially advances the train- 154

ing and evaluation, laying a solid foundation for 155

the future development of this field. 156

2 C-Pack 157

In this section, we first introduce the resources in 158

C-Pack: the benchmark C-MTEB, the training 159

data C-MTP, and the model class C-TEM. Then, 160

we discuss the training recipe, which enables us to 161

train the state-of-the-art models for general Chinese 162

embedding based on the offered resources. 163

2.1 Benchmark: C-MTEB 164

C-MTEB is established for the comprehensive 165

evaluation of the generality of Chinese embeddings 166

(Figure 2). In the past few years, the community 167
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Figure 2: Overview of C-Pack. C-MTEB is a benchmark for Chinese text embeddings. C-MTP is a large-scale
Chinese embedding training dataset. C-TEM are state-of-the-art Chinese embedding models. The training recipe is
shown at the bottom.

has put forward essential datasets to study Chi-168

nese text embeddings, such as CMNLI (Xu et al.,169

2020a), DuReader (He et al., 2017), T2Ranking170

(Xie et al., 2023). However, these datasets are inde-171

pendently curated and only focus on one specific172

capability of the text embeddings. Thus, we cre-173

ate C-MTEB to 1) comprehensive collect related174

datasets, 2) categorize the datasets and 3) standard-175

ize and integrate the evaluation pipleines.176

In particular, we collect a total of 35 public177

datasets, all of which can be used to evaluate Chi-178

nese text embeddings. The collected datasets are179

categorized based on the embedding’s capability180

they may evaluate. There are 6 groups of evaluation181

tasks: retrieval, re-ranking, STS (semantic textual182

similarity), classification, pair classification, and183

clustering, which cover the main interesting aspects184

of Chinese text embeddings. Note that there are185

multiple datasets for each category. The datasets of186

the same category are collected from different do-187

mains and complementary to each other, therefore188

ensuring the corresponding capability to be fully189

evaluated.190

The nature of each task and its evaluation metric191

are briefly introduced as follows.192

• Retrieval. The retrieval task is presented with 193

the test queries and a large corpus. For each query, 194

it finds the Top-k similar documents within the 195

corpus. The retrieval quality can be measured by 196

ranking and recall metrics at different cut-offs. In 197

this work, we use the setting from BEIR (Thakur 198

et al., 2021), using NDCG@10 as the main metric. 199

• Re-ranking. The re-ranking task is presented 200

with test queries and their lists of candidate doc- 201

uments (one positive plus N negative documents). 202

For each query, it re-ranks the candidate documents 203

based on the embedding similarity. The MAP score 204

is used as the main metric. 205

• STS (Semantic Textual Similarity). The 206

STS (Agirre et al., 2012, 2013, 2014, 2015, 2016) 207

task is to measure the correlation of two sentences 208

based on their embedding similarity. Following 209

the original setting in Sentence-BERT (Reimers 210

and Gurevych, 2019), the Spearman’s correlation 211

is computed with the given label, whose result is 212

used as the main metric. 213

• Classification. The classification task re- 214

uses the logistic regression classifier from MTEB 215

(Muennighoff et al., 2022a), where the provided 216

label is predicted based on the input embedding. 217
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dataset C-MTP
(unlabeled)

C-MTP
(labeled)

source

Wudao, CSL,
XLSUM-Zh,

Amazon-Review-
Zh, CMRC, etc.

T2-Ranking,
mMARCO-Zh,

DuReader, NLI-Zh

size 100M 838K

Table 1: Composition of C-MTP

The average precision is used as the main metric.218

• Pair-classification. This task deals with a pair219

of input sentences, whose relationship is presented220

by a binarized label. The relationship is predicted221

by embedding similarity, where the average preci-222

sion is used as the main metric.223

•Clustering. The clustering task is to group sen-224

tences into meaningful clusters. Following the orig-225

inal setting in MTEB (Muennighoff et al., 2022a),226

it uses the mini-batch k-means method for the eval-227

uation, with batch size equal to 32 and k equal to228

the number of labels within the mini-batch. The229

V-measure score is used as the main metric.230

Finally, the embedding’s capability on each task231

is measured by the average performance of all232

datasets for that task. The embedding’s overall233

generality is measured by the average performance234

of all datasets in C-MTEB.235

2.2 Training Data: C-MTP236

We curate the largest dataset C-MTP for the train-237

ing of general Chinese embedding. The paired238

texts constitute the data foundation for the training239

of text embedding, e.g., a question and its answer,240

two paraphrase sentences, or two documents on241

the same topic. To ensure the generality of the242

text embedding, the paired texts need to be both243

large-scale and diversified. Therefore, C-MTP is244

collected from two sources: the curation of massive245

unlabeled data, a.k.a. C-MTP (unlabeled); and246

the comprehensive collection of labeled data, a.k.a.247

C-MTP (labeled). The data collection process is248

briefly introduced as follows.249

• C-MTP (unlabeled). We look for a wide vari-250

ety of corpora, where we can extract rich-semantic251

paired structures from the plain text, e.g., para-252

phrases, title-body. Our primary source of data253

comes from open web corpora. The most represen-254

tative one is the Wudao corpus (Yuan et al., 2021),255

which is the largest well-formatted dataset for pre-256

training Chinese language models. For each of its257

articles, we extract (title, passage) to form a text258

pair. Following the same recipe, we also collect 259

such text pairs from other similar web content like 260

Zhihu, Baike, news websites, etc. Aside from the 261

open web content, we also explore other public Chi- 262

nese datasets to extract text pairs, such as CSL (sci- 263

entific literature), Amazon-Review-Zh (reviews), 264

Wiki Atomic Edits (paraphrases), CMRC (machine 265

reading comprehension), XLSUM-Zh (summariza- 266

tion), etc. The paired structures are obvious in 267

these datasets, which are directly extracted for the 268

augmentation of C-MTP (unlabeled). 269

The text pairs curated from the web and other 270

public sources are not guaranteed to be closely 271

related. Therefore, data quality can be a major con- 272

cern. In our work, we use a simple strategy to filter 273

the data before adding it to C-MTP (unlabeled). 274

Particularly, we use a third-party model: Text2Vec- 275

Chinese2 to score the strength of relation for each 276

text pair. We empirically choose a threshold of 277

0.43, and drop the samples whose scores are be- 278

low the threshold. With such an operation, there 279

are 100 million text pairs filtered from the unla- 280

beled corpora. Despite the simplicity, we find that 281

it effectively removes the irrelevant text pairs when 282

manually reviewing samples and leads to strong 283

empirical performances for the models trained on 284

C-MTP (unlabeled). 285

• C-MTP (labeled). The following labeled 286

datasets are collected for C-MTP (labeled) due to 287

their quality and diversity: T2-Ranking (Xie et al., 288

2023), DuReader (He et al., 2017; Qiu et al., 2022), 289

mMARCO (Bonifacio et al., 2021), and NLI-Zh3 290

(which includes ATEC4, BQ5, LCQMC6, PAWSX7, 291

CNSD8). There are 838,465 paired texts in total. 292

Although it is much smaller than C-MTP (unla- 293

beled), most of the data is curated from human 294

annotation, thus ensuring a high credibility of rele- 295

vance. Besides, C-MTP (labeled) also fully covers 296

different capabilities of the text embedding, like re- 297

trieval, ranking, similarity comparison, etc., which 298

helps to improve the embedding model’s generality 299

after fine-tuning. 300

Given the differences in scale and quality, C- 301

MTP (unlabeled) and C-MTP (labeled) are ap- 302

plied to different training stages, which jointly re- 303

2. https://huggingface.co/GanymedeNil
3. https://huggingface.co/datasets/shibing624/nli_zh
4. https://github.com/IceFlameWorm/NLP_Datasets/tree/

master/ATEC
5. http://icrc.hitsz.edu.cn/info/1037/1162.htm
6. http://icrc.hitsz.edu.cn/info/1037/1162.htm
7. https://arxiv.org/abs/1908.11828
8. https://github.com/pluto-junzeng/CNSD
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sult in a strong performance for the embedding304

model. Detailed analysis will be made in our train-305

ing recipe.306

2.3 Model Class: C-TEM307

We provide a comprehensive class of well-trained308

embedding models for the community. Our models309

take a BERT-like architecture, where the last layer’s310

hidden state of the special token [CLS] is trained to311

work as the embedding. There are three different312

scales for the models: large (with 326M parame-313

ters), base (with 102M parameters), and small (with314

24M parameters). The large-scale model achieves315

the highest general representation performances,316

leading the current public-available models by a317

considerable margin. The small-scale model is318

also empirically competitive compared with the319

public-available models and other model options in320

C-TEM; besides, it is way faster and lighter, mak-321

ing it suitable to handle massive knowledge bases322

and high-throughput applications. Thanks to the323

comprehensive coverage of different model sizes,324

people are presented with the flexibility to trade off325

running efficiency and representation quality based326

on their own needs.327

As introduced, the models within C-TEM have328

been well-trained and achieve a strong generality329

for a wide variety of tasks. Meanwhile, they can330

also be further fine-tuned if 1) the embeddings are331

applied for a specific scenario, 2) the training data332

is presented for the application scenario. It is empir-333

ically verified that the fine-tuned model may bring334

forth a much better performance for its applica-335

tion, compared with its original model in C-TEM,336

and the fine-tuned models from other general pre-337

trained encoders, like BERT. In other words, C-338

TEM not only presents people with direct usage339

embeddings but also works as a foundation where340

people may develop more powerful embeddings.341

2.4 Training Recipe342

The training recipe of C-TEM is completely re-343

leased to the public along with C-Pack (Figure 2).344

Our training recipe has three main components: 1)345

pre-training with plain texts, 2) contrastive learning346

with C-MTP (unlabeled), and 3) multi-task learn-347

ing with C-MTP (labeled), whose specifications348

are made as follows.349

• Pre-Training. Our model is pre-trained on350

massive plain texts through a tailored algorithm in351

order to better support the embedding task. Particu-352

larly, we make use of the Wudao corpora (Yuan353

et al., 2021), which is a huge and high-quality 354

dataset for Chinese language model pre-training. 355

We leverage the MAE-style approach presented in 356

RetroMAE (Liu and Shao, 2022; Xiao et al., 2023), 357

which is simple but highly effective. The polluted 358

text is encoded into its embedding, from which 359

the clean text is recovered on top of a light-weight 360

decoder: 361

min .
∑
x∈X
− logDec(x|eX̃), eX̃ ← Enc(X̃). 362

(Enc, Dec are the encoder and decoder, X , X̃ indi- 363

cate the clean and polluted text.) 364

•General purpose fine-tuning. The pre-trained 365

model is fine-tuned on C-MTP (unlabeled) via 366

contrastive learning, where it is learned to discrim- 367

inate the paired texts from their negative samples: 368

min .
∑
(p,q)

− log
e⟨ep,eq⟩/τ

e⟨ep,eq⟩/τ +
∑

Q′ e
⟨ep,eq′ ⟩/τ

. 369

(p and q are the paired texts, q′ ∈ Q′ is a negative 370

sample, τ is the temperature). One critical fac- 371

tor of contrastive learning is the negative samples. 372

Instead of mining hard negative samples on pur- 373

pose, we purely rely on in-batch negative samples 374

(Karpukhin et al., 2020) and resort to a big batch 375

size (as large as 19,200) to improve the discrimina- 376

tiveness of the embedding. 377

• Task-specific fine-tuning. The embedding 378

model is further fine-tuned with C-MTP (labeled). 379

The labeled datasets are smaller but of higher qual- 380

ity. However, the contained tasks are of different 381

types, whose impacts can be mutually contradicted. 382

In this place, we apply two strategies to mitigate 383

this problem. On one hand, we leverage instruction- 384

based fine-tuning (Su et al., 2022; Asai et al., 2022), 385

where the input is differentiated to help the model 386

accommodate different tasks. For each text pair (p, 387

q), a task specific instruction It is attached to the 388

query side: q′ ← q+ It. The instruction is a verbal 389

prompt, which specifies the nature of the task, e.g., 390

“search relevant passages for the query”. On the 391

other hand, the negative sampling is updated: in 392

addition to the in-batch negative samples, one hard 393

negative sample q′ is mined for each text pair (p, q). 394

The hard negative sample is mined from the task’s 395

original corpus, following the ANN-style sampling 396

strategy in (Xiong et al., 2020). 397
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model Dim Retrieval STS Pair CLF CLF Re-rank Cluster Average

Text2Vec (base) 768 38.79 43.41 67.41 62.19 49.45 37.66 48.59

Text2Vec (large) 1024 41.94 44.97 70.86 60.66 49.16 30.02 48.56

Luotuo (large) 1024 44.40 42.79 66.62 61.0 49.25 44.39 50.12

M3E (base) 768 56.91 50.47 63.99 67.52 59.34 47.68 57.79

M3E (large) 1024 54.75 50.42 64.30 68.20 59.66 48.88 57.66

Multi. E5 (base) 768 61.63 46.49 67.07 65.35 54.35 40.68 56.21

Multi. E5 (large) 1024 63.66 48.44 69.89 67.34 56.00 48.23 58.84

OpenAI-Ada-002 1536 52.00 43.35 69.56 64.31 54.28 45.68 53.02

TEM (small) 512 63.07 49.45 70.35 63.64 61.48 45.09 58.28

TEM (base) 768 69.53 54.12 77.50 67.07 64.91 47.63 62.80

TEM (large) 1024 71.53 54.98 78.94 68.32 65.11 48.39 63.96

Table 2: Performance of various models on C-MTEB.

3 Experiments398

We conduct experimental studies for the following399

purposes. P1. The extensive evaluation of different400

Chinese text embeddings on C-MTEB. P2. The401

empirical verification of the text embeddings by402

C-TEM. P3. The exploration of the practical value403

brought by C-MTP. P4. The exploration of the404

impacts introduced by the training recipe.405

We consider the following popular Chinese text406

embedding models as the baselines for our ex-407

periments: Text2Vec-Chinese9 base and large;408

Luotuo10; M3E11 base and large; multilingual409

E5 (Wang et al., 2022b) and OpenAI text embed-410

ding ada 00212. The main metric presented in Sec-411

tion 2.1 is reported for each task in C-MTEB.412

3.1 General Evaluation413

We extensively evaluate C-TEM against popular414

Chinese text embeddings on C-MTEB as shown in415

Table 2.13 We make the following observations.416

First, our models outperform existing Chinese417

text embeddings by large margins. There is not418

only an overwhelming advantage in terms of the419

average performance, but also notable improve-420

ments for the majority of tasks in C-MTEB. The421

biggest improvements are on the retrieval task fol-422

lowed by STS, pair classification, and re-ranking.423

Such aspects are the most common functionalities424

of text embeddings, which are intensively utilized425

in applications like search engines, open-domain426

question answering, and the retrieval augmentation427

9. https://huggingface.co/shibing624
10. https://huggingface.co/silk-road/luotuo-bert-medium
11. https://huggingface.co/moka-ai
12. https://platform.openai.com/docs/guides/embeddings
13. Our C-TEM models are named TEM in the tables.

of large language models. Although the advantages 428

for classification and clustering tasks are not as ob- 429

vious, our performances are still on par or slightly 430

better than the other most competitive models. The 431

above observations verify the strong generality of 432

C-TEM. Our models can be directly utilized to 433

support different types of application scenarios. 434

Second, we observe performance growth result- 435

ing from the scaling up model size and embedding 436

dimension. Particularly, the average performance 437

improves from 58.28 to 63.96, when the embedding 438

model is expanded from small to large. Besides 439

the growth in average performance, there are also 440

improvements across all the evaluation tasks. Com- 441

pared to the other two baselines (Text2Vec, M3E), 442

the impact of scaling up is more consistent and 443

significant for our models. It is worth noting that 444

our small model is still empirically competitive 445

despite its highly reduced model size, where the 446

average performance is even higher than the large- 447

scale option of many existing models. As a result, 448

it provides people with the flexibility to trade-off 449

embedding quality and running efficiency: people 450

may resort to our large-scale embedding model to 451

deal with high-precision usages, or switch to the 452

small-scale one for high-throughput scenarios. 453

3.2 Detailed Analysis 454

We investigate the detailed impact of C-MTP and 455

our training recipe. The corresponding experi- 456

ment results are presented in Table 3 and Table 4. 457

First of all, we analyze the impact of our train- 458

ing data, C-MTP. As mentioned, C-MTP consists 459

of two parts. 1) C-MTP (unlabeled), which is 460

used for general-purpose fine-tuning; the model 461

produced from this stage is called the intermedi- 462
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model Dim Retrieval STS Pair CLF CLF Re-rank Cluster Average

M3E (large) 1024 54.75 50.42 64.30 68.20 59.66 48.88 57.66

OpenAI-Ada-002 1536 52.00 43.35 69.56 64.31 54.28 45.68 53.02

w.o. Instruct 1024 70.55 53.00 76.77 68.58 64.91 50.01 63.40

TEM-i 1024 63.90 47.71 61.67 68.59 60.12 47.73 59.00

TEM-i w.o. pre-train 1024 62.56 48.06 61.66 67.89 61.25 46.82 58.62

TEM-f 1024 71.53 54.98 78.94 68.32 65.11 48.39 63.96

Table 3: Ablation of the training data, C-MTP, and the training recipe.

ate checkpoint, denoted as TEM-i. 2) C-MTP463

(labeled), where the task-specific fine-tuning is464

further conducted on top of TEM-i; the model pro-465

duced from this stage is called the final checkpoint,466

noted as TEM-f . Based on our observations from467

the experimental result, both C-MTP (unlabeled)468

and C-MTP (labeled) substantially contribute to469

the embedding’s quality.470

Regarding C-MTP (unlabeled), despite mostly471

being curated from unlabeled corpora, this dataset472

alone brings forth strong empirical performance473

for the embedding models trained on it. Compared474

with other baselines like Text2Vec, M3E, and Ope-475

nAI text embedding, TEM-i already achieves a476

higher average performance. A further look into477

the performances reveals more details. On one478

hand, C-MTP (unlabeled) makes a major impact479

on the embedding’s retrieval quality, where TEM-i480

notably outperforms the baselines in this attribute.481

On the other hand, the general capability of em-482

bedding is primarily established with C-MTP (un-483

labeled), as TEM-i’s performance is close to the484

baselines on the rest of the aspects, like STS and485

Clustering. This puts our embedding models in a486

very favorable position for further improvements.487

As for C-MTP (labeled), the dataset is much488

smaller but of better quality. With another round489

of fine-tuning on C-MTP (labeled), the empiri-490

cal advantage is significantly expanded for the fi-491

nal checkpoint TEM-f , where it gives rise to a492

jump in average performance from 59.0 (TEM-i)493

to 63.96 (TEM-f ). Knowing that the text pairs in C-494

MTP (labeled) are mainly gathered from retrieval495

and NLI tasks, the most notable improvements are496

achieved on closely related tasks, namely retrieval,497

re-ranking, STS, and pair classification. On other498

tasks, it preserves or marginally improves perfor-499

mance. This indicates that a mixture of high-quality500

and diversified labeled data is able to bring forth501

substantial and comprehensive improvements for a502

pre-trained embedding model. 503

We further explore the impact of our train- 504

ing recipe, particularly contrastive learning, task- 505

specific fine-tuning, and pre-training. 506

One notable feature of our training recipe is that 507

we adopt a large batch size for contrastive learning. 508

According to previous studies, the learning of the 509

embedding model may benefit from the increasing 510

of negative samples (Izacard et al., 2021; Qu et al., 511

2020; Muennighoff, 2022). Given our dependency 512

on in-batch negative samples, the batch size needs 513

to be expanded as much as possible. In our imple- 514

mentation, we use a compound strategy of gradient 515

checkpointing and cross-device embedding sharing 516

(Gao et al., 2021b), which results in a maximum 517

batch size of 19,200. By making a parallel compar- 518

ison between bz: 256, 2028, 19,200, we observe 519

consistent improvement in embedding quality with 520

the expansion of batch size (noted as bz). The most 521

notable improvement is achieved in retrieval perfor- 522

mance. This is likely due to the fact that retrieval 523

is usually performed over a large database, where 524

embeddings need to be highly discriminative. 525

Another feature is the utilization of instructions 526

during task-specific fine-tuning. The task-specific 527

instruction serves as a hard prompt. It differenti- 528

ates the embedding model’s activation, which lets 529

the model better accommodate a variety of differ- 530

ent tasks. We perform the ablation study by re- 531

moving this operation, noted as “w.o. Instruct”. 532

Compared with this variation, the original method 533

TEM-f gives rise to better average performance. 534

Besides, there are more significant empirical ad- 535

vantages on retrieval, STS, pair classification, and 536

re-rank. All these perspectives are closely related 537

to the training data at the final stage, i.e. C-MTP 538

(labeled), where the model is fine-tuned on a small 539

group of tasks. This indicates that using instruc- 540

tions may substantially contribute to task-specific 541

fine-tuning. 542
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Batch Size 256 2,048 19,200

Retrieval 57.25 60.96 63.90

STS 46.16 46.60 47.71

Pair CLF 62.02 61.91 61.67

CLF 65.71 67.42 68.59

Re-rank 58.59 59.98 60.12

Cluster 49.52 49.04 47.73

Average 56.43 57.92 59.00

Table 4: Impact of batch size.

One more characteristic is that we use a specif-543

ically pre-trained text encoder to train C-TEM,544

rather than using common choices, like BERT and545

RoBERTa (Liu et al., 2019). To explore its impact,546

we replace the pre-trained text encoder with the547

widely used Chinese-RoBERTa14, noted as “TEM-548

i w.o. pre-train”. According to the comparison549

with TEM-i, the pre-trained text encoder notably550

improves the retrieval capability, while preserving551

similar performances on other aspects.552

4 Related Work553

The importance of general text embedding is554

widely recognized, not only for its wide usage555

in typical applications, like web search and ques-556

tion answering (Karpukhin et al., 2020) but also557

due to its fundamental role in augmenting large558

language models (Lewis et al., 2020; Guu et al.,559

2020; Borgeaud et al., 2022; Izacard et al., 2022;560

Shi et al., 2023). Compared with the conventional561

task-specific methods, the general text embedding562

needs to be extensively applicable in different sce-563

narios. In recent years, there has been a continual564

effort in this field, where a series of well-known565

works are proposed, like Contriever (Izacard et al.,566

2021), GTR (Ni et al., 2021b), sentence-T5 (Ni567

et al., 2021a), Sentence-Transformer (Reimers and568

Gurevych, 2019), E5 (Wang et al., 2022a), Ope-569

nAI text embedding (Neelakantan et al., 2022),570

etc. Although it remains an open problem, recent571

studies highlight the following important factors.572

Firstly, the training data is desired to be large-scale573

and diversified, from which the embedding model574

can learn to recognize different kinds of seman-575

tic relationships (Izacard et al., 2021; Wang et al.,576

2022b; Neelakantan et al., 2022). Secondly, the577

embedding model must be scaled up, as large text578

encoders are more generalizable across different579

application scenarios (Muennighoff, 2022; Ni et al.,580

14. huggingface.co/hfl/chinese-roberta-wwm-ext-large

2021b,a) in line with observations for the impor- 581

tance of scaling LLMs (Hoffmann et al., 2022; Rae 582

et al., 2021; Brown et al., 2020; Chowdhery et al., 583

2022; Srivastava et al., 2022; Gao et al., 2021a; Li 584

et al., 2023a; Allal et al., 2023; Muennighoff et al., 585

2023b). Thirdly, the training recipe must be opti- 586

mized through pre-training (Liu and Shao, 2022; 587

Wang et al., 2022a), negative sampling (Izacard 588

et al., 2021; Wang et al., 2022a), and multi-task 589

fine-tuning (Su et al., 2022; Asai et al., 2022; Sanh 590

et al., 2021; Wei et al., 2021; Muennighoff et al., 591

2022b, 2023a; Chung et al., 2022). Aside from the 592

above, it is also critical to establish proper bench- 593

marks to evaluate the generality of text embeddings. 594

Unlike previous task-specific evaluations, like MS- 595

MARCO (Nguyen et al., 2016), SentEval (Con- 596

neau and Kiela, 2018), it is needed to substantially 597

augment the benchmarks so as to evaluate the em- 598

bedding’s performance for a wide variety of tasks. 599

One representative work is made by BEIR (Thakur 600

et al., 2021; Kamalloo et al., 2023), where the em- 601

beddings can be evaluated across different retrieval 602

tasks. It is later extended by MTEB (Muennighoff 603

et al., 2022a), where all major aspects of text em- 604

beddings can be comprehensively evaluated. 605

Given the above analysis, it can be concluded 606

that the general text embedding is highly resource- 607

dependent, which calls for a wide range of ele- 608

ments, such as datasets, models, and benchmarks. 609

Thus, the creation and public release of the corre- 610

sponding resources is crucially important. 611

5 Conclusion 612

We present C-Pack to advance progress towards 613

general Chinese embedding. C-Pack consists of 614

three core resources 1) The benchmark C-MTEB, 615

covering 6 major tasks of embeddings and 35 616

datasets, making it the most comprehensive bench- 617

mark to evaluate the generality of Chinese embed- 618

dings. 2) The training data C-MTP, curated from 619

massive unlabeled corpora and high-quality labeled 620

datasets. Its unprecedented scale, diversity, and 621

quality contribute to the superior generality of our 622

embedding models. 3) The models C-TEM, which 623

are empirically competitive. Their different sizes 624

provide people with the flexibility to trade off effi- 625

ciency and embedding quality. The entire training 626

recipe is also provided along with these resources. 627

The public release of C-Pack facilitates the usage 628

of general Chinese embedding and also paves the 629

way for its future advancement. 630
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6 Limitations and Risks631

In future work, our study can be enhanced from632

the following perspectives. 1) Improvement of data633

quality, possibly with the introduction of more data634

cleaning heuristics and model-based methods. 2)635

Expansion of dataset, by collecting training data636

from more diversified domains and even other lan-637

guages. 3) Exploring and developing models with638

higher generality, e.g., embeddings which can sup-639

port all languages and data modalities. Given the640

dependency on public datasets, like Wudao (Yuan641

et al., 2021) and C4 (Raffel et al., 2020), our re-642

source is likely to exhibit similar ethical risks, in-643

cluding social biases and toxic statements, which644

should be addressed in future research.645
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A C-MTEB Datasets 1053

Name URL Description Categ. Test
Samples

Classification

AmazonReviewsClassification
(Muennighoff et al., 2022a;
McAuley and Leskovec,
2013)

https://hf.co/datasets/mteb/

amazon_reviews_multi

Sentiment of Ama-
zon reviews

s2s 5,000

IFlyTek (Xu et al., 2020a) https://hf.co/

datasets/anonymous/

IFlyTek-classification

Long text classifi-
cation for App de-
scriptions

s2s 2,600

JDReview (https://hf.co/
datasets/kuroneko5943/jd21)

https://hf.co/

datasets/anonymous/

JDReview-classification

iPhone reviews s2s 533

MassiveIntentClassification
(Muennighoff et al., 2022a;
FitzGerald et al., 2022)

https://hf.co/datasets/mteb/

amazon_massive_intent

Amazon Alexa
virtual assistant ut-
terances annotated
with the associated
intent

s2s 16,500

MassiveScenarioClassification
(Muennighoff et al., 2022a;
FitzGerald et al., 2022)

https://hf.co/datasets/mteb/

amazon_massive_scenario

Amazon Alexa
virtual assistant ut-
terances annotated
with the associated
scenario

s2s 16,500

MultilingualSentiment
(McAuley and Leskovec,
2013)

https://hf.co/

datasets/anonymous/

MultilingualSentiment-classification

Sentiment of Ama-
zon reviews

s2s 3,000

OnlineShopping (https:
//github.com/SophonPlus/

ChineseNlpCorpus/blob/

master/datasets/online_

shopping_10_cats/intro.

ipynb)

https://hf.co/

datasets/anonymous/

OnlineShopping-classification

Sentiment Analysis
of User Reviews
on Online Shopping
Websites

s2s 1,000

TNews (Xu et al., 2020a) https://hf.co/

datasets/anonymous/

TNews-classification

Short Text Classifi-
cation for News

s2s 10,000

Waimai (https://github.com/
SophonPlus/ChineseNlpCorpus/

blob/master/datasets/waimai_

10k/intro.ipynb)

https://hf.co/

datasets/anonymous/

waimai-classification

Sentiment Analysis
of user reviews on
takeaway platforms

s2s 1,000

Clustering
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CLSClusteringP2P (Li et al.,
2022)

https://hf.co/datasets/

anonymous/CLSClusteringP2P

Clustering of titles
+ abstract from CLS
dataset. Clustering
of 13 sets, based on
the main category.

p2p 10,000

CLSClusteringS2S (Li et al.,
2022)

https://hf.co/datasets/

anonymous/anonymous/

CLSClusteringS2S

Clustering of titles
from CLS dataset.
Clustering of 13
sets, based on the
main category.

s2s 10,000

ThuNewsClusteringP2P (Li
et al., 2006; Li and Sun, 2007)

https://hf.co/

datasets/anonymous/

ThuNewsClusteringP2P

Clustering of titles
+ abstract from the
THUCNews dataset

p2p 10,000

ThuNewsClusteringS2S (Li
et al., 2006; Li and Sun, 2007)

https://hf.co/

datasets/anonymous/

ThuNewsClusteringS2S

Clustering of titles
from the THUC-
News dataset

s2s 10,000

Pair Classification

Cmnli (Xu et al., 2020a,b;
Conneau and Kiela, 2018;
Williams et al., 2017)

https://hf.co/datasets/

anonymous/CMNLI

Chinese Multi-
Genre NLI

s2s 139,000

Ocnli (Hu et al., 2020) https://hf.co/datasets/

anonymous/OCNLI

Original Chinese
Natural Language
Inference dataset

s2s 3,000

Reranking

T2Reranking (Xie et al.,
2023)

https://hf.co/datasets/

anonymous/T2Reranking

T2Ranking: A
large-scale Chinese
Benchmark for
Passage Ranking

s2p 24,382

MMarcoRetrieval (Bonifacio
et al., 2021)

https://hf.co/datasets/

anonymous/Mmarco-reranking

mMARCO is a mul-
tilingual version of
the MS MARCO
passage ranking
dataset

s2p 7,437

CMedQAv1 (Zhang et al.,
2017)

https://hf.co/

datasets/anonymous/

CMedQAv1-reranking

Chinese community
medical question
answering

s2p 2,000

CMedQAv2 (Zhang et al.,
2018)

https://hf.co/datasets/

anonymous/anonymous/

CMedQAv2-reranking

Chinese community
medical question
answering

s2p 4,000

Retrieval
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T2Retrieval (Xie et al., 2023) https://hf.co/datasets/

anonymous/T2Retrieval

T2Ranking: A
large-scale Chinese
Benchmark for
Passage Ranking

s2p 24,832

MMarcoRetrieval (Bonifacio
et al., 2021)

https://hf.co/datasets/

anonymous/MMarcoRetrieval

mMARCO is a mul-
tilingual version of
the MS MARCO
passage ranking
dataset

s2p 7,437

DuRetrieval (Qiu et al., 2022) https://hf.co/datasets/

anonymous/DuRetrieval

A Large-scale Chi-
nese Benchmark for
Passage Retrieval
from Web Search
Engine

s2p 4,000

CovidRetrieval (Qiu et al.,
2022)

https://hf.co/datasets/

anonymous/CovidRetrieval

COVID-19 news ar-
ticles

s2p 949

CmedqaRetrieval (Qiu et al.,
2022)

https://hf.co/datasets/

anonymous/CmedqaRetrieval

Online medical con-
sultation text

s2p 3,999

EcomRetrieval (Long et al.,
2022)

https://hf.co/datasets/

anonymous/EcomRetrieval

Passage retrieval
dataset collected
from Alibaba
search engine
systems in e-
commerce domain

s2p 1,000

MedicalRetrieval (Long et al.,
2022)

https://hf.co/datasets/

anonymous/MedicalRetrieval

Passage retrieval
dataset collected
from Alibaba
search engine
systems in medical
domain

s2p 1,000

VideoRetrieval (Long et al.,
2022)

https://hf.co/datasets/

anonymous/VideoRetrieval

Passage retrieval
dataset collected
from Alibaba
search engine
systems in video
domain

s2p 1,000

STS

AFQMC (Xu et al., 2020a) https://hf.co/datasets/

anonymous/AFQMC

Ant Financial Ques-
tion Matching Cor-
pus

s2s 3,861

ATEC (https://github.com/
IceFlameWorm/NLP_Datasets/

tree/master/ATEC)

https://hf.co/datasets/

anonymous/ATEC

ATEC NLP sen-
tence pair similarity
competition

s2s 20,000

BQ (Chen et al., 2018) https://hf.co/datasets/

anonymous/BQ

Bank Question Se-
mantic Similarity

s2s 10,000
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LCQMC (Liu et al., 2018) https://hf.co/datasets/

anonymous/LCQMC

A large-scale
Chinese question
matching corpus.

s2s 12,500

PAWSX (Yang et al., 2019) https://hf.co/datasets/

anonymous/PAWSX

Translated PAWS
evaluation pairs

s2s 2,000

QBQTC (Xu et al., 2020a) https://hf.co/datasets/

anonymous/QBQTC

QQ Browser Query
Title Corpus

s2s 5,000

STSB (Cer et al., 2017) https://hf.co/datasets/

anonymous/STSB

Translate STS-B
into Chinese

s2s 1,360

STS-22 (Muennighoff et al.,
2022a)

https://hf.co/datasets/mteb/

sts22-crosslingual-sts

Chinese news p2p 656

Table 5: Overview of datasets in C-MTEB.

B C-MTP Composition1054

We mine large-scale pairs of data from various domains. Table 6 shows the details for each data.1055

data source type of text pairs # of pairs URL

cmrc2018 (query, context) 9,669 https:

//huggingface.co/datasets/cmrc2018

dureader (query, context) 96,486 https://github.com/baidu/DuReader

simclue (sentencea, sentenceb) 388,779 https:

//github.com/CLUEbenchmark/SimCLUE

csl (title, abstract) 394,846 https://arxiv.org/abs/2209.05034

amazon_reviews_multi (title, body) 157,762 https://huggingface.co/datasets/

amazon_reviews_multi

wiki_atomic_edits (sentence, edited sentence) 1,213,688 https://huggingface.co/datasets/wiki_

atomic_edits

mlqa (question, context) 70,594 https://huggingface.co/datasets/mlqa

xlsum (title, summary) (title, text) 89,505 https://huggingface.co/datasets/

csebuetnlp/xlsum

wudao (title, passage) 37,318,330 https://data.baai.ac.cn/details/

WuDaoCorporaText

Misc – 60,260,341 –

Table 6: Details for each dataset. The Misc data comes from the Internet, including QA, paper, and news data.

C English Models1056

Using our recipe, we also train a set of English text embedding models presented in Table 7. At the time1057

of writing, our English TEM models are state-of-the-art on the English MTEB benchmark (Muennighoff1058

et al., 2022a) across its 56 datasets. Our models outperform significantly larger models, such as SGPT1059

Bloom which has 7.1 billion parameters (Muennighoff, 2022; Scao et al., 2022a,b). We advance the prior1060

state-of-the-art by an absolute 1.1 (Li et al., 2023b). Our training recipe is the same as for our Chinese1061

models, except for the usage of English data. We first finetune on unsupervised datasets including datasets1062

like Wikipedia, CC-net, StackExchange, Reddit, S2orc, and datasets from sentence-transformers.15 We1063

then further fine-tune on supervised datasets including NLI (Gao et al., 2021c), FEVER (Thorne et al.,1064

2018), NQ (Kwiatkowski et al., 2019), HotpotQA (Yang et al., 2018), Quora, StackExchange Duplicates1065

and MEDI (Su et al., 2022).1066

15. https://huggingface.co/datasets/sentence-transformers/embedding-training-data
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Model Name Dim. Average Retrieval Cluster Pair CLF Re-rank STS Summarize CLF

TEM (large) 1024 64.23 54.29 46.08 87.12 60.03 83.11 31.61 75.97

TEM (base) 768 63.55 53.25 45.77 86.55 58.86 82.4 31.07 75.53

TEM (small) 384 62.17 51.68 43.82 84.92 58.36 81.59 30.12 74.14

GTE (large) 1024 63.13 52.22 46.84 85.00 59.13 83.35 31.66 73.33

GTE (base) 768 62.39 51.14 46.2 84.57 58.61 82.3 31.17 73.01

E5 (large) 1024 62.25 50.56 44.49 86.03 56.61 82.05 30.19 75.24

Instructor-XL 768 61.79 49.26 44.74 86.62 57.29 83.06 32.32 61.79

E5 (base) 768 61.5 50.29 43.80 85.73 55.91 81.05 30.28 73.84

GTE (small) 384 61.36 49.46 44.89 83.54 57.7 82.07 30.42 72.31

OpenAI Ada 002 1536 60.99 49.25 45.9 84.89 56.32 80.97 30.8 70.93

E5 (small) 384 59.93 49.04 39.92 84.67 54.32 80.39 31.16 72.94

ST5 (XXL) 768 59.51 42.24 43.72 85.06 56.42 82.63 30.08 73.42

MPNet (base) 768 57.78 43.81 43.69 83.04 59.36 80.28 27.49 65.07

SGPT Bloom (7.1B) 4096 57.59 48.22 38.93 81.9 55.65 77.74 33.60 66.19

Table 7: Performance of English Models on MTEB.
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