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Abstract

Message Passing Neural Networks (MPNNG5s) are the building block of graph foun-
dation models, but fundamentally suffer from oversmoothing and oversquashing.
There has recently been a surge of interest in fixing both issues. Existing efforts
primarily adopt global approaches, which may be beneficial in some regions but
detrimental in others, ultimately leading to the suboptimal expressiveness. In this
paper, we begin by revisiting oversquashing through a global measure — spectral
gap A — and prove that the increase of A leads to gradient vanishing with respect
to the input features, thereby undermining the effectiveness of message passing.
Motivated by such theoretical insights, we propose a local approach that adaptively
adjusts message passing based on local structures. To achieve this, we connect
local Riemannian geometry with MPNNs, and establish a novel nonhomogeneous
boundary condition to address both oversquashing and oversmoothing. Building on
the Robin condition, we design a GBN network with local bottleneck adjustment,
coupled with theoretical guarantees. Extensive experiments on homophilic and
heterophilic graphs show the expressiveness of GBN. Furthermore, GBN does not
exhibit performance degradation even when the network depth exceeds 256 layers.

1 Introduction

Recently, graph foundation models have attracted growing research interests [[77;1125168; 61], offering
the pre-trainable and general-purpose deep architectures based on Message-Passing Neural Network
(MPNN). Against this backdrop, we revisit the fundamental issues of the core building block —
the MPNN itself: Oversmoothing [35; 40], which prevents MPNN from going deeper as other
typical neural architectures, and Oversquashing [1;164], which refers to the difficulty in propagating
information from distant nodes and capturing the long-range dependencies.

In the literature, there has recently been a surge of interest in jointly addressing oversquashing and
oversmoothing. The former is caused by the topological “bottlenecks” in the graph structure [64],
while the latter can also be related to the structure [115;144]]. Accordingly, a primary solution is graph
rewriting, which conducts the structural refinement guided by Ricci curvature [39; 138} |120] or spectral
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Figure 1: Illustration of different solutions against oversquashing. (A) In typical MPNNS,
messages are “squashed” at the bottleneck of the graph structure. (B) In graph rewriting (e.g., BORF
[39]]), oversquashing at the bottleneck is mitigated by adding edges, but the removal of edges (in
light of oversmoothing) hinders the message-passing in other regions. (C) In the proposed GBN, an
adaptive adjustment based on the local Riemannian geometry is introduced to message passing in
each region to enhance expressiveness.

analysis [4]]. The underlying rationale lies in the global metric of spectral gap (i.e., the first non-zero
eigenvalue of graph Laplacian \), which controls the size of the bottleneck [6]. On the one hand,
graph rewriting introduces significant computational overhead. On the other hand, it undergoes a
carefully designed edge adding-deleting procedureﬂ, altering the original graph structure. So far,
existing efforts, including the recent advance [27], adopt the global approach to fix MPNNSs.

In this paper, we begin by rethinking a significant question: is it necessary to increase the spectral
gap X through a global approach? Intuitively, a global approach may benefit some regions but be
detrimental to others. Theoretically, a larger \ accelerates the oversmoothing process, as measured
by Dirichlet energy [35; 40]. Regarding oversquashing, we develop a unified interpretation of
typical MPNNSs as neural solvers of the heat equation on Riemannian manifold, which reveals the
negative impact of increasing A through the eigenvalue decomposition of Riemannian heat kernel.
Specifically, increasing A tends to cause gradient vanishing (Theorem.2), thereby limiting the model
expressiveness.

Motivated by the theoretical insights above, we aim to address both issues of MPNN through a local
approach. Instead of the structural refinement, we focus on refining the message passing paradigm,
and the key innovation lies in the local bottleneck adjustment according to the subgraph structure. To
achieve this, we explore the functional space over subgraphs through its continuous counterpart — the
local Riemannian geometry over submanifolds. Concretely, we establish a novel nonhomogeneous
boundary condition that is rigorously proven to mitigate both oversquashing and oversmoothing,
thereby allowing for MPNNSs to go deeper. Consequently, we design a simple yet effective Graph
Boundary conditioned message passing Neural network (GBN) to implement the solver subject to
the nonhomogeneous boundary condition. GBN unifies the updating rules for boundary and interior
nodes with satisfactory scalability, accompanied with the favorable theoretical guarantees.

Contributions. In summary, our key contributions are three-fold: A. Insight. On oversquashing,
we reveal a limitation of the global approach via the spectral gap, motivating a local approach
where message passing is adaptively adjusted at each node. B. Theory. We introduce the concept
of Riemannian boundary condition to address oversquashing — to the best of our knowledge, for
the first time — and establish a nonhomogeneous boundary condition that also enables deeper
MPNNs. C. Methodology. Grounded in the Robin condition, we propose a new MPNN named
GBN with theoretical guarantees. Extensive experiments on both homophilic and heterophilic graphs
demonstrate the expressive power of GBN.

2 Related Work

Oversmoothing. Previous solutions to mitigate oversmoothing can be roughly categorized into
four groups: (D Residual connections [[72} 36} [74], particularly initial residual connections [13], and

2Graph rewriting methods typically add edges to enlarge bottlenecks, while removing some dense connections
in light of oversmoothing.



@ Normalization layers [23} [78} [79] mitigate oversmoothing through the lens of gradient vanishing.
Recently, [47] demystifies how they affect the expressive power of MPNNs, while [3] develops a
principled explanation via gradient vanishing, and bridges MPNNs and recurrent networks. @) Gating
mechanism [8 75576 46l] modulates gradient updates in the layers, and allows for different rates of
message passing. @ Graph sparsification [[11;44]] combats this issue from the structural perspective,
given that some subgraphs, such as cliques, increase the risk of oversmoothing [39]. A theoretical
review is provided in [31]]. G [32] presents a novel idea to transform the global spectral distribution
in each layer of MPNN, while we focus on local adjustment of MPNN via boundary conditions.
Different from designing additional modules or structural refinement, we focus on refining MPNN
mechanism, not susceptible to oversmoothing.

Oversquashing. (D It strongly depends on the graph structure, and thus a natural solution is graph
rewriting, which typically adds edges to enlarge the topological bottlenecks, guided by Ricci curvature
(645 [2; [18]] or spectral analysis [30]. Also, graph transformers can be regarded as their generic form
with learnable attentional weights [[70; 215 49]. [7] understands graph rewriting from the lens of
effective resistance. Recently, it has been shown that incorporating virtual nodes is effective [455[50].
[23]] provides the theoretical aspects of oversquashing on depth, width, and topology of graphs. )
Recent studies jointly address oversmoothing via global treatments. In the line of graph rewriting,
[39; 138; 120]] introduce edge addition-deletion algorithms in light of oversmoothing; [28] increases
the spectral gap via edge deletion; [4] conducts the feature rewriting with Delaunay triangulation.
Recently, [27] considers the polynomial bases for the graph Fourier transform, while [42] designs an
auxiliary module to prevent heterophily mixing. To combat over-squashing, [[16] presents a novel
approach to select nodes with high centrality to expand in width to encapsulate the growing influx
of signals from distant nodes. In contrast to the previous global treatments, we introduce the local
adjustment to message-passing paradigm with nonhomogeneous boundary conditions.

Riemannian Geometry & MPNNs. Riemannian geometry has been introduced to learning on
graphs, e.g., node clustering [58; [57; [55]], node classification [53; 1595 1605 22], structural learning
[54]], modeling dynamics [565 15251515 162]] and generative models [14; 1695 163]], and shown potential
to graph foundation models [61]]. In this context, efforts are made to extend Euclidean MPNNSs to
geodesically complete manifolds, (e.g., hyperbolic spaces [37;10; I51], stereographic models [Sl],
product spaces [53]] and pseudo Riemannian manifolds [34;[71]]), seeking embeddings from graphs
to specific manifolds. Recently, the discrete versions of Ricci curvature, the concept describing
the structural connectivity [65], have been introduced to address oversmoothing and oversquashing
[39; 1385 120; 164]]. In contrast, we consider the functional spaces over Riemannian manifold.

3 Preliminaries

We review the heat flow on Riemannian manifold, the foundation of our analysis, and describe the
oversquashing and oversmoothing in MPNNs. The notation table is provided at Appendix [A]

Riemannian Manifold & Heat Flow. In Riemannian geometry, a graph is regarded as the discrete
analogy to certain Riemannian manifold [63]]. (M, g) denotes a n-dimensional manifold endowed
with the Riemannian metric g The volume form is written as volp = +/|det gldz! A - - A dz™,
where x € R"” denotes local coordinates and z is the element of . A Hilbert (function) space
LP(M) = {f € C®(M)] [,, fvolm} consists of smooth L? integrable functions on M. Let
Ay f = div(grad f) be the Laplace-Beltrami operator on M w.r.t. g. Ay on a closed manifold has
discrete eigenvalues ), and its eigenfunctions 1 form a basis of L?(M). A homogeneous heat flow
on M is described as the following differential equation

Ouu(t,x) = Agu(t,xz), t>0 (1)
with the initial condition u(0,z) = ¢(x) at ¢ = 0. The solution is induced by the heat kernel
H(t,z,y) : M x M — Rsothatu(t,x) = "o f := [, H(t,z,y)f(y) volum(y).

MPNN, Oversquashing & Oversmoothing. Let G = (V, ) be an undirected and unweighted
graph on the node set V and edge set £ C V x V. The nodes are associated with a feature matrix

*Throughout this paper, the terminology of manifold M refers to a closed Riemannian manifold (compact
and without boundary) unless otherwise specified.



X € RV*d where |V| = N is the number of nodes, and d denotes the dimension of input features.
The structural information is encoded in a binary adjacency matrix A and, accordingly, the normalized
Laplacian of G is writtenas L = T— D~ 2AD™ 2, where D is the diagonal degree matrix. A Message
Passing Neural Network (MPNN) recursively conducts neighborhood aggregation by K layers, and
node representation x,,of the k-th layer is updated with the following function,

et = o™ (@Y, Agg({z{* V) : (u,0) € £})), @
for k = {1,..., K}, where Agg is a permutation invariant aggregation function, and ©(*) denotes

the update function. MPNNs suffer from Oversquashing [15164]], the compression of messages from
exponentially expanding receptive fields into fixed-size vectors. It is typically characterized by the
Jacobian ||8w§f<) / oz ||, and the exponential decay of derivative with respect to the hop distance
implies the occurrence of oversquashing. Oversmoothing [35;40]] refers to the phenomenon that
node representations become indistinguishable to each other exponentially as the number of layers
increases. In this paper, we aim to address both issues of MPNN through a novel local approach
that leverages the local Riemannian geometry.

4 Theoretical Insights on Oversquashing

We first develop a unified interpretation of MPNNs from the lens of Riemannian geometry. Then,
regarding oversquashing, we demonstrate the negative impact of increasing the spectral gap A, which
motivates us to reconsider: is it necessary to increase A through a global approach?

A unified formalism. In order to provide a principled analysis, we construct a unified formalism in
Riemannian geometry as its notions align with those in spectral graph theory [17, Chap. 10]. To be
specific, we first construct the following layer-wise heat equation analogous to Eq. (T).

Orup(t,x) = Agug(t,x), k=1,--- | K \
ug(tr, ) = dr(x), k=1, K 3)

with the initial condition ¢ () = ¢(z) of input feature, where 0 = t1 < to < ... < tg <tg41 =T
and ty1 — t, = At for each layer k = 1, ..., K. Second, the solution is derived as follows,

uk(tvm) :f_/\/[ H(titk7m;y)¢k(y)V01(y)a k= 1a 7Ka (4)
(bk(w):GGk[ukfl(tlmw)]a k:27 7K7

where Gy, is a learnable neural net with linear transformations. Third, with input representation

¢ (v;), the output of v; at the k-th layer uy(tx, vi) = >_;cy) H(At, v;,v;)¢k(v;) is given by the

heat kernel H (t,v;,v;) := [H;];; and H; = e 'L [17]. According to the matrix exponential

e =T+, %(—tL)k, if we take a small time step At — 0, the first-order approximation is

given by e 2L ~ T — AtL. Therefore, we have the updating rule in matrix form,

Uy = Hat®p = (I - AtL)®y, Pp = G, (Up—1). 5

For example, GCN [33] is an instance of Eq. (3) with At = 1. That is, typical MPNNs in Eq. (2)
can be interpreted as a neural solver to the heat equation over a Riemannian manifold, offering the
theoretical foundation of this paper. The following elaboration considers the scalar-valued function
for clarity.

On oversquashing: revisiting the spectral gap Arranging the eigenvalues of the Laplacian of
manifold heat kernel in ascending order, the first non-zero eigenvalue is referred to as spectral gap \.
From the topological perspective, we connect the value of A to the topological “bottleneck” from
Riemannian geometry, and the connection is established via Cheeger’s constant. Concretely, for a
given manifold M, the Cheeger’s constant hq = infg W%(B)} is related to the area of the
bottleneck’s cross-section dividing the M into two disjoint submanifolds A and 5. E]

Theorem 4.1 (Cheeger and Buser’s Inequality [9]). If the Ricci curvature of manifold M is

bounded by —(n — 1)£2, and & > 0, then % <\ < C(&-ha + h3y), where C is a constant.

*More rigorously, let S be any compact (n — 1)-submanifold embedded in a manifold M, the Cheeger’s
constant h ¢ is defined by the infinitum taking over all smooth S.



That is, the increase of A enlarges the topological bottleneck in which the messages are often squashed.
However, we identify a negative impact of increasing A from the perspective of gradient vanishing
when we take a closer look. Conducting the eigenvalue decomposition, we have the following hold.

Theorem 4.2 (Spectral Gap and Gradient Vanishing, B.1). Suppose t € [t;, to11] withl < { < K,

the upper bound of the functional derivative ‘;1;’(5))] (t, ) is determined by the heat kernel H(t,x,y)

and a model constant Cioqe1. Let 1; denote the eigenfunction. The following inequality holds,

f;;@(%] (t, J?) < Cmodel . }I(t7 x, y) = Cmodel . Zizo e—Aq,twi(w)wi(y). (6)

The theorem above clarifies the relationship between the eigenvalue of the manifold heat kernel and
model training, and states that the increase of A tends to result in gradient vanishing, undermining the
effectiveness of message passing.

On oversmoothing. Next, we examine the impact of increasing A on oversmoothing via a prominent
metric of Dirichlet energy [40], measuring the norm of the difference between node representations.

Theorem 4.3 (Spectral Gap and Dirichlet Energy,[B.2). Supposet € [ty to41] with1l < { < K,
and the initial state u;(tg, ©) = ¢¢(x) has an eigenvalue decomposition such that ¢y = > | coiths,
the Dirichlet energy Dirluy(t, )] = 5 [, |srad u,(t, @)|* volyq decays exponentially w.rt. to t as

Dirfu(t, )] < 1 Comocer (Zioil Ehe YR 02 Ao 2=t T, Ajk(tk,ftkfnl) NG
The theorem states that MPNN is exposed to even more severe oversmoothing by increasing A since
the upper bound of the Dirichlet energy is increased.

A more intuitive explanation. Taking graph rewriting as an example, the bottleneck is widened by
adding edges to allow more messages to pass through, thereby mitigating oversquashing. Meanwhile,
edge deletion is required to combat oversmoothing caused by denser connections, which in turn
hinders the information flow in message passing.

Message of the Section: In the global approach, an increase in the spectral gap tends to
accelerate gradient vanishing and oversmoothing, thereby deteriorating the efficacy of message
passing.

5 Local Riemannian Geometry for the Best of Both Worlds

The theoretical insights above motivate us to seek for an
alternative local solution. While preserving the original
graph structure, we propose to adapt message passing
according to the local structure or, in the language of

Riemanpian geometry, reshape the functiional space over ./, \ - ‘ ‘
submanifolds. To achieve this, we establish a novel non- - = +— . \/ \} .
homogeneous boundary condition that is proven to "o mann b e
simultaneously mitigate both oversquashing and over- ‘ ‘
smoothing. ~— RO S :
—L £ i i
y . T ol
5.1 Boundary Condition over Submanifold: Robin : :
Local Treatment against Oversquashing - )
, _ _ — BE e
Instead of treating the manifold as a whole, we consider ~_-; - AU BAVAVANAN
the heat flow over submanifold (subgraph), and intro- Dirichlet Spectrum

duce the notion of boundary condition to MPNN for the (b) Boundary condition

first time, to our best knowledge. Figure 2: A visual illustration.
Specifically, a heat flow over a submanifold with boundary is described as follows
{ Oru(t, ) = Agu(t, x),

h(z) = 0, © € OM, ®)



where OM denotes the submanifold boundary while int M is the interior. The boundary is constrained
on some (homogeneous) boundary condition h(x) = 0, and there exist 3 elementary types of boundary
conditions, for o - 8 > 0, and «, 8 cannot be 0 simultaneously,

Dirichlet condition  f(x) =0
Neumann condition g—ﬁ(w) = ©)
Robin condition af(x)+ ﬁg—fl(:c) =0

where % denotes the outward normal derivative.

Models of manifold bottlenecks. To formalize the effect of boundary conditions, we first introduce
the models of manifold bottlenecks. Without loss of generality, we consider (1) a simple case of
cylinder, formally described as the product manifold S = [0, L] x B.(r) of a closed interval of length
L and a closed (n — 1)-ball whose radius is a constant () = &q over [0, L], and (2) a more generic
form with a functional radius £(r) : [0, L] — (0, 1), and an instance is sketched in Fig 2fa). Now, we
demonstrate how boundary conditions affect the gradient at the bottlenecks.

Theorem 5.1 (Oversquashing under Boundary Conditions,B.3). Given the boundary of a sub-
manifold S written as 9S = {0, L} x 0B.(s), we have the following claims hold:

* Fore(s) = &y, if the Dirichlet condition is applied, the decay of heat kernel is determined
by e~ 0"t while it is determined by e~ F~*) under Neumann condition.

* For e(s) = eq cosha(s — L), the decay of heat kernel under both the Dirichlet and Neu-

hal)™?

mann conditions is related to e~ (0 cosha %)

For both cases, the decay under Robin condition is upper bounded by the Dirichlet condition and
lower bounded by the Neumann.

Corollary 5.2 (Adaptivity of Robin Condition,B.4). Forz(s) : [0, L] — (0,€) and L > & fora
small € > 0, AP, AN | X are the spectral gaps of Dirichlet, Neumann and no boundary, respectively.

s For &(s) = eq, we have the order \P > X\ > AN hold.

* For £(s) = egcosha(s — %) if L is fixed, then \° > AN > \: if g is fixed, then
A>AD > \N

Theorem [5.1] and Corollary [5.2] state that boundary conditions mitigate oversquashing by locally
adjusting \. It is achieved by controlling the amount of messages that flow out of the bottlenecks, as in
Fig[2|b). Specifically, Dirichlet condition absorbs the message and only low-frequency messages can
be passed. Neumann condition clears the bottleneck by reflecting all the messages. Robin condition
reaches a balance between them. As oo — 0, it degenerates to Dirichlet condition, while shifting to
Neumann when 3 — 0, and offers the adaptivity to adjust ) at bottlenecks via o and S.

5.2 Nonhomogeneous Boundary Condition: Jointly Mitigating Oversmoothing

We discover that oversmoothing can be mitigated through the source term of external inputs.

Lemma 5.3 (Oversmoothing under Source Terms,[B.5). For the nonhomogeneous heat equation
Oru(t, ) = Agu(t,x) + f(t, ) with a source term f(t,x) =Y. B;(t)Y;(x) and initial condition
w(0,z) = ¢(x) at t = 0, regardless of the existence of boundary condition, there exist some
parameters {«; > 2, B; > 0} satisfying the convergence condition such that

dB; —a,
i (I —a; + Ni(B; +1)(Bi +)~*, Bi(0) =0. (10)
Then, the Dirichlet energy will decay polynomially w.r.t time t as
Dirfu] = #(ﬁi +)?T =y (14 Asfi )Bl (11)
=12 — qy i=1 2—q; "

Lemma [5.3]states the source term mitigates the exponential decay of Dirichlet energy to a polynomial.



Table 1: The boundary conditions on the graph

Dirichlet condition Robin condition Neumann condition

f(u) =0 af(u) + 5 esoma(f(w) = f(v) =0 2 veswraf(w) = f(0)) =0

Our solution. We have shown the effect of boundary condition and external input on oversquashing
and oversmoothing, respectively. A natural question raises that: does there exist a single operation
for the best of both worlds? To this end, we establish the nonhomogeneous boundary condition of
h(x) = ~v(t,x),x € OM, generalizing from the typical homogeneous ones of h(x) = 0, € OM.
While enjoying the merit of boundary condition, it can be equivalently convert into form of Lemma
[5.3]to combat oversmoothing. We rigorously demonstrate the advantage of our construction below.

Theorem 5.4 (Equivalence, . For the homogeneous heat equation Oyu(t, ) = Agu(t, @),z €
int M with a nonhomogeneous boundary condition of h(x) = v(t, ), x € M and initial condition
u(0,x) = ¢(x),t = 0, there exists a function w(t,x) : M — R such that h o w = v in OM. By
v =u—w, Eq. ({I2)) is equivalent to the nonhomogeneous heat equation satisfying Lemma 5.3}

{ Ow(t,x) = Agu(t,x) + T'(w), «€imM,t>0

h(z) =0, xeIM, t>0, 2)

where I'(w) = Agw(t, &) — Oyw(t, x) with converted initial condition v(0, x) = ¢(x) — w(0, x).

Consequently, we can simultaneously mitigate oversquashing and oversmoothing, and our construc-
tion applies to the Dirichlet, Robin, or Neumann condition.

6 GBN: A Provable Neural Architecture

As discussed in Sec. 4 and 5, this calls for a neural solver to the manifold heat equation with a
nonhomogeneous boundary condition. We address this challenge with a simple yet effective Graph
Boundary conditioned message passing Neural network (GBN), grounded in the Robin condition.
GBN unifies the updating rules for boundary and interior nodes, and we emphasize that it is a scalable
model with favorable theoretical guarantees. We begin by introducing the concept of boundary nodes.

Definition 6.1 (Boundary Nodes). In a graph G, for a subset S of the vertex set V, the induced
subgraph on S has the edge set consisting of all edges of G with both endpoints in S. The vertex
boundary is 0S = {ulu ~ v,v € S}, where u ~ v denotes u is connected to v in G.

MPNN under Robin Condition Analogous to the continuous realm, the homogeneous boundary
conditions are given in Table[T] Now, we construct the nonhomogeneous Robin condition on graphs,

o;T; + BZ er\zi iEV\(’?S(wi — Jﬁj) = Y, i€ 85’, (13)

where the coefficients are given by functions with respect to node current states, i.e., o; = a(x;), B; =
B(xi),v: = v(x;) for each i € 9S. Subject to Eq. (13) on the boundary nodes, we consider the
nonhomogeneous heat equation for the interior nodes, whose nontrivial steady state F g exists.

Accordingly, we are to solve the following equation system in the matrix form,

{ Interior nodes: LssXs+ LgosXps =Fg, L— Lss Lsoas (14

Boundary nodes: diag(ai)XaS + diag(ﬂi)Lag,SXS = Fas, - Lag,g Lagﬁg

Lemma 6.2 (Solution to Heat Equation System, [B.7). Let D, U and V denote the diagonal, upper
and lower matrix of L, respectively. Accordingly to the Jacobi method, the solution is derived as,

diag(c;) =a(X®);0,), diag(8;) = B(XH);05),T = v(X*®);9,), (15)
X*ED) = DV +U)X*® + DT, (16)

Let I; := (i € S) be an indicator, d; = di(1 — I;) + (2I; — 1) > iy and p; = Bi

[e23

(DOXO) = Jo 3, Sl [(DTV)XO) = iy Sea® 7)



Table 2: Comparison of layer-wise complexity. } and £ denotes node and edge set, respectively.

Models DR BORF UniFilter ProxyGap  Graph Transformer =~ GBN (Ours)
Complexity  O(|V|log(|V])  O(€ld}a.)  O(VI+IE])  O(E]+|VI) o(vP) o(VI+1€l)

The updating rule is given by adding nonlinearity ¢ and a learnable MLP ((*+1),
X+ — o (Dfl(v + U)go(k+1)(x(k))) +D'r (18)

Note that GBN unifies the updating rule of boundary and interior nodes via an indicator, which is
jointly optimized together with other parameters.

Computational Complexity A pseudocode description of training GBN is given in Appendix C,
whose layer-wise complexity is yielded as O(|V| + |€|). We compare with some popular models in
Table 2] where d,;,4, is the maximum node degree.

Local Bottleneck Adjustment Building on a nonhomogeneous Robin condition, we locally con-
sider each bottleneck and perform adaptive message passing. Specifically, the amount of messages
flowing out of the bottleneck is regulated by the corresponding interior nodes, thereby mitigating
oversquashing, while the cutoff frequency of message passing is learned in an end-to-end fashion.

Theoretical Guarantees Oversmoothing is mitigated through the external inputs since the Dirichlet
energy does not converge to zero owing to the existence of . On oversquashing, we examine whether

or not the Jocabian HB:(:EK) /0z;|| exhibits the exponential decay regarding the hop distance K.

Theorem 6.3 (Distance Independence, [B.8). Given two nodes v; and v; with the hop distance K,
and the updating rule in Eq. (I8), we have the Jocabian satisfy

< O <Zf=0 [D~L(V +U) ’“)

8:c§K)/3wj || is independent of K.

A
ascj

ij

where C is a constant related to the parameters. As K — oo,

The theorem states that, in the limit, the Jocabian converges to a constant independent on the distance,
and thus implies that oversquashing does not occur.

Connection to Previous Models The recent virtual node methods [45} 50] can be regarded as
homogeneous Neumann condition with a single additional boundary, and have no guarantee against
oversmoothing. Note that, the proposed GBN recovers the vanilla GCN when S and +y are eliminated.

7 Experiment

We compare 17 strong baselines on 7 benchmark datasets to answer the following research questions:
1) How does GBN perform on homophilic and heterophilic graphs? 2) How does each component
contribute to GBN? 3) Does GBN allow for the network to go deep? 4) Does GBN support capturing
long-range dependencies? Codes are available https://github.com/ZhenhHuang/GBN.

7.1 Experimental Setups

Datasets & Baselines. Experiments are conducted on a variety of datasets, including 3 homophilic
graphs of WikiCS, Computer and CS [48; [19], and 4 heterophilic graphs of Texas, Wisconsin,
RomanEmpire and Ratings [43]]. The baselines are categorized into three groups: (1) MPNNs:
GCN [33]], GAT [66], GIN [[73]], hyperbolic HGCN [10] and a message diffusion GREAD [135];
(2) Methods to improve MPNN: G2-GCN [46] and GraphNormv?2 [47] against oversmoothing,
SWAN [24] and MPNN-+VN [50] on oversquashing, and BORF [39]], DR [4], ProxyDelete [28] and
UniFilter [27] to tackle both issues; (3) Graph transformers: sp-exphormer [49], VCR-Graphormer
[21], CoBFormer [70], and GraphMamba [[67]]. Datasets and baselines are detailed in Appendix D.


https://github.com/ZhenhHuang/GBN

Table 3: Node Classification in terms of ACC (%) on both homophilic and heterophilic graphs. The
best results are boldfaced, and the runner-ups are underlined.

Model WikiCS Computer CS Texas Wisconsin RomanEmpire Ratings
GCN 77.43+083  88.20+1.44  91.49+0.42  55.83+5.99  50.16+5.91 70.30+0.73 48.12+0.54
GAT 75.81+1.03  88.36+1.3¢  92.17+0.46  65.22+9.07  50.78+6.41 80.89+0.70 48.78+0.69
GIN 82.37+2.45  90.69+1.26  93.69+0.89  47.37+2.12  69.23+1.15 82.20+0.49 48.68+0.72
HGCN 74.32+0.67  89.98+1.56  90.79+0.21  62.78+1.78  55.05+1.84 80.42+0.35 47.61+2.09
GREAD 79.25+1.16  88.21+1.86  91.20+0.75  84.37+4.63  85.23+3.21 73.25+2.26 47.77+3.01
DR 77.62+0.16  89.89+0.52  90.77+0.14  70.68+1.60  70.98+1.50 71.9940.14 48.23+0.22
UniFilter 84.00+0.26  86.16+2.80  95.25+0.11  78.26+1.30  69.52+1.59 74.4340.25 49.44+0.20
ProxyGap 81.34+0.76  89.21x0.76  93.75+0.43  74.21+1.25  67.75+1.64 77.45+0.68 49.75+0.46
MPNN-+VN 83.67+0.66  90.80+0.88  92.51+0.40  75.65+6.77  80.63+2.84 81.07+0.26 46.46+0.33
GraphNormv2 76.93+0.45  87.26+0.16  93.80+0.15  72.07+1.56  83.01+1.13 71.7940.34 45.80+0.06
BORF 85.89+0.28 91.76+0.63 93.48+0.01  74.88+0.12  74.11+0.20 81.83+0.00 53.2140.01
G2-GCN 77.85+1.3¢  87.08+1.3¢  92.32+0.26 84.86+5.43 86.12+4.51 78.56+1.67 49.38+2.24
SWAN 79.2041.21  88.57+0.84 90.57+0.84 76.96+7.29  73.98+2.49 73.48+0.83 49.73+3.41
CoBFormer 83.954+0.28  89.96+0.54  94.66+0.14  76.52+2.38  85.40+2.84 76.46+0.23 48.59+0.25
VCR-Graphormer ~ 84.32+0.01  90.53+0.01  95.17+0.00  62.63+0.50  73.33+0.09 74.55+0.00 53.31+0.01
Spexphormer 84.53+0.15  89.73+0.39  95.19+0.15  76.96+3.65  80.95+2.84 87.54+0.14 48.61+0.32
Graph-Mamba 84.07+0.76  88.54+0.27  94.46+0.16  73.33+1.27  T7.42+1.35 88.36+0.06 49.58+1.22
Ours 86.21+0.39 91.33+0.32 95.78+0.21 85.01+6.51 86.78+3.84 89.83+0.46 53.51+0.88

. . Table 4: Ablation Stud
Evaluation Metrics. We evaluate the — Y -
. . Model CS WikiCS Texas Ratings
model performance with node classifica- GEN oi7a 621 o1 351

. . . +0.21 . +0.39 . +6.51 . +0.88

tion and employ the popular metric of ACC. "5 04.144026  85.3640.45 83.1744.32  53.0540.78

Each case undergoes 10 independent runs, ;=0 92.26+058  80.01+£0.34  76.2T+534  48.23+1.03

and we report the mean with standard de- Bi = 93.77+0.36  81.71+0.52  82.7845.36  50.69+0.89

viations Vi, Bi =0 91.71+0.34  78.29+0.66 62.16+4.36  48.69+0.36

. GCN 91.49+0.42  77.43+0.83  55.8345.99  48.12+0.54

Reproducibility & Model Configuration.

The hardware is NVIDIA GeForce RTX 4090 GPU 24GB memory, and Intel Xeon Platinum 8352V

CPU with 120GB RAM. In GBN, the coefficients of «,

3, and ~y are implemented as 2-layer MLP,

and the model is optimized by Adam. Further details on hyperparameter settings are in Appendix [E]

7.2 Results and Discussion

Model Performance. We conduct node classification
on all the 7 graphs, and the results of ACC are summa-
rized in Table [3] The hyperparameter settings of the
baselines is the same as the original papers. As in Table
[3] mitigating oversmoothing or oversquashing generally
improves the performance of MPNNs. GBN consis-
tently achieves the best results except for one case on
the Computer dataset.

Ablation Study. To examine the effectiveness of each
module in GBN, we design several variant models and
collect the model performance in Table [d Concretely,
we replace the learnable boundary condition coefficients
with fixed constants, termed as 7y, 5p. The variant
~; = 0 disables the external inputs, while 3; = 0 elim-
inates boundary interactions. Table ] reports a perfor-
mance decline in these variants compared to GBN, un-
derscoring the critical role of each module. Also, under
vi, B; = 0, GBN degenerates as GCN in general.

Deeper Network & Oversmoothing. On oversmooth-
ing, we evaluate the model performance and Dirichlet
energy when MPNN goes deeper. Fig. [3]shows the de-
cay of Dirichlet energy as the number of layers increases
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Figure 5: Results of graph transfer task in terms of Mean Squared Error (%).

from 1 to 256 using the benchmark synthetic dataset [46; [29], detailed in Appendix E, for a fair
comparison. In parallel, we present node classification performance in Fig. fi] Traditional GCN
and GAT exhibit exponential decay of Dirichlet energy and a corresponding performance decline,
indicating severe oversmoothing. The graph rewriting method of BORF mitigates the decay, but
ultimately, node representations become indistinguishable. Both G2-GCN and our proposed GBN
effectively combat oversmoothing in terms of Dirichlet energy; however, G2-GCN struggles to
capture long-range dependencies as shown in the next paragraph. Notably, as shown in Fig. ] the
proposed GBN does not exhibit performance degradation even the network depth exceeds 256 layers.

Long-range Dependencies & Oversquashing GCN

To evaluate the ability against oversquashing, Coq® .OO

we investigate the information transfer between 80 * m
dlstant.nodes with the graph transfer experiment,  original Graph 00 co ® = o
following [24;23]]. Concretely, the experiment 0o e 3
is conducted on 3 synthetic topologies: line, C.OO. e T b= S
ring and cross-ring, where a source node ©® 6 £
labeled “1” and a target node labeled “—1”are  © 0~  oe@ © GBN o
separated by k hops of randomly valued nodes. o % 00 e G s o &L
Further details are in Appendix E. The task is o Cs ® 3
to switch the labels between source and target Oo 0® o 050 2
nodes through message passing. We vary the ce ®

hop distance & in {3, 5, 10, 50} and present the & I
results in Fig. [5] where the number of network %

layers is equal to the hop distance. As the dis- )

tance increases, the messages from the expand- Figure 6: Case study

ing receptive field are squashed together. GCN, G2-GCN and ProxyGap fail to effectively propagate
the labels, revealing a limitation in capturing long-range dependencies. In contrast, the proposed
GBN consistently achieves the best performance in Fig. [5

Case Study & Visualization In the case study, we visualize a result of graph transfer task in Fig. [6]
to further investigate the model performance. Specifically, the experiment is conducted on the graph
where two complete graphs (i.e., the source on the left and the target on the right) are connected by
a line (i.e., topological bottleneck). The nodes are randomly assigned in [0, 1] in the source, while
[—1, 0] in the target. The node value in the connecting line is “0”. The task is to swap the values in
the source and target components. As shown in Fig. [} GCN results in the messages being severely
“squashed” in the bottleneck. In contrast, the proposed GBN allows messages to pass through the
bottleneck, thanks to local bottleneck adjustment.

8 Conclusion

Our work presents a fresh local approach to jointly mitigate oversquashing and oversmoothing in
MPNNs. Grounded in Riemannian geometry, we establish the nonhomogeneous boundary condition
that preserves the original graph structure while adaptively adjusting the message passing paradigm
to achieve the best of both worlds. Building on the Robin condition, we design a simple yet effective
GBN with local bottleneck adjustment, supported by favorable theoretical guarantees. Extensive
experiments demonstrate the superior performance of GBN on benchmark graphs. We further
demonstrate GBN can enable deeper MPNNs by exploiting the nonhomogeneous boundary condition.
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.
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* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The theoretical results including the assumptions are clearly stated in Theorems
in this paper, while the complete and correct proofs are provided in Appendix B.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Key information is introduced in the subsection of “Model Configurations and
Reproducibility”, and further details are disclosed in Appendix E entitled “Implementation
Details”.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
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instructions for how to replicate the results, access to a hosted model (e.g., in the case

of a large language model), releasing of a model checkpoint, or other means that are

appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Codes and data are available at the anonymous GitHub link, where sufficient
instructions are provided.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Important settings are given in Appendix E entitled “Implementation Details”,
and the full details are included in the code.

Guidelines:
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: In the experiment, each case undergoes 10 independent runs, and we report the
mean with the error bar of standard derivations.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The hardware for the evaluation is described in the subsection of “Experimental
Setups”, and further information is provided in Appendix E entitled “Implementation
Details”.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
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Answer: [Yes]

Justification: We confirm that the research conducted in the paper conform, in every respect,
with the NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

« If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Both potential positive societal impacts and negative societal impacts are
included in paragraph entitled “Broader Impact and Limitations”.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The publicly available datasets are used for the evaluation.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.
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12.

13.

14.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The original papers that produced the code package or dataset are properly
cited in this submission.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The documentation is provided alongside the Codes of the proposed model.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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15.
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* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Contents of Technical Appendix

¢ Notations

¢ Theorems, Proofs and Derivations

* Algorithm

¢ Datasets and Baselines

* Implementation Notes (including detailed configurations and experimental setups).

A Notations
Table 5: Notations.
| Notation | Description
M A Riemannian manifold
g The Riemannian metric
T A point on Riemannian manifold or a vector
vol aq The volume form on M
S volm(y) The Riemannian integral w.r.t. variable y
Ay The Laplace-Beltrami operator on M w.r.t. g
grad The Riemannian gradient
div The Riemannian divergence
Aiy Ui The ¢-th eigenvalue and eigenfunction of the Laplace-Beltrami operator
Ot The parital derivative w.r.t. ¢
u(t, x) The solution of the heat equation
H(t,x,y) The heat kernel
A The spectral gap of a closed manifold
AP The spectral gap of a compact manifold with Dirichlet boundary
AN The spectral gap of a compact manifold with Neumann boundary
G=,¢&) A graph with node set V and edge set £
X The feature matrix
L The normalized graph Laplacian
A The graph adjacency matrix
® A MLP
10) The initial value or function of the heat equation
U, v, Vi, Vj A node in graph
i, g, k,m The lower index
I The identity matrix
S The (n — 1)-dimensional submanifold of M
Area The volume of M restrict to the (n — 1)-dimensional submanifold S
vol The volume of M
h The Cheeger’s constant of M
& A small value variable
‘Sé([f] The variational derivative of f w.r.t. ¢
Dir|[f] The Dirichlet energy of function f
2 The outward normal derivative
a, B The coefficients of the Robin condition
e(+) The radius function
B.(r) The closed ball with radius &(r)
S The interior node set of graph G
oS The boundary node set of graph G
D The diagonal matrix for the Jacobi method
\% The lower diagonal matrix for the Jacobi method
U The upper diagonal matrix for the Jacobi method
Tas The source term of nonhomogeneous Robin condition for boundary nodes
Fg The steady state of heat equation for interior nodes
r The concatenate for Fg and I'gg
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B Theorems, Proofs and Derivations

B.1 Proofs of Theorem

Theorem [4.2|(Spectral Gap and Gradient Vanishing). Suppose t € [tg, to1] with 1 < { <= K,
the upper bound of the functional derivative ‘;‘(;2(5))] (t, ) is determined by the heat kernel H (t, x,y)

and the model constant Cy,odel,

due[d)]
do(y)

(t7 Zli) < Cmodel ' H(tv Z, y) = Cmodel . Zi:o G_A'itiﬁi(w)?/fi(y)

Proof. The algebraic operations are omitted for clarityﬂ and the key steps of the derivation are shown
as follows,

dug[o] (t2) = 5“@[@]
Sp(y) e (2e) 6 (y)
z[¢e]( 0Gg,[ue—1] Our—1[@]
M O0be(2e) dug—1(te, z0) 06(y)

:/ 6W[¢d (t l’) 6G02 s 1 lH Mz Z z+1;zi+1)5 6G91 [“l}
M i 1

¢el¢]

(t, )

vol(2e)

(tg, Zg) vol pq (Zg)

¢ 0¢¢(2p) Sug—1(te, ze) 0pi(z ui—1(ti, 2i)

du1[¢1] 51 [¢)
51(e1) 12 22) gpy) (2 volae (X120

-1

= H(t—t@,.fC,Zg) HH(ti-‘rl_chi-‘rl;Zi) H(tQ—t1,227y)
M i=2

§G9 uz 1 ¢
[H Sui1 (6, 2) ] vol e (Xi—o2i)

5G9 Uj
< H(t,z,y / [H St ( t“;)‘| vol e (X5_oz;)
< CmodelH(tvxvzn (19)

Since M is compact, by the eigen-decomposition w.r.t H (¢, z,y), we have

duy[@]
do(y)

( ) < C’modelI—I(t X y Crnodel Ze Ai th z ) (20)

B.2 Proofs of Theorem

Theorem [4.3|(Spectral Gap and Dirichlet Energy). Suppose t € [ty to11] with1 < { < K, and
the initial state uy(te, ) = ¢¢(x) has an eigenvalue decomposition such that ¢g =Y.~ | ¢ ;s the

Dirichlet energy Dir[u,(t,-)] = 1 S lgrad ug(t, ) |2 volrq decays exponentially w.rt. to t as

1 o o
Dirlu(t,-)] < 5 Wnode ch)\i(%t + Z %2)‘ 2N (t—te)+ 5o Ajy (tr—tr—1)]
=1 i=1,{jr#i}

where 1); denotes eigenfunctions and the c, ; are the corresponding coefficients.

5Throughout the proofs in Part B, we demonstrate the derivation with the scalar x, and the same structure
holds for the vector x.
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Proof. Suppose ¢;(x) Y., coibi(x), where ¢ ; = (d¢, ), we have
ug(t,x) = / H(t —ty, z,y)de(y) volas (y)
M

_ / Zewuw)%(x)@(y)cgﬂj(y) vola (1)

= SN ey [ w0 ) voluu(y)

iJ
= Ze (=t ey japy () @1

The Riemannian gradient of ug( ,+) is
grad,, ue(t, x) Ze (t—te) ce,i grad,, ¥; (22)

Then, the Dirichlet energy of w,(t, -) will be

Dir [u(t)] = 7/ |V (t, )| vol ag
M

=z / <VUg, V’UJg>g VO]M
M

1
= 5267(/\#’\]')(%”)02,2'62,3'/ (Vathi, Vaihy) volp
M

2]

1 ) (b= .
_ _5267(,\[%\])@ “)ce,icz,j/ Vi Aogtpj volay
.3 M
1 A (f— .
= 52 Njcoice je” DitAIE ”)/ Vi volay
— M

_ 720 ; ,L 72)\ (t—te) (23)
since ¢y = Gy, [ug—1(te, x)], the projection coefficient on 1); is

lee,| = |/ Go,[we—1(te, z)]1); vol |
M

< |G, [[l[we—1(t) Il
= [|Go,||we—1(to) |l
From Eq. 1)), we have

[[we—1(te)l / ZCe Lo ge” QAN ()4 () vola
i
= ¢, SNGo|P Yty e 2lemtey) (24)

J
Substituting into Eq. (23), we have

Dir [ug (¢ Zc e Pilt—te) (25)
< §||Gez 12D chog hie 2Nttt (26)
i

24



By induction, we have

4
H ||G9k||2
k=1

Dir [uy(t)] < S €2 A2t ()] 27)

4,J2.-J¢

1
2

1 _an, on (t— ¢ (e
— iwmodel Zcf)\ie 2Ait 'Z‘C?Z)\ie 22 (t=te)+3 ko Ajy (b —tr—1) (28)
! b2
JeFi
(29)
where ¢, = (¢, ¢;,). O

B.3 Proofs of Theorem[5.1]

Theorem 5.1 (Oversquashing under Boundary Conditions). Given the boundary of a submanifold
S written as 0S = {0, L} x 0B.(s), we have the following claims hold:

* For e(s) = ey, if the Dirichlet condition is applied, the decay of heat kernel is determined
by e~ while it is determined by e~ F~*) under Neumann condition.
* For e(s) = eg cosha(s — L), the decay of heat kernel under both the Dirichlet and Neu-
—2

e _ L
mann conditions is related to e (socoshaf)

For both cases, the decay under Robin condition is upper bounded by the Dirichlet condition and
lower bounded by the Neumann condition.

Proof. Consider S = Uy (o {8} x Be(s), where £(r) : [0, L] — (0,6) with § € (0, 1). Denote
the Laplace-Beltrami operator on [0, L] and B, (s) are Ag and Ap_ ;. Since As = A ® Ip, , +
Ijp,1) ® Apg. ., for eigenfunction YR of Ag and ¢)B=+ for Ap

e,8? £,8°

As(WR @ 97*) = ArpR @ Y= + YR @ Ap, J9pe
= (uR 4 1 YR @ e (30)

The first case Now, we consider that £(s) = g, where g9 € (0, ) is a constant. First, we solve the
eigenvalue problem on R = [0, L] with boundary condition:

On the Dirichlet boundary condition, the eigenvalue problem equation is
dd?qbn = _MRwRa T e (OaL)

(31)
PR(0) =¢R(L) =0 x€{0,L}
R _(MAN? Ry (T
:>Mm—(L) ,Qbm(x)—mn(Lx) (32)
On the Neumann boundary condition, the eigenvalue problem equation is
LR = —pRyR, z € (0,L)
(33)
AR |pmo= — gt R [e==0 2 € {0,L}
R _(MTN\? R~ (mT
:>,um—(L) ,¢m($)—COS(Lz> (34)

For the eigenvalue problem in Bc(s), the sectional surface is a closed ball with radius 9. The
Laplace-Beltrami operator Ag ., = E%A B,1» where Ap ; is the Laplace-Beltrami operator on the
0

unit ball, under the polar coordinate (r,6),r € [0,1],0 € S*1,

1 0 0 1
AB,I = — ('f’n_la’r) + ﬁASn—l (35)
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Using separate variable method, let »51 = R(r)©(6), the eigenvalue problem equation is:

1 d 1dR R B1
—— (" 0+ —Agn—10 = —p> 36
r"—ldr<r d>+ §n-10 = —p” RO (36)
Dividing © and let ©(0) = Y} (6), where Y} (0) is the spherical harmonics such that
ASn—lYk = —kj(kﬁ +n— Z)Yk (37)
Denote \{ = k(k + n — 2), we have
dR? dR
22 2o B,1,2 0
e T (n—1)r ar (> r" = N)R (38)
Let R(r) = r*anw(r) then
o d*w dw n—2
7 Tt (Bt — (k + 1w =0 (39)
Set z = +/uB°°r, we have the Bessel’s different equation:
5 d*w dw n—2.,
o _ = 4
d2+d+(z (k + 2))w 0 (40)

Thus, R(r) = rt Jy/ pBlr, where v = k + ”% is the order of the Bessel function J,,.

For the Dirichlet boundary condition, it satisfies

R(1) =0= e = jy,, (41)
where j, ¢ is the /-th zeros of .J,,. The eigenfunction and eigenvalues of B, is:
. 2 .
e (M> R e (WT> Yi(0) “2)
€0 ’ [511)
For the Neumann boundary condition, it satisfies
2
R(1)=0=u' =4, (43)
where j’% ¢ 18 the /-th zeros of the derivative of j,. The eigenfunction and eigenvalues of B, is:
B e\’ B 2 Jr
g = (M> s Y =TT ( "’é'r> Yi(0) (44)
€0 ’ €0
Above all, the eigenvalues of S = [0, L] x B, are
N (m7r)2+ Jue 2 45)
ml T L €0
. 2
mm 2 I
o= (55) (2 46
m, ¢ L + 0 (46)

NG
Since for the Dirichlet boundary condition, the spectral gap is AP = (%)2 + (J — ) , the decay of

€0

_(=)2_(Iva _
e =e (£) ( <0 ) is determined by e~ *° *, for the Neumann boundary condition, the spectral

N2 _
gapis AV = (%)2 + (JLO) = (%)2, the decay of e is determined by e~~~

€0

(ea(s 15)+e a(s— L

L)

The second case Consider the radius function e(s) = £ 2) — gy cosh a(s —3)
fora > 0,s € [0, L]. Since the radius of B depends on the varlable in R, we can not overlay the
solution on each component to get the eigenvalues. But the separate variable is still working. Let

l=s— %, the Laplacian-Beltrami operator on S is
0? n 1
1% £y cosh? al B

As = ' (47)
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Thus, let ¢ = X (1)Y (r, §), the eigenvalue equation is:
d’X

+ XAg1Y = )XY 48
di? €2 cosh?(al) Bt )

Dividing XY, we have
1 d?X 1 Ap1Y S
— + 2 ==\ 49
X di?  2cosh®(al) Y )

Set Y to be the eigenfunction of Ap ; as in the first case, we have

d2X MB,l )
— (N —— X =0 50
di? ( e2 cosh?(al) 0
Take z = tanh al,
d a d d
= — =a(l - 2%)—
dl cosh®(al) dz ( )dz
d? 2 2y2 @ 2 2, d
=0 (1-29) @—Za 2(1—z )a
d*x dx pBr(1 - 2?)
2 242 2 2 s _
d>X dX S pBt
— (1 )T o 04 - X=0 51
(1=2% dz? i <a2(1 —22) a2£%> ' ©1)
which is the associated Legendre differential equation:
ED'S dx m?
1—2%)— — 22— + |[{({+1) — X=0 52
( Z)sz Zdz+{(+) 1—22} (52)
with 0(£+1) = —;;BT:Q, m2 = —i—f, where ¢, m are the degree and order of the associated Legendre

polynomial, respectively.
We obtain the solution
X(2) = C1B"(2) + C2Qi" (2)
= X(I) = C1P;*(tanh(al)) + C2Q}" (tanh(al)) (53)
where ;" is the associated Legendre polynomials, ()}* is Legendre function of the second kind.

Therefore, for the Dirichlet boundary condition,

L L
X(0)Y (gg cosh ag, 0) = X(L)Y (g0 cosh ag, 0)=0 54

, 2
We find that the spectral gap A” mainly relates to (]”71) , since g < L, we have

eo cosha %

2
ju 1
AP~ 55
(50 cosh a% ) (55)
for the Neumann boundary condition,
L L
X'(0)Y (g cosh g ) + X(0)Y’(gq cosh az, 6) =0

L L
X'(L)Y (gg cosh az, 0) + X (L)Y’ (gq cosh ag, 0) =0, (56)

. 2 y 2
the spectral gap A mainly relates to ( L. ) + ( 70,0 ) , meaning that

gg cosh a% £p cosh a%

2
jVO
= )\N ~ _ 57
(50 coshaé) 57)
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B.4 Proofs of Corollary

Corollary [5.2| (Adaptivity of Robin Condition). For(s) : [0, L] — (0,6) and L >> § for a small
§ > 0, the spectral gaps NP, \N, X of the Dirichlet condition, Neumann condition, and no boundary
have the following order:

s Fore(s) =eo, AP > A > AV,

* For £(s) = egcosha(s — %), if L is fixed, then \° > AN > \: if g is fixed, then
A> AP >N

Proof. From Cheeger and Buser’s inequality (Theorem@ if the manifold is closed, the spectral
gap of its Laplace-Beltrami operator A ~ inf €"~! when taking S as a submanifold embedded in a
closed manifold.

For () = &y, since & is small, € 2 will be large, and 56“1 will be small, thus we have the order

AP > A >N

For £(s) = g cosha(s — £), from the proofs of Theorem since j,.1 > j,.0, we have AP > AN,
If L is fixed, since 5 2 will be large, AP > AN > \; if &g is fixed, since L >> ¢, cosh ™2 aZ will be
much more smaller than ]!, then A > AP > AN O

B.5 Proofs of Lemma

Lemma [5.3] (Oversmoothing under Source Terms). For the nonhomogeneous heat equation
Owu(t, ) = Agu(t,x) + f(t, ) with a source term f(t,x) =Y. B;(t)Y;(x) and initial condition
u(0,x) = ¢(x) at t = 0, regardless of the existence of boundary condition, there exist some
parameters {«; > 2, 8; > 0} satisfying the convergence condition such that
dB; o
5 = =it A8+ ) (B + 1), Bi(0) =0.

Then, the Dirichlet energy will decay polynomially w.r.t time t as

1 ) i Bi o
il = 3, g Bt 027 = 3,

Proof. Consider the nonhomogeneous heat equation:
Opu(t, ) = Au(t,xz) + f(t,z), x €intM,t >0
h(z) =0, xr €OM,t>0 (58)
u(0,2) = ¢(x), reM,t=0

The solution is

uaw>=/m/ H@—&%yﬁ®whdeM8+/ H(t,2.9)0(y) volu () (59)

Let f(t,z) = >, Bi(t)i(x), Bi(t) = (fi, i), d(x) = Y, civbi(x), and ¢; = (¢, 1);). Define
L, x) / / H(t —s,z,9)f(s,y) volu (y)ds (60)
U@@:AWMMMMW@ (61)
Then

t .r / / [Z e N (t= 3)1/) 7/)1 ] Zﬁ] ¢] VOIM(y)dS
:/o Ze_/\i(t_s)ﬁi(s)l/}i(x)ds
=0

00 t
= Z e*Ait/ e’\"sﬂi(s)dswi(:r) (62)
i=0 0
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Wl (t,z) = 3 e_’\itci i(x 5 i(Yy) vo
(0= > e el /. wtwts) voluto)

= cie M(x) (63)
=0

(64)

For Dirichlet energy, we have
1
Dirfu;] = 5/ llgrad s ||* vol oy = Dir[u}] + Dir[u?] —|—/ (grad uy, grad u?), vola  (65)
M M

For each item, apply the divergence theorem or Green’s first identity,

: 1 1 1 1 1 — 1 — At — At ’ AdeBi
Dirfu;] = ~5 MutAgu75 volp = 5;)\—1 B;(t) — B;(0)e™ """ —e™" ; et — ds
(66)
1 oo
Dir[u?] = —f/ u? Au? vol g = Zcf)\ie_)‘it (67)
2/m -
i=1
/ (grad u;, grad u?) dvol g = —/ ui A guy vol g
M M
- " s dBi
= Zcie_’\f't {Bi(t) — Bi(O)e_’\” — e_)‘it/ eris 12 ds] (63)
P 0 ds
If B;(t) satisfies
B;(0)=0
{ W = (1= a; + Ni(bi + 1)) (b + 1) (©9)
for0 < b; < 1,a; > 2,ie.,
)\1(@ +t)27ai 1—a, A;b; 1—a,
B;(t) = b; +1t @ 14— b ¥ 7
()= 25—+ i+ D) g )bl (10)
Then,
— 1 b s dB;
17 X _ — it Ais ?
Elu] = ; X {Bz(t) e /o et — ds]
= 1 Aib;
= b+ )27 % — (14— ) b} ™% 71
;2—&1'( +) (+2—ai> ’ ( )
So the decay of the Dirichlet energy is mainly determined by
= 1
by +1)2 %
2. 5= o, it
which is polynomially decreasing. O

B.6 Proofs of Theorem

Theorem(Equivalence). For the homogeneous heat equation Oyu(t, ®) = Agu(t, x), x € intM
with a nonhomogeneous boundary condition of h(x) = ~(t,z),x € OM and initial condition
u(0,x) = ¢(x),t = 0, there exists a function w(t,x) : M — R such that h o w = vy in OM. By
v=u—w, Eq. (|7_7|) is equivalent to the nonhomogeneous heat equation satisfying Lemma @

{ ow(t,z) = Agv(t,x) + I'(w), x€imM,t>0

h(x) =0, x €OM, t>0,
v(0,x) = ¢(x) — w(0, x), x € M, t = 0 (The initial condition),

where I'(w) = Agw(t, &) — Oyw(t, x).
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Proof. Introducing an auxiliary function v = v — w such that » o w = 0 in 9 M. Then,
{ Agv = Agu — Agw

8751) = (‘3tu — 8tw
= Ow(t,z) = Agu(t,z) + Agw(t, z) — drw(t, x) (72)
Given the linearity of all three types of boundary condition, we define
I'(w) = Ayw(t, z) — w(t, ) (73)

which satisfies the condition in Lemma[3.3]on int M.

The equation can be converted into the form in Lemmal[5.3]
Ow(t,z) = Ago(t,z) +T'(w), x€intM,t >0
v(0,2) = ¢(x) — w(0, z), reEM,t=0 (74)
h(z) =0, r €M, t>0

B.7 Proofs of Lemmal6.2]

Lemma [6.2] (Solution to Heat Equation System). Ler D, U and V denote the diagonal, upper
and lower matrix of L, respectively. Accordingly to the Jacobi method, the matrix form for the k-th
iteration is derived as follows,

diag(a;) =a(X®); 0 ) diag(5;) = S(X®;05), T = v(X";0,), (75)
X*+H) — D1V 4+ U)X® + DT, (76)

Let I; := (i € S) be an indicator, d; = d-(l L)+ @2L-1)3, ;1 and p; = 3—
(DTMOXW)s = Gy, el (D7V)XO) = BRI S e (7)

Proof. Merging the boundary condition and the steady solution, we have
Ls s Lsos Xs |_| Fs | _p (78)
diag(8;)Los,s  diag(ay)Ios.0s Xos Tos
Now, we use the Jacobi method to solve this nonlinear equation. The diagonal matrix is
Iss 05,058

D= 79
[ 0ps.s  diag(as)las.os } 7)

The lower diagonal and upper diagonal matrices are
low up
B [ dlag?ifLas s (?6858; } U= [ 6‘:92 0:;5: ] (80)
For the k-th iteration,
diag(a}) = a(X*;61), diag () = (X ;wp), T = 7(X*; ) 81)
X =D (V4+U)X"+D'T (82)
The (4, j)-entry of D™V is
i~ jie S jes

NG
_ 0 ,i~ 1 €08, €0S
(D), = Bs i~jicdS jes 83)
@ d?sdf ) ) 9
0 ,else
The (4, j)-entry of D™ U is
= .i~ji€SjeS
DU, 0 Li~j,icdS,jecds &4)
K \/déw i~ ji€S,jedS
0 ,else
O
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B.8 Proofs of Theorem

Before proof, we first begin with the following lemma.

Lemma B.1 ([41])). For the matrix function [T(X)];; := T;;(x;). If the spectral radius p|T(X)] < 1,
then

Y TX)F = (1-T(X)™ (85)

Theoreml@ (Distance Independence). Given two nodes v; and v; with distance K, the measure
of information transport

ox™) K 1 k
? < -
| < (Zk_o D~ (V + U)] )J
where C'; is a constant related to the GBN layer. As K — oo, ’—‘ is independent of the distance

K.

Proof. We give the proof under the scalar-valued case, the vector-valued case can be proved similarly.
Denote T;; = [D~' (V + U)|. and b; = (D~'T") , then Eg. can be represented element-wise
as ¥} 7

a = o [ ST (2) ) b (o) (86)
i
for £ > 0. Now we prove the conclusion

8:10

< Ci( 6”+TU+Z N T T - Tij) (87)

M=2 jm,...,J2

by induction. For £ = 1, we have

Y=o [ STy (25) |+ b () (88)

jri

The Jacobian is

ozt , (0T, Ox; Ab; Oz
i|_ i3 9% )0y 4 T () i Oz
Oz 7 ( Ox; 83:] (25) + Tiyo (xj)> - Ox; 8a:j’
Ty, ob;
=0’ ( 3$: <p(1)(x7)5” + sz‘Pl(l)( )) + 37%51‘]‘

oT;; ob;
<o Gl W) + 5t s + o - ¢ Day)| T
< C1(d45 + Tiy), (89)

ko) + ] sl #0)])

Suppose Eq. (87) holds for k = K, i.e.,

where C; = max (

(‘3x§K>
ax' < CK 57‘.7 + + Z Z Jm .7771]771 10 11]2]) (90)
J Mm=2 jm,...,J2
Then, for £ = K + 1, by the chain rule, we have
(K) (K)
‘ 8—$§K+1) — Ox (K+1) 8'QUJKH Ox (K+1) ax]KJrl 91
P (K) ) (K ) ;
332J JK+1 6$j1<+1 BJZJ JK+1 ij+1 83;J
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K K (K
8$§ v S OTijse i a.T( : (p(K-ﬁ—l)( (K) )+ Ty SDI(K+1)( (K) ) 0bi a:L' :
axglk() &L‘(K) 3 (K) Lkt JK+1 Tk O K) O K)

+1 JK+1 JK+1
oT; K K 0b;
=0 %W(K+l)(I§Kil)5in+1 + EjK+1 QDI(KJFI)(‘T;‘KJ)A) + W(Sijk+1
Ox; x;
T35y K Ob; K
<o’ ﬁ‘ﬁ(l{+l)(l‘§kil) + oK) 5in+1 + o’ (p/(KJrl)(ngJ)rl) iRt
x, Ox;
< Ori1,5 Oy + Tijrein), 92)
oT; .
where Cc11.x = max (sup o % (K+1) (4 gfil) + ai?;” o - B (g gfil) )
(K)
| 8];+1 < OK(5jK+1j + T Jrs1d T Z Z JK+1Jm Ty - -szj) (93)
J M=2 Jm ...,

Substituting into Eq. (9T),

éx' < CkCry1,K 5in+1 5JK+1J+T]K+1J+ Z Z Tisesrgom Ljmgm—r -+ - Loy
J

M=2 Jim,...,J2

‘ax(l(-s-l)

+CKCK+17K Tin+1 5JK+1J +TJK+1J+ E : E : JK+1Jm Jme 1 "szj
M=2 jm,...,J2

- CKCKJrl K(élj + 2111] + Z Z ©Jm Jm]m 1 szj

M=2 Jm,...,J2
K+1
+ Z Tije i T jry1i t Z Z i L jmjm—1 TJ2J)
JK+1 M=2 Jm,...,J2

= CxCr41,x(0ij +2T; + 32 i Tjaj

J2
+ 2 Z Z iJm ]m]m 1 32] + Z Tt]nl Jmim—1 'EZ’J)

M=3 jm,-..,j2 JK+15---J2

K+1

=< 9CkCx11,x(0i5 + Tij + Z E g Tjjm—s - - Thaj)- 94)

m=2jm,....j2
Let Cx4+1 = 9Ck Ck 41, K, we finish the induction.

Since \“(“ g(il“ < |z; — z;| is a contraction, and the Laplacian L is normalized, p(T) < 1.

From Lemma@ as K — oo,

dz O
lim L
K—oo 81?]‘

= la-m] | (95)
ij

where T = D~! (V + U). O

B.9 Derivation of GBN formalism

Set Robin condition coefficients o; = a(x;), 5; = B(x;),v; = v(x;), then Robin condition becomes

axi+ B > (wi—x) = (96)

j~i,j€S
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for each v; € 98S.

Let the normalized graph Laplacian be reordered to a block matrix

- | Lss Lsas
Los,s Loas,os

Then the Robin condition can be converted into matrix form:

diag(a;)Xps + diag(Bi)Los,sXs = Tas

Consider the steady solution of the nonhomogeneous heat equation. We have
Ls sXs + LsssXos = Fg,

which is the form of Poisson’s equation. Merging the above equations, we have

- Lss - Lsos Xs |_| Fs | _p
diag(B;)Las,s diag(a;)las s Xss Tss

Now we use the Jacobi method to solve this nonlinear equation. The diagonal matrix is

p—| Iss  Oses
0ss,5 diag(a;)Ips s

The lower diagonal and upper diagonal matrices are

vV — [ _ A?fg 05,05 ]
—diag(5;)Las,s 0Oas,s
U= [ A?g —Lsas ]
O0ss,s 0ss.s

for the k-th iteration,

diag(a;) = a(X®); 6y,
diag(8;) = B(X™); wy)
T =~(X®:n)

X*+H) = DYV 4+ U)X® + DT

The (4, j)-entry of D™V is

1

Ji~jie S, jES

d;gdf
a; d?sdf ) .]) 7.7
0 ,else
The (4, j)-entry of D~ U is
1 . .. .
NN
(D’lU)iJ _J) 0 ) V0 gy € 85,‘] € 9S
N i~ i€ S, jeDS
0 ,else

To give a unified formula, we define the indicator I; := I(i € S), then we define

di=Y LLi+(1—-L)(1-I)=d(l-L)+2L-1)) I

j~i jevi
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Then,

(D'U)X®); = Z —x (111)
Z _]Nz
4 (1 — ) I
[(Dflv)x(k)]i _ Db + ( _ pz) i Z ]A x;k)’ (112)
d; i~io/dj
where p; = (% Since [D™!T'}; = I';/a;, we can replace it with the new variable T'; /a; = ;.
Finally we get
2 = + i (113)

B 1 O pi+ (1 —pi)l; I (k)
1 — — €
d1 ; \/d i j \/a JZ\; \/dj !

C Algorithm

Algorithm 1 Graph Boundary conditioned message passing Neural network (GBN)
Input: Graph G(V, &, A), Objective function 7, Number of layers K, The activation function o.
MLPs with learnable parameters a(-;6,), 8(+;03),7v(;6~),5(-, 1), ©(-, w).

Output: Node representations X (%), Model parameters.

1: while not converge do

2:  Input initial value X(©) = (X, wp);

3:  Compute soft weights for being boundary node by I; = ¢(x;,7);

4:  for each layer k = 1to K do

(k—1) (k=1), _ (k—1),

5 Compute coefficients o; = o(x; 0a), 0i = B(x;” '508),vi = q/( H R
6: Update node representations X (%) by Eq. ,
7
8
9
0

end for

Compute the objective function 7 (X ), Y);

Train model parameters by Adam optimizer;
10: end while

Computational Complexity Computing boundary condition coefficients costs O(|V|d), where d is
the hidden layer dimension. The matrix multiplication is implemented as neighborhood aggregation
of complexity O(|£]). The overall complexity of a K-layer GBN is yielded as O(K (|V| + |£])).

D Datasets and Baselines

D.1 Datasets

We evaluate our method on a range of benchmark datasets spanning diverse domains and structural
characteristic. Summary statistics are shown in Table 6]

WikiCS A citation graph of Wikipedia articles on Computer Science. Nodes are articles with
averaged word embeddings as features; edges represent hyperlinks. The goal is to classify articles
into 10 subfields.

Amazon-Computers A product co-purchase graph focused on the “Computers” category from
Amazon. Nodes represent products, edges indicate co-purchases, and features are bag-of-words from
reviews. The task is product category classification.

Coauthor-CS A co-authorship network from Microsoft Academic Graph. Nodes are authors,
edges indicate collaborations, and features are derived from publication texts. The objective is to
classify authors into research fields.

Texas A WebKB dataset based on webpages from the University of Texas. Nodes are webpages,
edges are hyperlinks, and features come from bag-of-words. The task is to classify webpages into
categories like faculty, course, or student.
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Wisconsin  Similar to Texas, but based on webpages from the University of Wisconsin. Nodes are
webpages, edges are hyperlinks, and features use bag-of-words. It is commonly used for evaluating
models under small-scale settings.

Roman-Empire A word-level dependency graph from the “Roman Empire” Wikipedia article.
Nodes are words; edges connect sequential or syntactically related words. The task is to predict the
syntactic role of each word in context. The graph exhibits strong heterophily.

Amazon-Ratings A bipartite graph of users and products from Amazon reviews. Edges represent
ratings, with weights as scores. Node features are extracted from review texts. The task is to predict
product categories or user preferences.

Table 6: Dataset statistics. The reported number of edges refers to directed edges; for undirected
graphs, this count is twice the actual number of edges.

Average Node

Dataset Nodes Edges Degree  Features Classes  Metric

WikiCS 11,701 431,726 36.90 300 10 Accuracy
Amazon-Computers 13,381 491,722 35.76 767 10 Accuracy
Coauthor CS 18,333 163,788 8.93 6,805 15 Accuracy
Texas 183 650 3.55 1,703 5 Accuracy
Wisconsin 251 1030 4.10 1,703 5 Accuracy
Roman-Empire 22,662 65,854 291 300 18 Accuracy
Amazon-Ratings 24,492 186100 7.60 300 5 Accuracy

D.2 Baselines

* GCN [33] employs neighborhood aggregation within the spectral domain.

* GAT [66] incorporates the attention mechanism into graph-based learning to dynamically
weigh neighbor nodes.

* GIN [73]] enhances graph learning by leveraging MLPs to achieve maximum discriminative
power, mimicking the Weisfeiler-Lehman graph isomorphism test process.

* DR [26] applies Delaunay triangulation to the node features to rewire the graph, creating
a new topology that alters the structural properties to mitigate over-squashing and over-
smoothing in graph neural networks.

* GIN+graphv2 [47] involves processing graph pairs using Graph Isomorphism Networks
(GIN) without normalization, focusing on node and graph classification tasks. This approach
applies GIN in a batch setting to evaluate performance on various graph datasets.

* UniFilter [27] combines low-pass and high-pass filters within each layer and adaptively
integrates their embeddings. It also trains a coefficient matrix to measure node correlations
for global aggregation.

* ProxyGap [28] uses spectral graph pruning to eliminate edges causing over-squashing and
over-smoothing, adjusting the graph structure for enhanced neural network performance.

* Borf [39] applies Ollivier-Ricci curvature to identify and mitigate over-smoothing and
over-squashing in graph neural networks by analyzing and rewriting the graph edges based
on curvature values.

* G2-GCN [46]introduces gradient gating to dynamically adjust the contribution of each
node’s gradient during training, allowing different parts of the graph to learn at varying
speeds.

* GREAD [15] models graph neural networks using a reaction-diffusion process, where node
features evolve through diffusion and reaction steps to capture complex graph structures and
dynamics.

* SWAN [24] examines oversquashing in graph neural networks through the lens of dynamical
systems, analyzing how information flow and node interactions affect the network’s ability
to propagate information effectively.
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* CoBFormer [/0] addresses the over-globalizing problem in graph transformers by selec-
tively focusing on local structures and reducing the emphasis on global information, thereby
improving the model’s ability to capture fine-grained details.

* VCR-Graphormer [21] introduces virtual connections to enable mini-batch processing in
graph transformers, allowing for efficient training on large graphs by simulating connections
that facilitate information exchange between nodes.

* Spexphormer [49] proposes a technique to make graph transformers sparser by selec-
tively retaining important connections and pruning less significant ones, aiming to improve
computational efficiency without losing essential information.

* HGCN [10] generalizes GAT in the Lorentz model of hyperbolic space in which the graph
convolution is conducted in the tangent space. *

* Graph-mamba [67] focuses on long-range graph sequence modeling by employing selec-
tive state spaces to capture distant dependencies and interactions within graph sequences,
enhancing the model’s ability to handle complex temporal dynamics.

» MPNN+VN [50] investigates the impact of virtual nodes on oversquashing and node
heterogeneity in graph neural networks, analyzing how virtual nodes can alter information
flow and representation learning.

E Implementation Notes

E.1 Graph transfer

We construct graph transfer datasets inspired by (Gravina et al. 2025), focusing on three types of
graph structures: Line, Ring, and Crossed-Ring. Each graph within a task shares the same topology
but differs in node features. Specifically, we initialize node features by sampling from a uniform
distribution in the interval [0, 1). The source node is initialized with a value of 1, while the target
nodes are assigned a value of 0. The objective is to transfer information from the source node to the
target node, without considering the intermediate nodes. Each graph topology introduces distinct
structural properties:

* Line: A simple path graph of length n, where the source and target nodes are placed at
opposite ends, resulting in a shortest path of length n.

* Ring: Cycles of size n, where the source and target nodes are placed at a distance of |n/2|
from each other.

* Crossed-Ring: Cycles with additional "cross" edges between intermediate nodes. These
edges do not reduce the shortest path between source and target, which remains [n/2].

Figure[7]illustrates each graph structure with a source—target distance of n = 5. In our experiments,
we consider distances n € {3, 5, 10,50}, and use message passing neural networks (MPNNSs) with
depth equal to n. Unless stated otherwise, input dimension is set to 1 (regression tasks), hidden
dimension to 64, and training is run for 2000 epochs. We apply node masking during training and
testing to compute loss solely based on the source and the target node. We generate 1000 graphs for
training, 100 for validation, and 100 for testing. Final performance is reported as the mean squared
error over the test set. The architectural details and hyperparameters of our model are summarized in
Table 7l

Table 7: Hyperparameter settings for graph transfer task.

Dataset hid_dim Activation dropout norm Ir w_decay
Line 64 Tanh 0 BatchNorm  1le-3 0
Ring 64 Tanh 0 BatchNorm  1e-3 0

Crossed-Ring 64 Tanh 0 BatchNorm  1le-3 0
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(a) Line (b) Ring (c) Crossed-Ring

Figure 7: In all three graphs—Line, Ring, and Crossed-Ring—the source node “S” and target node
“T” are placed five hops apart.

E.2 Further Details on Visualization

We visualize the graph transfer task in Fig. [§]to investigate the model performance, comparing the
vanilla GCN and the proposed GBN. To be specific, the experiment is conducted on the graph where
two 10-node complete graphs (i.e., the source on the left numbered 14-23 and the target on the right
0-9) are connected by a line numbered 10-13 (i.e., topological bottleneck). The nodes are randomly
assigned in [0, 1] in the source, while [—1, 0] in the target. The node value in the connecting line is
“0”. The task is to swap the values in the source and target components. As a result, GCN results in
the messages being severely “squashed” in the bottleneck, as shown in the nodes numbered 9, 10, 13
and 14. In contrast, the proposed GBN allows messages to pass through the bottleneck, thanks to
local bottleneck adjustment.
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Figure 8: Case Study on Graph Transfer
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E.3 Hyperparameter settings

We conduct node classification experiments using a 2-layer GBN network, all the datasets are
available as PyTorch Geometric datasets. All datasets are split into 50% training, 25% validation,
and 25% testing. We report the final test accuracy as the average over 10 random data splits. The
same experimental setup is applied across baseline methods. For experiments on heterogeneous
graphs, we utilize a 5-layer model. The architectural details and hyperparameters are summarized in
Table[8] Learning rates are set to 3e-5, with a dropout rate to 0.3, 0.2, 0.1 and a hidden dimension
size of 512. LayerNorm is used to facilitate deeper models. All experiments are implemented using
PyTorch Geometric library. The hardware is NVIDIA GeForce RTX 4090 GPU 24GB memory,
and Intel Xeon Platinum 8352V CPU with 120GB RAM. Our code is publicly available at https:
//anonymous .4open.science/r/GBN-E854:

Table 8: Hyperparameter settings for node classification task.

Dataset n_layers hid_dim Activation dropout norm Ir  w_decay
Texas 5 512 GELU 0.3 LayerNorm le-4 0
Wisconsin 5 512 GELU 0.7 LayerNorm le-3 0
Amazon-Ratings 5 512 GELU 0.15 BatchNorm  3e-4 0
Roman-Empire 5 512 GELU 0.15 LayerNorm 3e-4 0
Coauthor-CS 3 512 GELU 0.2 LayerNorm 3e-5 0
AmazonComputers 3 512 GELU 0.2 LayerNorm 3e-5 0
WikiCS 3 512 GELU 0.2 LayerNorm 3e-5 0

F Broader Impact and Limitations

We pave the way to design deeper and better expressive MPNNSs to learn on more sophisticated
graphs, offering new potentials of graph foundation models. A positive societal impact lies in the
scalability of our design, allowing for the analysis on large scale real-world graphs. None of negative
societal impacts we feel must be specifically highlighted. As for limitations, our work as well as
typical MPNNss primarily considers the undirected graphs, while the message passing on directed
graphs has left to be the future work.

38


https://anonymous.4open.science/r/GBN-E854
https://anonymous.4open.science/r/GBN-E854

	Introduction
	Related Work
	Preliminaries
	Theoretical Insights on Oversquashing
	Local Riemannian Geometry for the Best of Both Worlds
	Boundary Condition over Submanifold: Local Treatment against Oversquashing
	Nonhomogeneous Boundary Condition: Jointly Mitigating Oversmoothing

	GBN: A Provable Neural Architecture
	Experiment
	Experimental Setups
	Results and Discussion

	Conclusion
	Notations
	Theorems, Proofs and Derivations
	Proofs of Theorem 4.2
	Proofs of Theorem 4.3
	Proofs of Theorem 5.1
	Proofs of Corollary 5.2
	Proofs of Lemma 5.3
	Proofs of Theorem 5.4
	Proofs of Lemma 6.2
	Proofs of Theorem 6.3
	Derivation of GBN formalism

	Algorithm
	Datasets and Baselines
	Datasets
	Baselines

	Implementation Notes
	Graph transfer
	Further Details on Visualization
	Hyperparameter settings

	Broader Impact and Limitations

