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A B S T R A C T

In the evolving landscape of artificial intelligence (AI), differentiating between authentic and artificially
generated images poses a significant challenge, primarily due to the rapidly enhancing quality of AI-generated
images. This paper systematically evaluates state-of-the-art classification models to distinguish authentic images
from those synthetically produced using the CIFAKE dataset. We introduce FakeGPT and PFake, two new test
datasets featuring genuine and AI-generated synthetic images with specific keywords paralleling the generation
of the CIFAKE dataset. We use the transfer learning technique to train the state-of-the-art classification models
on the CIFAKE training set, followed by rigorous evaluation against the CIFAKE, FakeGPT, and PFake test
datasets. Further, we explore ensemble approaches, including stacking, voting, bagging, and meta-ensemble
learning. The culmination of our extensive research efforts is the Meta Ensemble eXplainable Fake Image
Classifier (MEXFIC), which stands out with a notable accuracy of 94% and 96.61% against the Stable Diffusion
generated CIFAKE and PFake datasets, respectively. This is a significant improvement over the ConvNextLarge
model, achieving the highest accuracy of 92.54% among the state-of-the-art models. Our study showcases
the competitive edge of MEXFIC that highlights the necessity for more robust models capable of identifying
AI-synthesized images, as evidenced by the performance on the challenging FakeGPT dataset.
1. Introduction

The realm of artificial intelligence (AI) has witnessed remarkable
progress over recent years, particularly in the field of image gener-
ation [1–3]. Today, AI-generated images exhibit such high levels of
quality and realism that they rival human creativity and have also
begun to win art competitions [4]. This advancement underscores
the transformative potential of AI in various sectors, including digital
media, entertainment, and even security. Being able to tell authentic
images from fake ones made by AI is very important for many reasons.
This capability is crucial for maintaining the integrity of digital content
and ensuring the security and privacy of individuals.

Additionally, it helps us maintain trust in the information presented
online and prevents the spread of misinformation. For example, an
excellent Stable Diffusion Model (SDM) [5,6] can create a fake photo
of someone doing something wrong or create an alibi for someone who
was not there. Today, we face significant problems with misinformation
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and fake news. Images made by machines can change what people
think [7,8].

The rise of deepfake technology [9] has added another layer of
complexity to verifying image authenticity. We risk basing our beliefs
and decisions on manipulated or fabricated information without dis-
tinguishing between real and fake images. On the other hand, this
capability poses significant risks regarding misinformation, with poten-
tial applications in creating deceptive content ranging from fake news
to fraudulent identities. Thus, the importance of developing robust
mechanisms to differentiate authentic images from those generated by
AI cannot be overstated. In response to these challenges, researchers
continuously develop advanced detection algorithms and techniques to
discern authentic and AI-generated images accurately [10–12]. It serves
the purpose of safeguarding the integrity of digital content and plays a
vital role in maintaining trust in digital media.
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Despite the advancements in AI and machine learning algorithms,
istinguishing real images from fake ones is challenging [9,13]. One of
he primary challenges is the ever-improving quality of AI-generated
mages, which are becoming increasingly sophisticated and more com-
lex to detect using conventional methods. Additionally, the diversity
f generation techniques, including Generative Adversarial Networks
GANs) [14,15], Deepfakes [9], and Variational Autoencoders [16–18],

complicates the detection process, requiring versatile and adaptable
models to different kinds of image manipulations. Deep learning models
have shown promising results in classification-related tasks across the
domains. To address this challenge, researchers are exploring vari-
ous deep learning approaches such as transfer learning [19,20] and

ultimodal fusion techniques [21,22]. These methods combine the
strengths of various detection mechanisms to create more robust and
eliable systems for identifying AI-generated images. Moreover, the

rapid evolution of deepfake technology necessitates ongoing vigilance
and adaptation of detection methods to keep pace with increasingly
sophisticated manipulation techniques. This arms race between creators
of fake content and developers of detection systems underscores the
urgent need for collaborative efforts across academia, industry, and
olicy-making bodies to mitigate the potential harms associated with

AI-generated imagery.
Keeping that in mind, in this paper, we present our research for de-

veloping robust CNN-based ensemble models trained using the recently
published CIFAKE dataset [23] for detecting real and AI-generated fake
mages. The CIFAKE dataset represents a significant step forward in
his regard. Its balanced compilation of fake and real images provides a
omprehensive platform for training and evaluating image authenticity
odels. As we summerized the workflow of this research in Fig. 1,

this paper utilizes the CIFAKE dataset to develop a classification model
addressing the abovementioned significant challenges. In addition, we
also introduce two new small testing datasets, namely FakeGPT and
PFake, to evaluate the models’ capability of classifying AI-synthesized
fake images from real images. Doing so contributes to the ongoing effort
o ensure the veracity of digital imagery, a cornerstone in the digital

age where visual content dominates communication and information
sharing.

The significance of this paper in the field of identifying AI-generated
synthetic images is marked by the following contributions:

• FakeGPT: We introduce a small and highly challenging dataset
containing ChatGPT-4o generated synthetic images to challenge
the classification models for identifying the ChatGPT-4o gener-
ated synthetic images.

• PFake: We generated a new dataset using the Stable Diffusion [6]
model for testing and observing the performance of the models
on the unknown AI-generated images.

• Benchmarking SOTA Classifiers: We extensively evaluate leading
state-of-the-art (SOTA) classification models, setting new bench-
marks for real and fake image identification. We benchmark the
models against the CIFAKE dataset for classifying AI-synthesized
fake images.

• MEXFIC: We develop a Meta Ensemble eXplainable Fake Image
Classifier (MEXFIC) using the transfer learning technique with
the pre-trained SOTA classifiers. MEXFIC outperforms the existing
models by giving up to 94% accuracy on the CIFAKE [23] and
96.61% on our PFake dataset.

The paper is organized as follows: Section 2 presents the related
orks with a review of previous research works on AI-generated
eepfake and general fake image identifications. Section 3 details the

datasets we have generated and used for this research. Section 4
outlines the workflow, methods, and techniques we follow to conduct
this research, including our proposed framework. In Section 5, we
benchmark the SOTA classification models for identifying fake images
gainst the CIFAKE dataset and evaluate our proposed model and dif-
erent ensemble learning techniques. Section 6 mentions the limitations
f our research, while Section 7 concludes our work and suggests future
esearch directions.
 a
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2. Related works

Various studies have aimed to identify AI-generated fake images.
For instance, Raj et al. propose a compact attention network for robust
GAN-generated image detection, outperforming SOTA methods by 5%
in cross-category and cross-GAN tests [24]. For deep fake identification,
several studies [25–27] have been performed for deep fake detec-
tion, particularly for identifying fake faces and utilized different deep
earning methods such as ResNet50 [28] and VGG-19 [29]. Similarly,

other research [30,31] have also used SOTA CNN models as base-
ines for fake facial image detection, demonstrating their effectiveness.
owever, these methods focus mainly on facial images. In contrast,
 team developed a generalized fake image detection method using

gated hierarchical multi-task learning, achieving over 99% accuracy in
closed-set scenarios and surpassing SOTA methods by 4.2% in open-
et scenarios [32]. Dong et al. challenge the robustness of frequency

spectrum-based fake image detectors by showing that spectral artifacts
n GAN-generated images can be mitigated. Their work highlights
ulnerabilities in current detection methods and the need for more
dvanced techniques [33]. Ferreira et al. introduce VIPPrint for forensic
nalysis of printed documents, including 40,000 images. Their study on

deepfake detection and printer source attribution shows a minimum
% error probability for baseline methods. However, StyleGAN2 [34]

images appear genuine after printing and scanning, highlighting the
eed for advanced detection techniques [35]. Tang et al. use discrete

wavelet transform to detect GAN-synthesized images by focusing on
pectral correlation. Tested on StyleGAN2 [34] and various GANs, their
ethod is effective and robust against common perturbations [36].

Researchers also used the transfer learning technique and pro-
osed X-Transfer for detecting GAN-generated fake images, employ-
ng dual neural networks with interleaved parallel gradient trans-
ission and achieved promising performance [37]. Another team of

researchers explores banknote recognition and counterfeit detection
through custom models and transfer learning, analyzing the optimal
freezing point for classifier performance [19]. Hamid et al. enhance
fake image detection with an improved CNN model, comparing six
conventional machine learning models and CNN architectures. Their
optimized ResNet50 [28], augmented with advanced preprocessing
techniques, achieves a remarkable accuracy by marking an 18% perfor-
mance improvement over other models [20]. A combination of machine
learning algorithms to differentiate between tampered and genuine
images was also introduced to detect medical image deepfakes. It
notably achieves high accuracy in detecting injected tumors, utilizing
models like DenseNet [38] and ResNet [28] for feature extraction and
refinement [39]. Vora et al. propose techniques using machine learn-
ing and knowledge graphs to detect AI-generated content, achieving
high accuracy with BERT and CNN models. The research highlights
challenges and suggests validation methods [40].

Recent work by Bhinge and Nagpal evaluated the performance of
real vs. AI-generated images using the CIFAKE [23] dataset, high-
lighting EfficientNet_V2_B0’s [41] superior accuracy compared to tra-
ditional CNN models [42]. Hossain et al. explore CNN and Vision
Transformer models to enhance AI-generated image detection using the
same CIFAKE dataset. Their CNN model achieved 96.31% accuracy,
utilizing Grad-CAM for interpretability, providing insights into model
decision processes [43]. Similarly, another research team experiment
with VGG19 [29] model training and testing on the same dataset gets
4.24% accuracy [44]. Gupta et al. also employed CNN to improve

the detection of AI-generated images using the CIFAKE dataset. Their
best model achieved 97.29% validation accuracy; however, the test set
accuracy was not reported. Finally, the authors of the CIFAKE dataset
proposed a CNN-based model that achieves 92.98% accuracy on the
CIFAKE dataset’s test set [23].

We reviewed research on detecting and identifying AI-synthetic
images, including methods for identifying fake faces, medical images,
nd general fake images. We noticed that several studies use deep
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Table 1
The class distribution of the datasets used in this paper.

Datasets Trainset Testset

REAL FAKE REAL FAKE

CIFAKE 50,000 50,000 10,000 10,000
FakeGPT Created for testing 67 67
PFAKE Created for testing 746 700

learning and transfer learning techniques. Although much research has
been conducted in this field, very few studies focus on identifying fake
images with general scene types [23,24,40,42–44], as the CIFAKE [23]
dataset offers. Also, reviewing the literature, we hardly found compre-
hensive studies with ensemble methods for AI-synthesized image clas-
sification, despite the widespread use of ensemble learning techniques
across various domains [45,46]. Identifying this gap, we benchmark
SOTA classification models and employ ensemble learning methods
in various configurations of hyperparameters in our experiments to
identify AI-generated images, particularly with general image scene
types. Moreover, we propose an ensemble learning-based model, Meta
Ensemble Explainable Fake Image Classifier (MEXFIC), designed to
classify AI-generated fake images.

3. Datasets

For training and evaluating the models, we use several datasets as
follows:

CIFAKE: A dataset encompassing both actual and synthetic images
is essential to construct a model adept at identifying AI-generated
imagery. CIFAKE [23] fulfills this requirement by creating AI-generated
images derived from the authentic visuals of the CIFAR-10 collection.
The CIFAKE dataset contains both training and testing sets. The training
partition comprises 100,000 images evenly distributed between the
‘FAKE’ and ‘REAL’ labels. The testing counterpart comprises 20,000
images with an equal share for each category.

FakeGPT: The FakeGPT dataset, crafted utilizing ChatGPT-4o, is an
evaluation dataset to examine the model’s proficiency in recognizing
images generated by ChatGPT 1. The creation of this dataset was
guided by specific keywords, mirroring those used for CIFAKE image
generation, the details of which are cataloged in Table 1. This ensures
a coherent benchmarking standard for model assessment. The purpose
of creating this dataset is to evaluate the models that we train against
the Stable Diffusion [6] generated CIFAKE dataset. It will determine
whether models trained on the CIFAKE dataset can detect fake images
generated by ChatGPT-4o.

PFake: The PFake dataset, created to evaluate models trained on
the CIFAKE datasets, leverages ChatGPT-4o and Stable Diffusion to
generate images for testing AI-synthesized image identification. PFake
comprises 1,446 images, divided into synthetic and real categories.
Using 746 carefully crafted prompts, synthetic images were generated,
each reflecting keywords used to generate the CIFAKE [23] dataset.

The dataset also includes 700 real images from CIFAKE’s real class,
providing a balanced benchmark for evaluating synthetic images. This
mix ensures a comprehensive validation set for model performance
assessment. Sample images from each dataset, shown in Fig. 2, high-
light the visual similarity between CIFAKE and PFake images, making
it challenging to distinguish between fake and real visuals, unlike the
more artificial-looking ChatGPT-4o generated images.

1 https://openai.com/chatgpt/overview
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Fig. 1. Workflow diagram showing the research methodology using different datasets.
It involves transfer learning with SOTA models, testing ensemble techniques, and
proposing the MEXFIC model.

4. Methodology

The full workflow of this research is schematically presented in
Fig. 1, which involves rigorous training and testing of SOTA pre-trained
neural network models [28,29,38,41,47–51]. These models are then
subjected to experiments under different configurations, employing
ensemble strategies to enhance prediction accuracy for proposing a
final explainable meta-ensemble model as presented in Fig. 3. A com-
prehensive breakdown of each step in the methodology of our proposed
model is explained as follows:

4.1. Ensemble techniques

Ensemble techniques work by aggregating the predictions from
different models, reducing variance and bias, or improving predic-
tions. We use three popular ensemble techniques: bagging, voting,
and stacking. The final predictions for these techniques are shown in
Eqs. (1)–(4).

Bagging = 1
𝑁

𝑁
∑

𝑖=1
𝑓𝑖(𝑥) (1)

where 𝑁 is the number of models in the ensemble, 𝑓𝑖(𝑥) is the predic-
tion of the 𝑖𝑡ℎ model, and 𝑥 is the input feature vector.

Hard Voting = ar g max
𝑐

( 𝑁
∑

𝑖=1
𝐼(𝑝𝑖(𝑥) = 𝑐)

)

(2)

Here, 𝑐 is the class label, ar g max𝑐 selects the class with the highest
votes, 𝑁 is the number of models, and 𝐼(𝑝𝑖(𝑥) = 𝑐) is an indicator
function that returns 1 if the 𝑖th model predicts class 𝑐 for instance 𝑥,
and 0 otherwise.

Soft Voting = ar g max
𝑐

(

1
𝑁

𝑁
∑

𝑖=1
𝑝𝑖(𝑐|𝑥)

)

(3)

Here, 𝑁 is the number of models, 𝑝𝑖(𝑐|𝑥) denotes the predicted
probability of instance 𝑥 being in class 𝑐 according to the 𝑖𝑡ℎ model,

https://openai.com/chatgpt/overview
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Fig. 2. Sample images from the (a) CIFAKE, (b) FakeGPT, and (c) PFake datasets featuring AI-generated and real images.
Fig. 3. Architecture of our proposed MEXFIC (Meta Ensemble eXplainable Fake Image Classifier) model. This diagram demonstrates the integration of transfer learning and ensemble
techniques across multiple SOTA architectures like ConvNextLarge [47], DenseNet169 [38], and ResNet50 [28], contributing to the model’s capability for distinguishing between
fake and real images.
and ar g max selects the class 𝑐 with the maximum average probability.

Stacking = 𝑓meta(𝑓1(𝑥), 𝑓2(𝑥),… , 𝑓𝑁 (𝑥)) (4)

where 𝑓meta is the meta-learner’s prediction function based on the
outputs 𝑓1(𝑥), 𝑓2(𝑥),… , 𝑓𝑁 (𝑥) of the base learners and 𝑥 is the input
image.

4.1.1. Meta ensemble
A meta-ensemble [52] model in deep learning, especially with

CNNs, enhances performance and robustness by combining multiple
models. Each model, possibly trained on different data subsets or with
varied architectures, contributes its unique strengths, resulting in a
more generalized and accurate composite prediction. In our study, we
train individual CNN-based models using the transfer learning [53,54]
technique followed by training the meta-learner for the final prediction
as shown in Eq. (4). In our case, we take three models 𝑓1(𝑥), 𝑓2(𝑥), and
𝑓3(𝑥) to use as the baseline of our meta learner and then finally train
the 𝑓meta against the train set of the CIFAKE dataset.

4.2. Proposed MEXFIC

In this section, we delve deeper into the architecture and train-
ing process of the Meta Ensemble eXplainable Fake Image Classifier
(MEXFIC), our proposed method for detecting AI-synthesized fake
images. MEXFIC is a meta-ensemble learning model incorporating
SOTA classifiers: [47], DenseNet169 [38], and ResNet50 [28], based
on Eq. (4) explained earlier in Section 4.1.1. In our MEXFIC model,
the functions ConvNextLarge,DenseNet169, and ResNet50 correspond to
the CIFAKE pre-trained models ConvNextLarge, DenseNet169, and
354 
ResNet50, respectively. Therefore, the value of 𝑁 in Eq. (4) is set to
3, reflecting the integration of these three models as the foundational
elements of the MEXFIC architecture.

A detailed architecture of our proposed MEXFIC model is illus-
trated in Fig. 3. The outputs from ConvNextLarge, DenseNet169, and
ResNet50 each have a shape of 2 that is presented in Eqs. (5)–(7). This
output shape corresponds to the two classes we aim to classify: real
and fake images. In the architecture of MEXFIC, the outputs of these
three models are combined, resulting in an aggregated input shape of
6 for the meta-ensemble model, as shown in Eq. (8). This means that
MEXFIC receives a concatenated vector of predictions from the three
models, which contains rich and diverse insights about the features of
the classified images.

𝐟1 = ConvNextLarge(𝐱) where 𝐟1 ∈ R2 (5)

𝐟2 = DenseNet169(𝐱) where 𝐟2 ∈ R2 (6)

𝐟3 = ResNet50(𝐱) where 𝐟3 ∈ R2 (7)

The concatenated features are then passed through the meta-
ensemble classifier MEXFIC, as follows:

𝐲 = MEXFIC(𝐟 ) where 𝐲 ∈ R2 (8)

For feature extraction of ConvNextLarge [47], DenseNet169 [38],
and ResNet50 [28], the feature vectors 𝐟1, 𝐟2, and 𝐟3 are obtained
by applying their respective feature extraction functions ConvNextLarge,
DenseNet169, and ResNet50 to the input image 𝐱 as shown in Eqs. (5)–(7).
Each feature vector 𝐟 is a 2-dimensional vector in R2 representing the
𝑖
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Algorithm 1 Pseudocode of our proposed MEXFIC and the steps of
raining.
1: Require: CIFAKE Dataset (𝐷), SOTA Models,

Split 𝐷 into Train 𝐷𝑡𝑟𝑎𝑖𝑛: 80% and Validation 𝐷𝑣𝑎𝑙: 20%
2: Pretrained Models: 𝑀𝐴, 𝑀𝐵 , 𝑀𝐶
3: Parameters: Batch size 𝑏 = 64, Learning rate 𝜂 = 0.001, Image size 𝑠 = 256,

Early stop patience = 15 steps, Epochs = 250

4: Procedure: Develop MEXFIC(𝐷𝑡𝑟𝑎𝑖𝑛, 𝐷𝑣𝑎𝑙)
5: class MEXFIC(nn.Module):
6: def __init__(self, 𝑚𝐴, 𝑚𝐵 , 𝑚𝐶 ):
7: self.𝑚𝐴 = 𝑚𝐴
8: self.𝑚𝐵 = 𝑚𝐵
9: self.𝑚𝐶 = 𝑚𝐶
0: self.classifier = nn.Linear(6, 2)
1: def forward(self, 𝑥):
2: 𝑥1 = self.𝑚𝐴(𝑥)
3: 𝑥2 = self.𝑚𝐵(𝑥)
4: 𝑥3 = self.𝑚𝐶 (𝑥)
5: 𝑥 = torch.cat([𝑥1, 𝑥2, 𝑥3], dim=1)
6: return self.classifier(𝑥)

7: Procedure: Train MEXFIC(𝐷𝑡𝑟𝑎𝑖𝑛, 𝐷𝑣𝑎𝑙)
8: Initialize MEXFIC (𝑀𝐴, 𝑀𝐵 , 𝑀𝐶 )
9: for 𝑒𝑝𝑜𝑐 ℎ = 1 to 250 do
0: Train model on 𝐷𝑡𝑟𝑎𝑖𝑛
1: Apply learning rate scheduler with gamma = 0.5
2: Evaluate model on 𝐷𝑣𝑎𝑙
3: Save model if performance improves
4: Break if early stopping criterion is met
5: end for
6: End Procedure

classification scores for real and fake images. These processes can be
ombined into a single equation as shown in Eq. (9).
𝐟𝑖 = 𝑖(𝐱) where 𝐟𝑖 ∈ R2,

𝑖 ∈ {ConvNextLarge, DenseNet169, ResNet50}
(9)

The outputs from the individual models are concatenated to form a
ingle input vector for the MEXFIC classifier as presented in Eq. (10):

𝐟 =
[

𝐟1, 𝐟2, 𝐟3
]

where 𝐟 ∈ R6 (10)

Finally, the class with the highest probability is selected as the final
rediction, as follows:

𝑦̂ = ar g max(𝐲) (11)

The MEXFIC model then processes this six-element input vector
hrough its layers, as shown in Eq. (11). It culminates in a final classifier

layer that outputs a shape of 2, corresponding to the two image classes,
fake and real. In the case of MEXFIC, we only use a simple dense layer
s its layer. Thus, by integrating the capabilities of ConvNextLarge [47],

DenseNet169 [38], and ResNet50 [28], MEXFIC leverages a broader
spectrum of learned features and decision patterns, enhancing its ability
to classify images accurately over the baseline SOTA models.

To further refine and validate our model, we train MEXFIC on
he entire CIFAKE dataset, encompassing the training and validation
mages. This comprehensive training approach helps to ensure that
EXFIC learns from the individual strengths of the SOTA models and

ptimizes to produce a robust classifier capable of high accuracy in
eal-world scenarios.

4.3. Computational complexity

The computational complexity of the proposed MEXFIC meta-
nsemble model is primarily determined by the complexities of its three
355 
base models: ConvNextLarge, DenseNet169, and ResNet50. The overall
complexity is the sum of the individual model as presented in Eq. (12)
complexities and the operations involved in the ensemble.

For ConvNextLarge, the complexity is approximately 𝑂(𝑁×𝐷×𝐹 2×
2), where 𝑁 is the number of layers, 𝐷 is the number of channels, 𝐹 is

he spatial size of feature maps, and 𝐾 is the kernel size. DenseNet169
as a complexity of 𝑂(𝐿×𝐷×𝐹 2×𝐾2), where 𝐿 represents the number of
ayers with dense connections, which increases computational demand.
esNet50’s complexity is 𝑂(𝐿×𝐷2×𝐹 2), leveraging residual connections

o reduce gradient vanishing issues.
The ensemble’s total complexity can be expressed as:

𝑂MEXFIC = 𝑂ConvNextLarge + 𝑂DenseNet169 + 𝑂ResNet50 (12)

After obtaining individual model outputs, a classifier with complex-
ity 𝑂(𝑁 ×𝑀) combines them, where 𝑁 is the concatenated feature size
nd 𝑀 is the output class.

4.4. Performance metrics

We used well-known performance metrics to evaluate the models,
uch as accuracy, precision, recall, F1-score, and confusion matrix.
esides, we use t-SNE [55], which is an advanced technique used for vi-

sualizing high-dimensional data in a lower-dimensional space, making
it easier to identify patterns and clusters within complex datasets. This
optimization ensures that the low-dimensional representation main-
tains the original dataset’s structure as closely as possible.

𝑝𝑖𝑗 =
exp(−‖𝑦𝑖 − 𝑦𝑗‖2)

∑

𝑘≠𝑙 exp(−‖𝑦𝑘 − 𝑦𝑙‖2)
(13)

Here, 𝑦𝑖 and 𝑦𝑗 represent the low-dimensional embeddings of high-
dimensional points. And the 𝑘 typically refers to the number of nearest
eighbors in high-dimensional space, while 𝑝𝑖𝑗 represents the joint
robability that points 𝑖 and 𝑗 are neighbors in the low-dimensional
pace.

4.5. Explainable AI (XAI)

Deep learning models often act as ‘‘black boxes’’, lacking trans-
parency. Explainable AI (XAI) addresses this by making models more
understandable. We use Gradient Class Activation Mapping (Grad-
CAM) [56] to interpret predictions. Grad-CAM highlights important
image areas influencing the model’s decision by analyzing gradients in
the final convolutional layer, producing a heatmap:

𝐿𝑐
Grad-CAM = ReLU

(

∑

𝑘
𝛼𝑐𝑘𝐴

𝑘

)

(14)

Here, 𝛼𝑐𝑘 are weights from global average pooling over the gradients
of the feature map 𝐴𝑘 for class 𝑐. This method visually explains the

odel’s behavior, enabling interpretability.

Table 2
Overview of the parameters, models, and techniques utilized in our research experi-
ments.

Items Parameters

Models SOTA Classifiers, Ensemble
Epochs 50, 150, 250
Batch size 8, 16, 32, 64, 128
Learning rate 0.1, 0.01, 0.001, 0.0001
Early stopping Patience steps = 15
Learning scheduler Gamma = 0.5
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Table 3
Performance evaluation of ImageNet-trained SOTA classification models on the CIFAKE dataset, without additional training or transfer learning
techniques. The results indicate that the models require additional fine-tuning to enhance their performance in classifying AI-generated
images.

Models # of Params (Million) Model size (MB) GFLOPS Accuracy Precision Recall F1-score

ConvNextLarge [47] 197.80 754.50 34.36 52.14 52.83 52.14 49.06
DenseNet161 [38] 28.70 110.40 7.73 51.70 51.76 51.70 51.26
DenseNet169 [38] 14.15 54.70 3.36 58.26 58.91 58.26 57.48
DenseNet201 [38] 20.01 77.40 4.29 48.04 47.76 48.04 46.37
EfficientNet_B0 [41] 5.30 20.50 0.39 48.10 47.86 48.10 46.62
EfficientNetV2Large [41] 118.50 454.60 56.08 50.00 25.00 50.00 33.33
GoogleNet [48] 6.62 49.70 1.50 46.30 46.24 46.30 46.07
MobileNet_V3 [49] 5.50 21.10 0.22 51.97 52.37 51.97 49.87
ResNet50 [28] 25.60 97.80 4.09 48.16 48.16 48.16 48.15
ResNet101 [28] 44.50 170.50 7.80 51.64 56.83 51.64 40.32
ResNet152 [28] 60.19 203.50 11.51 29.80 45.40 29.80 27.97
ShuffleNet_V2 [50] 1.40 5.30 0.04 50.89 51.31 50.89 46.54
SqueezeNet [51] 1.20 4.70 0.35 49.08 48.86 49.08 46.49
VGG16 [29] 138.40 527.80 15.47 46.86 46.72 46.86 46.27
VGG19 [29] 143.67 548.10 19.63 49.58 49.36 49.58 44.91
Table 4
Performance metrics of the SOTA classification models trained on the CIFAKE dataset using the transfer learning method, with training conducted
in two phases at batch sizes of 32 and 64.

Models Batch size = 32 Batch size = 64

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

ConvNextLarge [47] 89.32 90.50 89.32 89.25 92.54 92.57 92.54 92.54
DenseNet161 [38] 74.69 81.19 74.69 73.30 84.58 84.60 84.58 84.58
DenseNet169 [38] 74.62 81.89 74.62 73.09 85.96 85.97 85.96 85.96
DenseNet201 [38] 71.32 76.58 71.32 69.83 85.23 85.29 85.23 85.22
EfficientNet_B0 [41] 60.98 62.53 60.98 59.73 73.18 73.29 73.18 73.15
EfficientNetV2Large [41] 45.36 44.62 45.36 43.42 67.84 68.05 67.84 67.75
GoogleNet [48] 68.69 70.56 68.69 67.97 70.99 71.01 70.99 70.99
MobileNetV3 [49] 64.96 65.01 64.96 64.92 70.10 70.50 70.10 69.95
ResNet50 [28] 77.39 81.03 77.39 76.70 81.64 81.73 81.64 81.63
ResNet101 [28] 82.28 82.52 82.28 82.25 81.36 82.28 81.36 81.23
ResNet152 [28] 72.84 78.71 72.84 71.37 81.82 82.43 81.82 81.74
ShuffleNetV2 [50] 69.64 74.89 69.64 67.94 81.22 81.24 81.22 81.22
SqueezNet [51] 56.11 73.68 56.11 46.11 55.46 75.40 55.46 44.59
VGG16 [29] 79.68 79.68 79.68 79.67 80.36 80.36 80.36 80.35
VGG19 [29] 78.44 78.45 78.44 78.44 79.62 79.62 79.62 79.61
p
r
d

4.6. Experimental setups

Our research extensively explores a variety of advanced classiers
found in current literature. For experimenting with these models we
organize our experiments into several distinct phases as follows:

• Phase 1: We first assess the performance of SOTA classifiers using
the CIFAKE testset, utilizing the ImageNet pre-trained weights.

• Phase 2: Next, we train and evaluate SOTA classifiers on the
CIFAKE dataset to determine which classifiers are most effective
at identifying AI-generated fake images. We experiment using
batch sizes of 32 and 64, maintaining a consistent learning rate
of 0.001 and a training duration of 50 epochs.

• Phase 3: We select the top-performing models from Phase 2 and
use them to construct ensemble models through Bagging, Voting,
and Stacking techniques. We then test and compare the efficacy
of these ensemble models on the CIFAKE dataset.

• Phase 4: We develop and evaluate meta-ensemble learning models
using combinations of the top models identified in our earlier

Table 5
Performance evaluation of individual bagging models trained on three partitions of the

IFAKE dataset, each containing 10,000 images. The models use ConvNextLarge [47]
as their base, chosen for its superior accuracy, as shown in Table 4.

Models Dataset size Accuracy Precision Recall F1-score

Model 1 32k 92.42 92.44 92.42 92.42
Model 2 32k 92.20 92.21 92.20 92.20
Model 3 32k 92.36 92.36 92.36 92.35
356 
studies. Using the Adam optimizer with a learning rate of 0.001
and batch size of 32 and 64, we train these models on 150 epochs.

• Phase 5: Lastly, we conduct ablation studies on the proposed
model to examine their inference results and times, aiming to pro-
pose the most effective model based on these analyses. We train
these models employing the early stopping technique, learning
scheduler on 250 epochs.

For all these experimental phases, we employ a consistent set of
arameters regarding epochs, batch sizes, and learning rates, incorpo-
ating techniques like early stopping and learning rate scheduling, as
etailed in Table 2. All experiments are conducted using the PyTorch

framework on a high-specification computer setup, which includes a
Core i9 processor, NVIDIA RTX 4080 GPU, 64 GB RAM, 1 TB SSD and
a 10 TB hard disk.

5. Results and discussion

Our extensive experiments began with benchmarking SOTA clas-
sifiers and ensemble learning techniques such as Bagging, Voting,
and Stacking, culminate in developing meta-ensemble learners. These
efforts aim to identify the best meta-ensemble learner for accurately
detecting fake images.

5.1. Benchmarks of SOTA models

We first evaluated ImageNet pre-trained SOTA models for classi-
fying AI-synthesized fake images. As shown in Table 3, these models
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Table 6
Detailed evaluation of several ensemble models against the CIFAKE test set, utilizing different combinations of top-performing models, including ConvNextLarge, DenseNet169, and
ResNet50, as identified earlier in Table 4. This table categorizes the models into bagging and voting (hard) strategies and outlines their respective performance metrics.

Models ConvNextLarge [47] DenseNet169 [38] ResNet50 [28] Accuracy Precision Recall F1-score

Bagging ✓ × × 92.71 92.71 92.71 92.71

Soft voting 1 ✓ ✓ ✓ 83.55 87.02 83.55 83.16
Soft voting 2 × ✓ ✓ 92.66 92.67 92.66 92.66
Soft voting 3 ✓ × ✓ 92.56 92.56 92.56 92.56

Hard voting 1 ✓ ✓ ✓ 83.55 87.02 83.55 83.16
Hard voting 2 × ✓ ✓ 77.94 83.37 77.94 77.01
Hard voting 3 ✓ × ✓ 85.54 88.42 85.54 85.26
Table 7
Meta Ensemble Models while the base models are trained with a batch size of 32 and 64. We chose the top-performing SOTA models as the backbone of these meta-ensemble
models and evaluated them against the CIFAKE test. The checkmarks indicate the models used as the backbone of the each meta-ensemble learner.

Models Baseline models Batch size Performance metrics

ConvNextLarge [47] DenseNet169 [38] ResNet50 [28] Accuracy Precision Recall F1-score

When the baseline models were trained with a setup of 32 batch size.

Meta ensemble 1 × ✓ ✓ 32 78.74 84.01 78.74 77.88
Meta ensemble 2 ✓ ✓ × 32 87.12 89.39 87.12 86.94
Meta ensemble 3 ✓ ✓ ✓ 32 87.88 89.88 87.88 87.73
Meta ensemble 4 × ✓ ✓ 64 89.32 89.35 89.32 89.31
Meta ensemble 5 ✓ ✓ × 64 93.58 93.59 93.58 93.58
Meta ensemble 6 (MEXFIC) ✓ ✓ ✓ 64 93.80 93.80 93.80 93.80

When the baseline models were trained with a setup of 64 batch size.

Meta ensemble 7 ✓ ✓ ✓ 32 93.00 93.00 93.00 92.99
Meta ensemble 8 ✓ ✓ ✓ 64 93.48 93.53 93.48 93.48
t

a
l

failed to perform adequately on this task due to their training on Ima-
geNet features. We also compared the models’ number of parameters,
size, and GFLOPS to assess efficiency in terms of space and time.

Given the pre-trained models’ poor performance, we retrained and
ested each model on the CIFAKE dataset. The results, presented
n Table 4, show that with a batch size of 32, ConvNextLarge and

ResNet101 achieved accuracies of 89.32% and 82.28%, respectively,
while other models fell below 80%. With a batch size of 64, ConvNext-
Large achieved 92.54% accuracy, and the DenseNet models
(DenseNet161, DenseNet169, DenseNet201) achieved around 85%. The
ResNet variants such as ResNet50, ResNet101, and ResNet152 reached
around 81%.

As shown in Table 3, DenseNet169 and ResNet50 have relatively
smaller sizes and fewer parameters, making them efficient. Therefore,
we selected ConvNextLarge for its high accuracy and DenseNet169 and
ResNet50 for further experiments due to their balance of performance
and efficiency. While VGG16 and VGG19 showed near 80% accuracy,
we chose ResNet50 for its lower parameter size and ConvNextLarge for
superior accuracy, ensuring that top-performing models were selected
based on CIFAKE test set performance.

5.2. Results of ensemble learners

As mentioned earlier, in this study, we use three common ensemble
echniques, namely Bagging, Voting, and Stacking. Starting with the

bagging, we select ConvNextLarge as the baseline model of our Bagging
odel, as ConvNextLarge achieves the highest accuracy of 92.54%

Table 4) among all the SOTA models. Based on the technique of
agging, we train the ConvNextLarge model’s three different versions

with the subsets of the CIFAKE trainset, where each subset consists of
32,000 images, Fake and Real, with each class having 16,000 images.
These individual ConvNextLarge models achieve around 92% accuracy

hile testing on the CIFAKE test set, as shown in Table 5. Using these
hree versions of the newly trained ConvNextLarge models used as the

baseline models of the Bagging model in this experiment and as the
evaluation result of our Bagging model stated in Table 6, achieves
2.71% accuracy, precision, recall, and F1-score.

From Table 6, we can learn more about the different variants
of the voting techniques, where we take different combinations of
 m
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the top-performing models. For example, the Soft Voting 1 model
with the combination of ConvNextLarge, DenseNet169, and ResNet50
achieves 83.55% accuracy, the lowest compared to the Soft Voting
versions 2 and 3. The highest accuracy obtained by the Soft Voting
2 model is 92.66%, which was developed based on the DenseNet169
and ResNet50. On the other hand, the Soft Voting 3, built with a
combination of ConvNextLarge and ResNet50, gives the second-highest
accuracy of 92.56% among all the voting technique-based models.

Similarly, we combine the same three top-performing SOTA models
for the hard voting approach to form our Hard Voting models. The
combinations of the baseline models for these hard voting models are
indicated in Table 6. Among all the Hard Voting models, Hard Voting
3, which was formed based on ConvNextLarge and ResNet50, gives the
highest accuracy of 85.54%, while the combination of DenseNet169
and ResNet50 gives the worst accuracy of 77.94%.

Therefore, comparing the three different ensemble learning meth-
ods, we found that the Bagging method achieves the highest accuracy
compared to the Voting techniques. Moreover, while comparing the soft
and hard majority voting techniques, our experimental results show
that the soft voting technique achieves better accuracy than the hard
voting technique.

5.3. Results of meta ensemble learners

Our further experimental results with the meta-ensemble learning
echnique are displayed in Table 7. The table shows that we incorpo-

rate our CIFAKE-trained ConvNextLarge, DenseNet169, and ResNet50
models as the backbone of our meta-ensemble learners. Among all the
meta-ensemble based models we experimented with in this paper, we
found MEXFIC to achieve the highest accuracy of 93.80% accuracy
while testing against the CIFAKE test set. For our proposed MEXFIC
model, the backbone models used were trained with a batch size of 32,
while the MEXFIC model was then trained again with a batch size of
64. The second highest accuracy (93.58%) in this list was achieved by
the Meta Ensemble 5, while the backbone models are ConvNextLarge
nd DenseNet169. Similarly, the other combinations of meta-ensemble
earners are detailed in Table 7, with information on their baseline
odels and their batch sizes. Note that all these models in Table 7 were
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Table 8
The ablation study examines performance changes due to variations in batch size (BS), learning rate (LR), and optimizers while training the proposed MEXFIC model. The models
were trained with the set of parameter setups mentioned in Table 2.

Models Param CIFAKE (Stable Diffusion) FakeGPT (GPT-generated) PFake (Stable Diffusion)

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

Batch size Impact of BS when LR = 0.001, optimizer = Adam

8 91.91 91.95 91.91 91.91 55.97 56.94 55.97 54.38 94.67 94.84 94.67 94.66
16 93.52 93.52 93.52 93.51 60.45 60.45 60.45 60.45 95.92 96.00 95.92 95.92
32 94.00 94.05 94.00 94.00 47.01 46.86 47.01 46.34 96.61 96.64 96.61 96.61
64 93.89 93.91 93.89 93.89 66.25 69.28 66.25 64.87 96.33 96.40 96.33 96.33
128 93.60 93.60 93.60 93.60 41.04 40.07 41.04 39.56 96.20 96.26 96.20 96.19

LR Impact of varying LR when BS = 32, optimizer = Adam

0.1 93.67 93.67 93.67 93.67 57.46 57.98 57.46 56.77 95.92 96.02 95.92 95.91
Proposed 0.01 93.20 93.22 93.20 93.20 56.72 56.81 56.72 56.56 96.61 96.64 96.61 96.61
MEXFIC 0.001 94.00 94.00 94.00 94.00 58.21 58.48 58.21 57.87 96.33 96.40 96.33 96.33

0.0001 93.72 93.72 93.72 93.71 55.97 56.29 55.97 55.41 96.13 96.24 96.13 96.12

Optimizer Impact of varying optimizer when BS = 32, LR = 0.01

Adam 94.00 94.00 94.00 94.00 66.25 69.28 66.25 64.87 96.33 96.40 96.33 96.33
Adagrad 90.95 90.95 90.95 90.95 58.96 59.31 58.96 58.57 93.22 93.34 93.22 93.21
AdamW 93.14 93.15 93.14 93.13 59.70 60.29 59.70 59.12 95.37 95.49 95.37 95.36
RMSprop 91.95 92.03 91.96 91.95 51.49 51.51 51.49 51.36 95.92 95.94 95.92 95.92
Adadelta 90.59 90.59 90.58 90.58 55.97 56.08 55.97 55.77 93.91 93.98 93.91 93.91
Adamax 92.73 92.73 92.72 92.72 57.46 57.98 57.46 56.77 95.30 95.34 95.30 95.29
ASGD 81.04 81.05 81.04 81.04 48.51 48.50 48.51 48.48 80.01 80.02 80.01 80.00
Rprop 91.28 91.29 91.28 91.28 54.48 54.56 54.48 54.27 94.26 94.31 94.26 94.26
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trained in 150 epochs with an early stop patience steps of 15 and not
mploying the learning scheduler.

As we use the three top-performing SOTA models as the backbone of
our proposed MEXFIC model and get the highest accuracy, we further
rain Meta Ensemble 7 and 8 with batch sizes 32 and 64. In comparison,
he 3 backbone models were trained with batch size 64. Remember the

MEXFIC model’s backbone models were trained with a batch size 32.
Therefore, for Meta Ensemble 7 and 8, we train the backbone models
with 64 batch sizes to observe whether the performance improves.

ur final observation is that among all the meta ensemble learners,
ur proposed MEXFIC version of meta ensemble learner gives top
erformance with an accuracy of 93.80%.

5.4. Ablation study

We perform several ablation studies on our proposed MEXFIC to
gain insights into the results of varying parameters during training
in different steps. The evaluation results of our ablation studies are
presented in Table 8.

5.4.1. Impact of batch size
The batch size significantly affects the performance of the MEXFIC

model. A batch size of 32 achieves the highest performance metrics
across the CIFAKE and PFake datasets, with accuracy, precision, recall,
nd F1-score all at 94.00% for CIFAKE and 96.61% for PFake. On
he FakeGPT dataset, a batch size of 64 yields the best results, with
n accuracy of 66.25% and an F1-score of 64.87%. Smaller batch

sizes, such as 8, and larger batch sizes, such as 128, result in lower
performance across all datasets, indicating that both extremes can
negatively impact the model’s effectiveness. A batch size of 16 shows
moderate performance, better than the extremes but not as effective as
32 or 64.

5.4.2. Impact of learning rate
The learning rate also plays a crucial role in the model’s perfor-

ance. A learning rate of 0.001 provides the best overall performance
for the CIFAKE and PFake datasets, with all metrics at 94.00% and
6.33%, respectively. This learning rate also achieves the highest F1-

score for the FakeGPT dataset at 58.21%. In contrast, higher (0.1) and
ower (0.0001) learning rates result in lower performance, indicating
hat extremely high or low learning rates are less effective. A learning
ate of 0.01 performs moderately but does not match the effectiveness

f 0.001. l
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5.4.3. Impact of optimizer
The choice of optimizer significantly influences the model’s perfor-

mance. The Adam optimizer outperforms all other optimizers across the
CIFAKE and PFake datasets, achieving accuracy, precision, recall, and
F1-score at 94.00% and 96.33%, respectively. It also shows the best
performance for the FakeGPT dataset, with an accuracy of 66.25% and
an F1-score of 64.87%. The AdamW optimizer is the next best, partic-
larly on the FakeGPT dataset, achieving an accuracy of 59.70% and

an F1-score of 59.70%. Other optimizers, such as Adagrad, Adadelta,
ASGD, and Rprop, perform poorly across all datasets, with significantly
lower accuracy and F1-scores compared to Adam and AdamW.

The ablation study reveals that the optimal configuration for the
MEXFIC model is a batch size of 32, a learning rate of 0.001, and the
Adam optimizer, which consistently achieves the highest performance
across the CIFAKE, FakeGPT, and PFake datasets, demonstrating the
model’s robustness and effectiveness under these settings.

5.5. Comparative analysis

We further compared the performance of MEXFIC with recent
works [23,24,40,42–44] that primarily focused on identifying

I-generated synthetic images across general scene types.
We displayed the comparison results in Table 9, listing only the

ecent models tested for identifying general AI-generated synthetic
images, as our model’s primary goal is also to do so. Comparing
the outcomes, we found that MEXFIC gives the highest accuracy of
6.61% among the models [23,24,40,42–44] while testing against both

Stable Diffusion-generated CIFAKE and PFake test datasets. Another
odel [24] that was tested against GAN-generated images jointly with

ur MEXFIC achieved the second-highest accuracy of 94%.
In Table 10, we compare the performance of the top-performing

SOTA classification models and our proposed MEXFIC model across
various datasets. The results demonstrate the superior performance
of MEXFIC by consistently achieving the highest accuracy in fake
mage classification across all datasets. For CIFAKE, MEXFIC records an
ccuracy of 94.00%, outperforming ConvNextLarge, DenseNet169, and
esNet50 which achieved an accuracy of 89.32%, 74.62%, and 77.39%,
espectively. Additionally, MEXFIC leads in precision, recall, and F1-
core of 94.05%, 94.00%, and 94.00%, respectively, showcasing its
uperior performance in fake image classification on this dataset. Simi-

arly, while all the models struggled to perform against the FakeGPT
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Table 9
Performance comparison of our proposed MEXFIC model against existing models from the literature for classifying general fake images. Here,
the term ‘General’ refers to datasets that are not specific to any particular object or item.

Models Dataset Image Types Approach Accuracy

2023/Vora et al. [40] CIFAKE General CNN 93.55
2023/Hossain et al. [43] CIFAKE General CNN 96.31
2023/Hayathunnisa et al. [44] CIFAKE General CNN 84.24
2023/Bhinge et al. [42] CIFAKE General CNN 75.26
2024/Raj et al. [24] GAN-generated General CNN 94.00
2024/Bird et al. [23] CIFAKE General CNN 92.98

2024/MEXFIC (Our) CIFAKE General Meta ensemble 94.00
PFAKE 96.61
Table 10
Performance comparison of our proposed MEXFIC with the baseline models used to form the backbone of the MEXFIC based on the accuracy metrics for testing against the CIFAKE,
FakeGPT, and Pfake datasets.

Models CIFAKE (Stable diffusion) FakeGPT (GPT-generated) PFake (Stable diffusion)

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

ConvNextLarge [47] 89.32 90.50 89.32 89.25 53.73 54.67 53.73 51.29 89.56 90.54 89.56 89.46
DenseNet169 [38] 74.62 81.89 74.62 73.09 57.46 58.28 57.46 56.39 78.42 81.27 78.42 77.78
ResNet50 [28] 77.39 81.03 77.39 76.70 50.00 50.00 50.00 40.73 76.63 83.46 76.63 75.14

MEXFIC (Our) 94.00 94.05 94.00 94.00 58.21 58.48 58.21 57.87 96.61 96.64 96.61 96.61
c
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ataset due to its nature and challenges, MEXFIC still achieved the
ighest accuracy at 58.21% among all the models. For the PFake
ataset, the MEXFIC model maintains its top performance, achiev-
ng an accuracy of 96.61%, significantly higher than ConvNextLarge,
enseNet169, and ResNet50. Overall, the MEXFIC model outperforms
ther SOTA models in fake image classification tasks across differ-
nt datasets, highlighting its effectiveness and reliability for various
pplications in image classification.

The inference time in milliseconds (ms) tested with a repetition
alue of 100 for each model is presented in Table 11. The mean and
tandard deviation times of the ConvNextLarge model were 55.83 ms
nd 262.03 ms, while the DenseNet169 took 31.52 ms and 185.35 ms,
espectively. On the other hand, among the 4 models, we found
esNet50 to take the lowest mean of 3.71 ms and standard deviation
f 0.70 ms inference time. Even though our proposed model, MEXFIC,
chieves the highest accuracy, its inference time is also higher than the
ther models because it incorporates three different models to form a
eta-ensemble model. It indicates the need for further improvements

f these models regarding accuracy and inference time, which can be
 focus for future works in this domain.

.6. Visual results

The loss curves for training and validating the top-performing
OTA models ConvNextLarge, DenseNet169, ResNet50, and MEXFIC
re shown in Fig. 4. As each model was trained with an early stopping
echnique setup, different models stopped training in different numbers
f epochs. For instance, the ConvNextLarge takes more than 100
pochs to converse, while the ResNet50 stopped training only after 25
pochs. The other two models, DenseNet169 and MEXFIC, take more
han 50 epochs to stop training. The curves for the ConvNextLarge
how a steady decline, suggesting that the model is generalizing well
ithout overfitting. Consequently, the accuracy graph demonstrates a

able 11
nference time across the models that perform robustly for classifying fake vs. real
mages.
Models Mean time ↓ Standard deviation ↓

ConNextLarge [47] 55.8309 262.0259
DenseNet169 [38] 31.5189 185.3493
ResNet50 [28] 3.7081 0.7045

MEXFIC (Our) 85.4417 294.8543
359 
onsistent increase in accuracy. The DenseNet169 model’s curves reveal
 stable and gradual decrease in training loss. In contrast, the validation
oss displays considerable fluctuations throughout the epochs. The
oss curve of the ResNet50 model shows fluctuations yet an overall
ownward trend. Ultimately, both the loss curves for the proposed
EXFIC model showed consistent fluctuations during the training and

alidation phases.
Fig. 5 presents t-SNE visualizations of model classifications on the

IFAKE and PFake datasets, comparing the performance of ConvNext-
arge, DenseNet169, ResNet50, and our proposed MEXFIC model. Real
mages are depicted in green and fake images in red. On the CIFAKE
ataset (Fig. 5(a)), the MEXFIC model demonstrates the most distinct

ig. 4. Training loss curves for the top-performing models and our proposed MEXFIC
ith the set of parameters listed in Algorithm 1.
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Fig. 5. t-SNE visualization of the top-performing models and the proposed MEXFIC when testing on the CIFAKE (a) and PFake (b) datasets.
Fig. 6. Confusion Matrices of the top-performing models and the proposed MEXFIC when testing on the CIFAKE (a) and PFake (b) datasets.
separation between real and fake images, with a clear boundary and
minimal overlap, indicating superior performance in distinguishing
between the two categories. In contrast, ConvNextLarge and ResNet50
show moderate separation with noticeable overlap, suggesting less ef-
fective differentiation. DenseNet169 exhibits the least clear separation,
with a substantial mixing of real and fake images, indicating poorer
performance. On the PFake dataset (Fig. 5(b)), the MEXFIC model
again shows superior performance with a clearer separation between
real and fake images compared to the other models. ConvNextLarge,
DenseNet169, and ResNet50 display moderate separation but overlap
more, reflecting challenges in handling PFake. Overall, these t-SNE
plots highlight that the MEXFIC model consistently outperforms the
baseline models, particularly in its ability to distinctly differentiate
between real and fake images across both datasets, underscoring its
effectiveness in fake image classification tasks.

Fig. 6 presents confusion matrices for model testing on the CIFAKE
and PFake datasets, comparing ConvNextLarge, DenseNet169,
ResNet50, and the proposed MEXFIC model. Fig. 6(a) shows the matri-
ces for CIFAKE, and Fig. 6(b) for PFake. On CIFAKE, MEXFIC demon-
strates superior performance with 9,785 true positives for fake images
and 8,080 for real images, and the lowest false positives and nega-
tives. ConvNextLarge shows moderate performance with 9,257 true
positives for fake images and 9,502 for real images, but higher false
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positives and negatives. ResNet50 and DenseNet169 perform worse,
with DenseNet169 having 4,926 true positives for fake images and
5,074 for real images. On PFake, MEXFIC again outperforms, correctly
identifying 734 fake and 569 real images, with minimal misclassifica-
tions. ConvNextLarge and ResNet50 display higher false positives and
negatives, and DenseNet169, while improved, still lags behind MEXFIC.
These matrices underscore MEXFIC’s superior accuracy and robustness
in differentiating real and fake images across both datasets.

Additionally, MEXFIC is explainable like the other SOTA models,
which means it is possible to know which features from input im-
ages contribute to the model’s decision on an output class. In Fig. 7,
we present some images using the GradCAM technique to visualize
the important features of the input images that contribute the most
while inferring these images with the ConvNextLarge, DenseNet169,
ResNet50, and MEXFIC models. Fig. 7(a) presents some images from
the CIFAKE test set, Fig. 7(b) presents some images from the FakeGPT
dataset, and Fig. 7(c) shows the images from the PFake dataset.

6. Limitations and future scopes

In our investigation for benchmarking and proposing models for
AI-synthesized fake image classification, we made strides with a meta-
ensemble learning approach, which has been underexplored in the
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Fig. 7. Grad-CAM visualizations of the top-performing models and the proposed MEXFIC model testing on the CIFAKE (a), FakeGPT (b), and PFake (c) datasets where each row
corresponds to a different model, showing their focus areas on fake versus real images.
field. However, our proposed MEXFIC model has a relatively longer
inference time compared to other SOTA models, primarily due to its
meta-ensemble structure that integrates multiple deep learning models.
This increased computational cost may limit its practical applicability
in scenarios where real-time or low-latency processing is required.
Additionally, our study primarily relied on the CIFAKE dataset for
training, which may limit the model’s generalizability to other types of
AI-generated images. This was evident when testing our model on the
ChatGPT-4o generated FakeGPT dataset, where performance varied due
to the differences in image characteristics. This reliance on a specific
dataset suggests that the model might need further adjustments or
retraining to perform effectively on more diverse or unseen datasets.

Several future research directions can be explored to address the
limitation of MEXFIC’s higher inference time. One promising approach
is replacing the current base models with more lightweight architec-
tures, which balance speed and accuracy well. Additionally, applying
model pruning and quantization techniques could reduce the model’s
size and computational requirements without significantly affecting
accuracy. Another direction involves using knowledge distillation to
create a smaller model replicating the ensemble’s performance, thereby
reducing inference time while maintaining effectiveness. Furthermore,
for furthering the research for AI-synthesized fake image classifica-
tion, a promising direction is the integration of visual and textual
modalities, where we would combine image classification with natural
language processing techniques like [57,58] to analyze text descriptions
or metadata associated with images. This multimodal approach could
prove effective in scenarios like social media or news articles, where
misleading text is often paired with AI-generated images. Moreover,
creating more robust datasets that incorporate adversarial attacks [59,
60] and various types of noise, potentially generated through diverse
noisy dataset generation techniques [3,61], could enhance the models’
generalization to handle unknown data types effectively. This approach
would not only improve the model’s resilience but also ensure its
adaptability to real-world scenarios with unpredictable data variations.
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7. Conclusion

The rapid advancement of AI technologies has made it increas-
ingly difficult to distinguish between real and fake images, raising
concerns about the authenticity of visual information and ethical is-
sues like privacy. Our research addresses this by introducing MEXFIC,
a novel model for classifying AI-generated synthetic images using a
meta-ensemble learning approach, which is less explored in the field.
Although our model shows promise, it has a longer inference time com-
pared to SOTA models. Additionally, reliance on the CIFAKE dataset
means findings may not generalize across more diverse data. Future
research should explore integrating additional modalities and using
a wider variety of GAN-generated datasets to enhance robustness.
Our MEXFIC model outperforms existing SOTA methods, achieving
94% accuracy on CIFAKE and 96.61% on the PFake dataset. This
improvement is due to the meta-ensemble learning technique, combin-
ing the strengths of multiple classifiers. These findings are significant
for combating the proliferation of fake images, especially on social
media. Future work should focus on developing more sophisticated
models to maintain high accuracy without compromising speed and
expanding training to diverse GAN-generated datasets. Continued re-
search in this area is vital, and future studies should expand benchmark
datasets to include a broader array of AI-synthesized images, ensuring
comprehensive evaluation and model robustness.
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