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Abstract001

AI for Science (AI4S) is reshaping research002
paradigms across numerous disciplines. In mi-003
crobiology, multimodal data (text, images, ta-004
bles, and charts) exist in scientific literature005
and public databases to understand the com-006
plex relationship between microbial strains and007
their environment. However, current bench-008
marks are either general-purpose or designed009
for disciplines such as material or biomedical010
sciences, lacking one specific for microbial sci-011
ences. Here, we developed MicrobeQuest, the012
first comprehensive, multimodal benchmark013
with 10,176 Question-Answer (QA) pairs for014
microbiology-specific information retrieval to015
take advantage of the vast amount of avail-016
able information in microbiology. We first017
developed an expert-in-the-loop platform (Mi-018
crobeCollect) to acquire and annotate microbi-019
ological data. We then demonstrated its utility020
by benchmarking 17 state-of-the-art (SOTA) in-021
formation retrieval (IR) methods. This yielded022
crucial performance insights and established023
a robust foundation for future IR advance-024
ments in microbiology. All benchmark re-025
sources, including code and datasets, are pub-026
licly available at https://github.com/027
acl-submission/MicrobeQuest.028

1 Introduction029

The rapid advancement of AI for Science (AI4S) is030

fundamentally transforming research capabilities031

and methodologies across scientific disciplines, en-032

abling unprecedented discoveries and innovations.033

The biological sciences in general have greatly034

benefited from recent developments in natural lan-035

guage processing (NLP), with notable tools like036

Evo and AlphaFold advancing our understanding037

of genomics and protein structures (Nguyen et al.,038

2024; Abramson et al., 2024). Increasingly, AI is039

demonstrating strong potential in analyzing and040

predicting relationships in large-scale and complex041

biological datasets (Reiman et al., 2017; Hack-042

mann and Zhang, 2021; Hoarfrost et al., 2022;043

Koblitz et al., 2024), underscoring its growing role 044

in accelerating biological discovery. 045

Microorganisms play vital roles in human health, 046

agriculture, industrial biotechnology, and global 047

ecosystems. They are ubiquitous and highly di- 048

verse, yet the scientific knowledge about microbial 049

traits, such as taxonomy, physiology, and culti- 050

vation conditions, remains fragmented across re- 051

search articles and heterogeneous databases. De- 052

spite centuries of microbiological research, we still 053

lack effective tools to systematically extract, an- 054

notate, and integrate microbial data at scale. This 055

limitation impedes efforts to connect phenotypic 056

traits with emerging insights from AI-driven ge- 057

nomics and proteomics, thereby hindering progress 058

in understanding microbial function. Addressing 059

this gap is essential for unlocking knowledge hid- 060

den in existing literature and enabling AI systems 061

to support discovery in microbiology and its appli- 062

cations. 063

Microbiology data presents significant chal- 064

lenges for information retrieval (IR), primarily due 065

to two factors: its complex multimodal nature and 066

the sheer variety of microbiological and physic- 067

ochemical attributes that characterize microbial 068

life. A previous study used species taxonomy to 069

integrate microbial phenotypic data from multiple 070

databases, but this effort depends on well-curated 071

databases (Madin et al., 2020). Traditional IR sys- 072

tems like BM25 (Robertson et al., 2009) or TF- 073

IDF (Ramos et al., 2003), which rely on keyword 074

statistics, have been applied to extract informa- 075

tion from literature abstracts (Zafeiropoulos et al., 076

2022; Dérozier et al., 2023), but are insufficient for 077

capturing the nuanced microbiological information 078

embedded in unstructured and semantically rich 079

full texts. The most comprehensive structured re- 080

sources to date are produced from years of manual 081

curation of culture collections, yet these remain 082

labor intensive and still missing the more compre- 083

hensive knowledge from the vast primary literature 084
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(Oberhardt et al., 2015; Schober et al., 2025).085

Advanced IR systems that integrate Large086

Language Models (LLMs), multimodal LLM087

(MLLM) architectures and agentic systems offer a088

promising opportunity to improve microbiological089

IR tasks and reasoning from both primary literature090

and various microbial databases. These advanced091

IR systems can process complex queries and092

heterogeneous data types, enabling more accurate093

extraction and deeper semantic understanding of094

microbiological content. However, existing IR095

system benchmarks are designed for chemical096

and biomedical purposes (Thakur et al., 2021;097

Edwards et al., 2021; Gupta et al., 2024), and do098

not reflect the specific challenges in microbiol-099

ogy. A reproducible and microbiology-specific100

benchmark would provide a robust foundation for101

evaluating advanced IR systems and accelerating102

the development of AI tools for microbiology103

discoveries.104

In this work, we introduce two integrated105

systems that advance IR systems for multimodal106

microbiological data: a collection platform and a107

benchmark. These tools are designed to improve108

information access in this discipline and establish109

standardized evaluation practices that can benefit110

the microbiology and AI4S communities. Our111

main contributions are:112

113

1. MicrobeCollect: An online expert-in-the-114

loop IR platform that integrates multimodal115

input, agentic retrieval, and human expert ver-116

ification to significantly accelerate microbio-117

logical data acquisition. This system bridges118

the gap between automated processing and119

domain expertise.120

2. MicrobeQuest: A comprehensive, fine-121

grained benchmark for microbiology-specific122

IR tasks, constructed using our MicrobeCol-123

lect platform in collaboration with domain124

experts. Extract microbiology-specific data125

from journals and microbial culture collec-126

tion databases. It fills a critical evaluation127

gap and serves as the first reproducible bench-128

mark specifically designed for microbiology-129

focused IR research.130

3. IR Model Performance Evaluation: We131

conduct an extensive evaluation of 17 SOTA132

IR models on the MicrobeQuest benchmark.133

This analysis provides performance compar-134

isons across models in the microbiological135

domain, offering actionable insights to guide136

future research at the intersection of NLP and 137

microbiology. 138

2 Related Work 139

2.1 Information Retrieval (IR) Methods 140

The exponential growth of diverse data in micro- 141

biology—textual documents, figure images, and 142

summary tables and charts—demands efficient 143

and accurate information retrieval, but existing 144

methods face persistent challenges. Traditional 145

pipeline tool IR methods, using techniques like 146

TF-IDF (Robertson et al., 2009), BM25 (Ramos 147

et al., 2003) and NLP (Zafeiropoulos et al., 2022; 148

Dérozier et al., 2023), offer efficiency but lack deep 149

semantic comprehension vital for complex scien- 150

tific queries (Zhang et al., 2025). These pipeline ap- 151

proaches often remain insufficient for nuanced con- 152

ceptual understanding, especially in multimodal 153

contexts common in microbiology. Latest IR sys- 154

tems incorporating LLMs represent a significant 155

advancement in semantic understanding (Brown 156

et al., 2020), but are prone to factual inaccuracies 157

and hallucinations without robust grounding (Bang 158

et al., 2023). They often fail to ensure the deep, 159

verified domain-specific knowledge fidelity crucial 160

for scientific research in fields like microbiology. 161

LLM mitigation techniques like fine-tuning (Lu 162

et al., 2025), RAG (Siriwardhana et al., 2023) , 163

or prompting (Giray, 2023) have demonstrated 164

promising improvements across various domains, 165

including legal (Cui et al., 2023), finance (Wu 166

et al., 2023) and medicine (Thirunavukarasu et al., 167

2023). Extending this, MLLMs like GPT-4V (Yang 168

et al., 2023) and Deepseek-vl (Lu et al., 2024) can 169

handle diverse data type retrieval tasks but still 170

struggle significantly with processing long scien- 171

tific documents, and performing the fine-grained 172

reasoning needed for scientific research (Zong 173

et al., 2024). The agentic contextual retrieval 174

paradigm offers further advancement, employing 175

autonomous agents for dynamic retrieval strate- 176

gies, planning, and tool use (Zhang et al., 2025). 177

However, implementation complexity and the de- 178

mands of reasoning with domain-specific knowl- 179

edge bases limit their impact in specialized do- 180

mains (Singh et al., 2025). 181

To address challenges, we propose MicrobeCol- 182

lect: a multi-agentic IR system deeply integrated 183

with a dedicated domain knowledge base and 184

expert-in-the-loop. This system aims to synergize 185

the dynamic capabilities of AI agents with the ac- 186
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Category Subtask TREC MS
MARCO

MMLU-
Pro

BEIR SciAssess µ-Bench CBLUE SciRIFF MicrobeQuest

Microbial Domain Microbial Domain Included × × × × × × × × ✓

Structured Informa-
tion Extraction

Strain Entity Recognition and Normalization ✓ ✓ × × ✓ × ✓ ✓ ✓

Strain Entity Resolution × × × × × × × × ✓

Strain Taxonomy Extraction × × × × × × × × ✓

Strain Physiological Characteristic Extraction × × × × ✓ × × × ✓

Environmental Growth Parameter Extraction × × × × ✓ ✓ × × ✓

Strain Attribute Semantic Categorization × ✓ × × × ✓ ✓ ✓ ✓

Strain Culture Medium and Growth Condi-
tion Extraction

× × × × × × × × ✓

Multimodal
Understanding

Table-based Strain Attribute Extraction × × × × ✓ × × ✓ ✓

Figure-based Strain Attribute Extraction × × × × ✓ ✓ × × ✓

Multimodal Strain Attribute Reasoning × × × × ✓ × × × ✓

Complex Semantic
Reasoning

Multi-Entity Attribute Association × ✓ × × ✓ × ✓ ✓ ✓

Multi-value Priority Resolution × ✓ × × × × × × ✓

Negation and Contrast Relationship Parsing × × × × × × × × ✓

Logical Condition Reasoning ✓ ✓ ✓ × ✓ ✓ × × ✓

Cross-Paragraph Entity Tracking × ✓ × × × × × × ✓

Implicit Conclusion Generation × ✓ ✓ × × × ✓ ✓ ✓

Multi-Instance Comparative Reasoning × × × × × × × × ✓
Layout Structure and

Semantic Region
Recognition

Semantic Document Region Extraction × × × × × × × × ✓

Task Paradigm
INPUT Text Text Text Text Image(Table)

& Text
Image Text Text Image(Table&

Chart) & Text
OUTPUT Text Text Text Text Text Text Text Text Text

Table 1: A comparison between MicrobeQuest and existing IR benchmarks, including TREC (Voorhees et al.,
2005), MS MARCO (Bajaj et al., 2018),MMLU-Pro (Wang et al., 2024), BEIR (Thakur et al., 2021), SciAssess (Cai
et al., 2024), µ-Bench (Lozano et al., 2024), CBLUE (Zhang et al., 2022), SciRIFF (Wadden et al., 2024). The
presence of a specific task within a benchmark is indicated by ✓; its absence is indicated by ×.

curacy and reliability of expert-curated, structured187

microbiological knowledge.188

2.2 Benchmarks for Information Retrieval189

General-purpose benchmarks play a fundamental190

role in advancing IR systems, offering standard-191

ized frameworks for evaluating effectiveness, ob-192

jectively comparing techniques, and identifying193

strengths and weaknesses. The impact of bench-194

marking is evident in influential evaluations: long-195

standing TREC collections have offered diverse196

tasks over decades (Voorhees et al., 2005); large-197

scale datasets such as MS MARCO have spurred198

advancements in passage ranking and question an-199

swering (Bajaj et al., 2018). The recently intro-200

duced BEIR suite aggregates 18 publicly available201

datasets to evaluate zero-shot generalization in di-202

verse text retrieval tasks and domains (Thakur et al.,203

2021). Beyond traditional IR tasks, the evaluation204

landscape increasingly includes benchmarks as-205

sessing core capabilities of large language models206

(LLMs) relevant to modern IR systems. MMLU-207

Pro, derived from academic exams and textbooks208

across 14 diverse domains (Wang et al., 2024);209

BIG-bench, focusing on tasks designed to be be-210

yond current language model capabilities (Srivas-211

tava et al., 2023); HaluEval, specifically designed212

to evaluate hallucination tendencies in LLMs (Li213

et al., 2023). 214

While general-purpose benchmarks effectively 215

evaluate the overall capabilities of IR systems and 216

important for advancing this field, they often lack 217

focus on highly specialized domains or AI4S top- 218

ics that demand specific IR strategies and special- 219

ized knowledge bases (Cai et al., 2024). Recog- 220

nizing this, specialized IR benchmarks have been 221

developed for those specialized areas like biomed- 222

ical, chemical or material sciences. AI4S bench- 223

marks such as SciAssess focus on four different 224

domain-specific requirements, like extracting com- 225

plex chemical entities or disease relationships, pro- 226

viding a more targeted evaluation than general- 227

purpose benchmarks (Cai et al., 2024). µ-Bench 228

is dedicated to assessing large language models’ 229

perceptual and cognitive capabilities in analyz- 230

ing biological and pathological microscopy im- 231

ages (Lozano et al., 2024); CBLUE, as a Chinese 232

biomedical language understanding evaluation plat- 233

form, encompasses entity recognition, relation ex- 234

traction, and text classification tasks in medical 235

texts (Zhang et al., 2022); SciRIFF primarily con- 236

centrates on information extraction and content 237

summarization in the biomedical domain (Wadden 238

et al., 2024). 239

As Table 1 shows, existing general-purpose and 240

dedicated AI4S IR benchmarks inadequately ad- 241
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Figure 1: The MicrobeCollect Data Retrieval and Annotation Workflow involves an agentic processing pipeline for
information retrieval, cross-modal integration to standardize data structures and validate against external databases,
and a three-step Human-in-the-Loop process to ensure output data accuracy.

dress microbiology’s unique complexities, includ-242

ing specialized strain terminology, diverse data243

integration, distinct experimental contexts, and spe-244

cific structured information extraction (e.g., strain245

taxonomy, physiological characteristics, and cul-246

tivation conditions). This critical gap hinders the247

development and evaluation of tailored IR systems248

for this field. Addressing this gap, we introduce249

MicrobeQuest, which, to the best of our knowl-250

edge, is the first benchmark specifically designed251

for evaluating diverse information retrieval capa-252

bilities on the subject of microbiology.253

3 Benchmark Construction254

3.1 MicrobeCollect Workflow255

MicrobeCollect was designed to accurately pre-256

pare large amounts of annotated data for IR sys-257

tems benchmarks and AI applications. As shown258

in Figure 1, this agentic IR framework utilizes259

specialized agents in a complete pipeline for ex-260

tracting and verifying structured data from mul-261

timodal scientific literature. The first Text Ex-262

traction Agent, which uses Mistral OCR to con-263

vert PDFs into structured multimodal Markdown.264

Compared to traditional OCR systems (e.g., Tesser-265

act (Kay, 2007)) and Transformer-based models266

(e.g., Donut (Kim et al., 2022)), Mistral offers im-267

proved recognition of LaTeX formulas and com-268

plex table layouts commonly found in academic269

documents. The resulting content is processed by270

the Prompt Generation Agent, which constructs271

adaptive, domain-aware prompts. Expert-defined272

keyword lists are expanded via semantic synonym 273

discovery using biomedical ontologies such as 274

PubMed (McEntyre and Lipman, 2001). Next, the 275

Paragraph Identification Agent extracts relevant 276

text segments, which are passed to the Answer 277

Generation Agent. This module uses few-shot 278

and Chain-of-Thought (CoT) strategies to infer at- 279

tribute values along with supporting evidence. To 280

ensure factual accuracy, the Verification Agent 281

employs a secondary LLM-based evaluator. This 282

agent conducts prompt-based reasoning and graph- 283

based queries ofstructured knowledge databases to 284

assess whether the extracted information is scien- 285

tifically correct and consistent with external liter- 286

ature. Additionally, each extracted data point is 287

assigned a confidence score (0–100). When the 288

confidence score falls below a predefined threshold 289

(typically 70), the system initiates a regeneration 290

process, filtering out low-quality or weakly rele- 291

vant text segments to improve the reliability of 292

the output. Then, a Structuring Agent formats 293

validated outputs into standardized JSON. This 294

JSON file captures attribute values, supporting evi- 295

dence, document anchors, and confidence scores. 296

An example of this JSON output is presented in 297

Appendix E. To enable multimodal alignment, the 298

Cross-modal Alignment Agent links extracted 299

data from different sources. Matches with similar- 300

ity scores above 85 are considered reliable. 301

The final component of the system is a Human- 302

in-the-loop Validation Module, serving as a qual- 303

ity control mechanism that enables domain experts 304
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Figure 2: Overview of the QA pair varieties in the MicrobeQuest benchmark based on data source types, specific
journal and database sources, supported input modalities, main tasks, and subtasks.

to review and correct extracted information. This305

platform employs an interactive web interface and306

implements a rigorous Three-stage validation pro-307

cess:308

1. Preliminary Inspection Stage The first re-309

view group, composed of non-specialist un-310

dergraduates, conducts primary validation by311

checking alignment and consistency between312

the extracted information and the source text.313

2. Primary Review Stage The second review314

group, made up of undergraduates with ba-315

sic microbiology knowledge, resolves con-316

flicts between initial annotations and AI out-317

puts, with discrepancies highlighted in red to318

streamline the review process.319

3. Microbiology Expert Final Review Stage320

The final review group, composed of microbi-321

ology PhDs with practical expertise, conducts322

thorough quality checks to ensure annotation323

accuracy and determine database readiness.324

Figure 2 illustrates the derivation of 10,176325

QA pairs extracted from 127 diverse PDFs using326

MicrobeCollect, including research journals (e.g.,327

FEMS Microbiology Letters, Applied and Environ-328

mental Microbiology) and culture media databases329

(e.g., DSMZ, ATCC). Additional sources are listed330

in Appendix A. All the data were divided into 4331

main tasks and 18 sub-tasks, with a detailed list332

provided in Table 2. To ensure data accuracy, the 333

pairs underwent a multi-stage review: an initial 334

inspection by six reviewers, a primary review by 335

two secondary reviewers, and a final review by two 336

microbiology experts. 337

3.2 Overview of MicrobeQuest Task 338

As Table 2 shows, MicrobeQuest is structured into 339

four principal capability categories, further subdi- 340

vided into 18 specialized tasks: 341

Structured Information Extraction Microbiol- 342

ogy research papers contain key strain informa- 343

tion, but extracting it is challenging due to its 344

burial in text involving ambiguous terminology, 345

synonyms, and intricate taxonomy. Furthermore, 346

extracting information from such papers often in- 347

cludes condition-dependent features, numerical 348

ranges, and unit conversions. Those challenges de- 349

mand exact quantitative reasoning and contextual 350

understanding from the IR system. To evaluate this, 351

we propose evaluation tasks focusing on key struc- 352

tured microbial properties: Strain Entity Recogni- 353

tion and Normalization, Strain Entity Resolution, 354

Strain Taxonomy Extraction, Strain Physiological 355

Characteristic Extraction, Environmental Growth 356

Parameter Extraction, Strain Attribute Semantic 357

Categorization, and Strain Culture Medium and 358

Growth Condition Extraction. 359

Multimodal Understanding Unlike general- 360

domain tasks, microbiological data for strain char- 361
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Task Subtask Modality #Task

Structured Information Extraction

Strain Entity Recognition and Normalization Text/Image 162
Strain Entity Resolution Text/Image 221
Strain Taxonomy Extraction Text/Image 353
Strain Physiological Characteristic Extraction Text/Image 1124
Environmental Growth Parameter Extraction Text/Image 3000
Strain Attribute Semantic Categorization Text/Image 77
Strain Culture Medium and Growth Condition Ex-
traction

Text/Image 1516

Multimodal Understanding
Table-based Strain Attribute Extraction Table 320
Figure-based Strain Attribute Extraction Chart 50
Multimodal Strain Attribute Reasoning Table/Chart/Text/Image 365

Complex Semantic Reasoning

Multi-Entity Attribute Association Text/Image 245
Multi-value Priority Resolution Text/Image 325
Negation and Contrast Relationship Parsing Text/Image 144
Logical Condition Reasoning Text/Image 547
Cross-Paragraph Entity Tracking Text/Image 505
Implicit Conclusion Generation Text/Image 750
Multi-Instance Comparative Reasoning Text/Image 156

Layout Structure and Semantic Re-
gion Recognition

Semantic Document Region Extraction Text/Image 316

Table 2: MicrobeQuest encompasses four main tasks and eighteen sub-tasks, totaling 10,176 QA pairs specifically
designed for microbiology information retrieval benchmarking.

acterization is highly specialized and interdepen-362

dent. This data is often presented in multimodal363

formats like cross-page text, structured tables (e.g.,364

temperature ranges, pH levels), and visual charts365

(e.g., growth curves, bar charts). Structured tables,366

for instance, contain condition-sensitive numerical367

values that require surrounding textual context for368

proper understanding. Similarly, extracting mean-369

ing from charts requires complex reasoning over370

time and multiple interacting parameters. To as-371

sess capability in multimodal understanding, we372

propose three tasks: Table-based Strain Attribute373

Extraction, Figure-based Strain Attribute Extrac-374

tion, and Multimodal Strain Attribute Reasoning.375

Complex Semantic Reasoning Academic descrip-376

tions of microbial strains involve logical reasoning377

and implicit knowledge rather than just straightfor-378

ward facts. Due to dense domain-specific termi-379

nology and multi-layered dependencies, the com-380

plexity of this area means key information is often381

implied. Consequently, integrating biochemical,382

environmental, and strain-specific factors is essen-383

tial for accurate interpretation. For example, con-384

sider the statement: "When H2 was replaced by385

N2, no growth or methanogenesis occurred unless386

methanol (50 mM) or acetate (50 mM) was added."387

Accurate identification of the growth substrate here388

involves understanding nested conditionals: the389

strain does not grow in a nitrogen environment390

unless specific compounds are added, implicitly391

suggesting that such supplementation may not be392

needed under hydrogen. This level of reasoning393

is common in microbiological literature and ex- 394

ceeds the complexity found in standard IR tasks. 395

To evaluate this capability, we define seven tasks: 396

Multi-Entity Attribute Association, Multi-value Pri- 397

ority Resolution, Negation and Contrast Relation- 398

ship Parsing, Logical Condition Reasoning, Cross- 399

Paragraph Entity Tracking, Implicit Conclusion 400

Generation, and Multi-Instance Comparative Rea- 401

soning. 402

Layout Structure and Semantic Region Recog- 403

nition Microbiology literature exhibits diverse lay- 404

outs, ranging from complex multi-column scien- 405

tific papers with dense tables and figures to sim- 406

pler single-column records like culture medium 407

sheets. This variability demands models capable 408

of adapting to different document structures, as 409

accurate recognition of key components (such as 410

titles, affiliations, metadata, and references) is cru- 411

cial for systematic knowledge extraction and serves 412

as a foundation for building structured knowledge 413

graphs. To this end, we introduce the task of Se- 414

mantic Document Region Extraction. 415

Each MicrobeQuest benchmark task targets dis- 416

tinct challenges for IR within the microbiological 417

literature. Detailed task descriptions are listed in 418

Appendix D. 419

4 Evaluation 420

4.1 Benchmark Models 421

We evaluated the performance of 17 IR mod- 422

els on the MicrobeQuest benchmark with stan- 423

dard prompts (Appendix C) and JSON in- 424
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Task Subtask MistralOCR+ PyMuPDF4LLM+ MistralOCR+ MistralOCR+ Qwen- GPT-

Lama-4-Scout-
17b-16e-Instruct

THUDM/GLM-4-
32B-0414

THUDM/GLM-
4-32B-0414

Qwen-Coder-
Plus

Max o1

Structured Informa-
tion Extraction

Strain Entity Recognition and Normalization 0.633 0.610 0.718 0.730 0.678 0.704
Strain Entity Resolution 0.506 0.562 0.588 0.550 0.511 0.712
Strain Taxonomy Extraction 0.494 0.458 0.455 0.313 0.342 0.429
Strain Physiological Characteristic Extraction 0.719 0.757 0.779 0.730 0.752 0.653
Environmental Growth Parameter Extraction 0.717 0.676 0.665 0.710 0.628 0.699
Strain Attribute Semantic Categorization 0.650 0.676 0.624 0.701 0.734 0.852
Strain Culture Medium and Growth Condition Extraction 0.835 0.816 0.797 0.882 0.766 0.759

Multimodal
Understanding

Table-based Strain Attribute Extraction 0.605 0.581 0.622 0.615 0.516 0.694
Figure-based Strain Attribute Extraction 0.414 0.375 0.457 0.426 0.462 0.388
Multimodal Strain Attribute Reasoning 0.635 0.655 0.656 0.644 0.605 0.689

Complex Semantic
Reasoning

Multi-Entity Attribute Association 0.485 0.607 0.568 0.559 0.598 0.685
Multi-value Priority Resolution 0.676 0.597 0.635 0.703 0.616 0.676
Negation and Contrast Relationship Parsing 0.844 0.847 0.861 0.893 0.852 0.870
Logical Condition Reasoning 0.805 0.645 0.800 0.811 0.722 0.675
Cross-paragraph Entity Tracking 0.637 0.528 0.561 0.515 0.511 0.563
Implicit Conclusion Generation 0.577 0.485 0.512 0.529 0.592 0.483
Multi-instance Comparative Reasoning 0.534 0.500 0.552 0.558 0.446 0.455

Layout Structure and
Semantic Region
Recognition

Semantic Document Region Extraction 0.561 0.906 0.639 0.544 0.940 0.938

Overall F1 Score 0.629 0.627 0.638 0.634 0.626 0.662

Table 3: The F1 Score of top six models on the MicrobeQuest multimodal benchmark. Blue text indicates the open-
source models, orange text signifies the closed-source models and red number indicates the best-performances
model. The complete list of all model performances is detailed in Appendix F

put(Appendix E). DeepSeek R1 (DeepSeek-AI425

et al., 2025) results were not included because their426

API server was consistently busy, preventing the427

completion of all tasks. Since the benchmark relies428

on multimodal scientific literature as input, we ap-429

plied functional enhancements to models lacking430

native document parsing capabilities. Specifically,431

professional OCR engines were integrated to con-432

vert PDF documents into machine-readable text,433

ensuring consistent information acquisition con-434

ditions across all systems. For language models435

with native multimodal processing capabilities, we436

directly invoked their original interfaces to pro-437

cess mixed text-image inputs, thereby preserving438

the integrity of their architectures. For inference,439

we adopted a unified strategy that combines COT440

reasoning and Few-Shot Learning. Designed exem-441

plars and reasoning paths were employed to guide442

the models through complex knowledge extraction443

tasks, enabling each system to fully leverage its444

capacity in handling intricate microbiological in-445

formation. The list of all models is detailed in446

Appendix F.447

4.2 Implementation Details448

We used varied experimental environments to meet449

the diverse requirements of each model: propri-450

etary commercial models were accessed via their451

official APIs, while open-source models were re-452

trieved from HuggingFace1 and deployed accord-453

ing to their parameter scales. Small-scale mod-454

1https://huggingface.co/

els were hosted on local servers equipped with 455

NVIDIA RTX 4090 GPUs, whereas computation- 456

ally intensive large-scale models were executed on 457

high-performance cloud-based GPU clusters to en- 458

sure efficient execution of their full computational 459

graphs. The complete list of all model configura- 460

tions is detailed in Appendix B. 461

4.3 Evaluation Metric 462

To assess the performance of IR models on Mi- 463

crobeQuest, we employed three widely used met- 464

rics: standard F1 score, accuracy, and the Bilin- 465

gual Evaluation Understudy (BLEU) score (Pap- 466

ineni et al., 2002). In BLEU Score, the Modi- 467

fied Precisionn(MPn) measures the accuracy of 468

n-grams in a generated text by comparing them to 469

reference texts, using a minimum count (clipping) 470

to avoid rewarding repetition. This metric is the 471

ratio of the sum of these clipped n-gram counts 472

across all sentences to the total number of n-grams 473

in the generated text. and equation as follows: 474

BLEU = BP · exp

(
N∑

n=1

wn logPn

)

Where the components are defined as: 475

• Brevity Penalty (BP): Scales the BLEU 476

score, reducing it for candidate translations 477

that are shorter than the reference translations 478

by comparing the candidate’s length (c) to the 479

effective reference length (r). 480
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Strain Entity Resolution

Strain Taxonomy Extraction

Strain Physiological 

Characteristic Extraction

Environmental Growth 

Parameter Extraction

Strain Attribute

Semantic Categorization

Strain Culture Medium and 

Growth Condition Extraction

Table-based Strain Attribute Extraction

Figure-based Strain Attribute Extraction

Multimodal Strain Attribute Reasoning

Strain Entity Recognition and Normalization

Multi-Entity Attribute Association

Multi-value Priority Resolution

Negation and Contrast

Relationship Parsing

Logical Condition Reasoning

Cross-Paragraph

Entity Tracking

Implicit Conclusion Generation

Multi-Instance Comparative Reasoning

Semantic Document Region Extraction

Figure 3: F1 performance comparison of 17 SOTA IR
Models across 18 tasks in the MicrobeQuest bench-
mark.

• Modified N-gram Precision (Pn): Quantifies481

the proportion of n-grams (up to a maximum482

order N) that are present in both the candi-483

date and reference translations, with counts484

clipped to prevent over-representation485

• wn: Positive weights for each n-gram pre-486

cision Pn, typically set uniformly such that487 ∑N
n=1wn = 1 (e.g., wn = 1/N ).488

4.4 Results489

Figure 3 shows the performance overview of all490

17 IR methods on MicrobeQuest, and the top six491

models perform as presented in Table 3. Other492

model performance results are presented in the493

Appendix F. Specifically, GPT-o1 proved to be the494

most effective for structured information extraction495

and multimodal understanding, while MistralOCR496

+ Qwen-Coder-Plus excelled in complex seman-497

tic reasoning. Furthermore, Qwen-Max exhibited498

the highest proficiency in layout structure and se-499

mantic region recognition. Taken together, GPT-o1500

achieved the best overall performance among all501

evaluated models, but the margin over the second-502

best model was not significant. This outcome re-503

flects the challenges that general-purpose models504

face due to the lack of domain-specific knowl-505

edge, leading to generally lower scores in tasks506

such as strain resolution and taxonomy extraction.507

Moreover, interpreting tables and figures via OCR508

remains difficult, resulting in visual models gen-509

erally outperforming text-only models on multi-510

modal tasks. For complex reasoning tasks, such511

as parsing multi-entity and multi-instance infor-512

mation, model performance was also consistently513

low. Detailed error case analyses are provided in514

Appendix G. 515

In general, utilizing OCR preprocessing yielded 516

better outcomes for text-based QA tasks compared 517

to using vision models directly. However, vision 518

models demonstrated distinct advantages in mul- 519

timodal tasks. Based on these performance pro- 520

files and considering cost-effectiveness, we recom- 521

mend utilizing MistralOCR + THUDM/GLM-4- 522

32B-0414 for microbiology-specialized IR tasks 523

where a readily deployable model is desired. 524

5 Conclusions 525

Advanced IR systems facilitate the harnessing 526

of large amounts of high-quality training data, 527

which accelerates AI development in microbiology. 528

However, microbiological data is often embedded 529

within complex, multimodal data (text, images, 530

tables, and charts) scattered across scientific litera- 531

ture and heterogeneous databases. Consequently, 532

progress in the field has been hampered by the lack 533

of specialized benchmarks for evaluating IR sys- 534

tem performance and accuracy. Furthermore, the 535

creation of expert-annotated datasets required for 536

such benchmarks is resource-intensive. 537

To address this critical evaluation gap and facili- 538

tate the needs of microbiology-specialized bench- 539

marks, we introduced MicrobeCollect, an expert- 540

in-the-loop platform designed to streamline the 541

acquisition and annotation of multimodal micro- 542

biological data. Using this platform, we con- 543

structed MicrobeQuest, the first comprehensive, 544

multimodal benchmark specifically tailored for mi- 545

crobiology IR tasks. Developed through collab- 546

oration with domain experts, MicrobeQuest en- 547

compasses 10,176 question-answer pairs across 18 548

distinct sub-tasks, targeting essential IR capabili- 549

ties such as domain-specific knowledge extraction, 550

structured information retrieval, multimodal under- 551

standing, and complex semantic reasoning within 552

microbiological literature. 553

Our extensive evaluation of 17 state-of-the- 554

art IR methods on MicrobeQuest provides cru- 555

cial baseline performance insights and highlights 556

the varying strengths of different models across 557

microbiology-specific task categories. The results 558

underscore the necessity of domain-specific bench- 559

marks for accurately assessing and advancing IR 560

capabilities in this specialized scientific field. 561
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6 Limitations562

This study represents a significant step towards en-563

abling information retrieval in the complex domain564

of microbiology through the development of the565

MicrobeCollect platform and the MicrobeQuest566

benchmark. However, we acknowledge several567

limitations in the current phase of this study that568

present opportunities for future work.569

Firstly, while the MicrobeCollect tool automates570

most of the IR process, the necessity for microbi-571

ology expert input remains crucial for correcting572

retrieved information and ensuring the high quality573

of the resulting annotated data. This dependency574

introduces a bottleneck, as expert time is valuable575

and limited, which can constrain the scalability of576

data preparation. To mitigate this, we believe we577

can significantly improve our platform by incorpo-578

rating advanced techniques. For instance, integrat-579

ing Retrieval-Augmented Generation (RAG) could580

enhance the initial retrieval accuracy by grounding581

the model’s output in relevant documents, reduc-582

ing the need for expert correction of factual errors.583

Similarly, active learning techniques could help584

prioritize which extracted instances are most un-585

certain or potentially incorrect, allowing experts586

to focus their validation efforts more efficiently on587

the most impactful examples.588

Secondly, the size of our current evaluation589

dataset, comprising 10,176 QA pairs, is con-590

strained by the considerable cost and effort associ-591

ated with manual annotation and expert validation.592

While this dataset is carefully curated and domain-593

specific, a larger dataset would enable more ro-594

bust evaluation of IR systems and provide a richer595

resource for training more sophisticated models596

capable of handling the nuances of microbiology597

literature. In the future, we plan to address this598

limitation by exploring the use of Large Language599

Models (LLMs) to generate additional evaluation600

QA pairs. Leveraging the generative capabilities601

of LLMs could allow us to significantly expand the602

dataset size in a more cost-effective manner. How-603

ever, this approach will require careful strategies to604

ensure the accuracy and quality of the synthetically605

generated data, potentially involving novel LLM-606

based validation methods or strategic sampling for607

expert review.608

Addressing these limitations in future work will609

be essential for further advancing AI-driven in-610

formation retrieval in microbiology and providing611

more comprehensive resources for the community.612

7 Ethics Statement 613

We all comply with the ACL Ethics Policy2 in this 614

study. For papers with or without PDFs, we do 615

not provide the original PDFs directly. Instead, we 616
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if they have the necessary license. Furthermore, 619

we ensured compliance with the licensing agree- 620
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A Data Source 861

This appendix section presents the sources of liter- 862

ature used in the MicrobeQuest datasets. Figure 4 863

lists the journals of the papers, and Figure 5 shows 864

the associated microorganism databases. 865

B Model Configuration 866

This appendix section presents the models used 867

in our study, as shown in Figure 6. The figure in- 868

cludes each model’s name, type (open-source vs. 869

closed-source), description, development environ- 870

ments, and provider. 871

C Standard Prompt Templates 872

This appendix section presents the standardized 873

prompt templates used for each task in our bench- 874

mark. Each template is designed to elicit specific 875

microbiology-related capabilities from large lan- 876

guage models (LLMs). 877
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Figure 4: Overview of Research Journals in MicrobeQuest Benchmark: Names and Details

Figure 5: Overview of Microorganism Databases in MicrobeQuest Benchmark: Names and Details

C.1 Structured Information Extraction878

C.1.1 Strain Entity Recognition and879

Normalization880

This task evaluates a model’s ability to identify and881

standardize microbial strain nomenclature across882

diverse naming conventions, ensuring consistent883

strain identification in scientific literature.884

Prompt Template

You are a microbiology expert specializing
in the accurate identification and normal-
ization of microbial strain names. You will
be given a passage of text. Your task is to

885

analyze the content and extract all micro-
bial strain mentions, then normalize them
to their standardized forms. Please respond
to the following question: {question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer enclosed within
the <Answer> tags as shown below:
<Answer> your_answer_here
</Answer>

886

C.1.2 Strain Entity Resolution 887

This task assesses a model’s capacity to deter- 888

mine whether different strain references corre- 889

spond to the same microbial entity, requiring so- 890
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Figure 6: A Comprehensive Overview of Models: Detailed Insights into Names, Types, Descriptions, Development
Environments, and Providers

phisticated understanding of taxonomic relation-891

ships and nomenclature evolution.892

Prompt Template

You are a microbiology expert specializing
in the accurate identification and normal-
ization of microbial strain names. Your ex-
pertise includes taxonomic classification,
strain naming conventions, and resolving
strain synonyms across different nomencla-
ture systems. You will be given a passage
of text. Your task is to carefully analyze
the content and determine whether different
descriptions of a strain refer to the same
microbial entity. This includes recognizing
when different naming formats, abbrevia-
tions, or historical nomenclature may refer
to identical strains.
Please respond to the following question:
{question}

893

Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer enclosed within
the <Answer> tags as shown below:
<Answer> your_answer_here
</Answer>

894

C.1.3 Strain Taxonomy Extraction 895

This task aims to extract the taxonomic classifica- 896

tion of a microbial strain from scientific text. The 897

goal is to identify the most precise taxonomic infor- 898

mation available, including domain, family, genus, 899

etc. 900

Prompt Template

You are a microbiology expert with special-
ized knowledge in the accurate identifica-
tion and reasoning of microbial taxonomic
information. Your expertise includes taxo-

901
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nomic classification, phylogenetic relation-
ships, and nomenclatural interpretation.
I will provide you with a passage of text.
Your task is to carefully analyze the content
and determine the taxonomic classification
of the strain, including genus, species, and
other relevant ranks if available.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within the
<Answer> tags as shown below:
<Answer> your_answer_here
</Answer>

902

C.1.4 Strain Physiological Characteristic903

Extraction904

This task evaluates a model’s ability to precisely905

extract key physiological traits of microbial strains906

from scientific texts, including morphological fea-907

tures and biochemical properties essential for908

strain identification.909

Prompt Template

You are a microbiology expert with spe-
cialized knowledge in identifying and ex-
tracting microbial physiological traits. Your
expertise includes bacterial morphology,
biochemical test interpretation, and cellu-
lar characteristic analysis across diverse
microbial species. You will be given a
passage of text. Your task is to analyze
the content and extract key physiological
characteristics of strains, such as Gram-
staining results, motility, oxygen require-
ments, cell morphology, and strain types.
Please respond to the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer enclosed within
the <Answer> tags as shown below:
<Answer> your_answer_here
</Answer>

910

C.1.5 Environmental Growth Parameter911

Extraction912

This task focuses on evaluating the model’s ability913

to extract specific environmental factors required914

for microbial growth (e.g., temperature, pH) from 915

unstructured scientific literature. 916

Prompt Template

You are an expert in microbiology with
specialized knowledge in the precise
determination of microbial growth re-
quirements and environmental tolerances.
Your expertise includes understanding how
environmental factors affect microbial
metabolism, reproduction, and survival.
You will be given a passage of text. Your
task is to carefully analyze the content
and extract key environmental parame-
ters required for optimal strain growth,
including temperature ranges, pH toler-
ance, salinity requirements, and oxygen
availability preferences. Please answer the
following question: {question} Follow
the reasoning steps provided below to
complete the task: {note} Present your
final answer within the <Answer> tags as
shown below:
<Answer> your_answer_here
</Answer>

917

C.1.6 Strain Attribute Semantic 918

Categorization 919

This task evaluates a model’s ability to classify 920

extracted microbial strain attributes into standard- 921

ized semantic categories, requiring a deep under- 922

standing of microbiological terminology. 923

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in the precise identifica-
tion and categorization of strain attributes
extracted from text into standardized seman-
tic categories, such as growth environment
types.
I will provide you with a passage of text.
Your task is to carefully analyze the content
and categorize identified strain attributes
according to established taxonomic and se-
mantic frameworks.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}

924

14



Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

925

C.1.7 Strain Culture Medium and Growth926

Condition Extraction927

This task assesses a model’s ability to identify and928

structure detailed information about culture me-929

dia components and specific cultivation conditions930

required for successful microbial growth from tech-931

nical descriptions.932

Prompt Template

You are an expert in microbiology with
specialized knowledge in the formulation
of culture media and the optimization of
growth conditions for diverse microbial
strains. Your expertise includes media com-
position, environmental requirements for
cultivation, and techniques to promote the
growth of fastidious organisms.
You will be given a passage of text. Your
task is to analyze the content and extract
detailed descriptions of the culture medium
components and growth conditions required
for the strain, including key ingredients,
specific environmental parameters, and pro-
cedural steps.
Please answer the following question:
{question}
Follow the reasoning steps provided below:
{note}
Provide your final answer within the
<Answer> tags as shown: <Answer>
your_answer_here </Answer>

933

C.2 Multimodal Understanding934

C.2.1 Table-based Strain Attribute935

Extraction936

This task evaluates a model’s capability to accu-937

rately interpret and extract structured information938

from complex tabular data in microbiological liter-939

ature, requiring sophisticated pattern recognition940

and relationship inference.941

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in the precise interpreta-
tion and analysis of tabular microbiological
data. Your expertise includes understand-
ing complex taxonomic tables, growth char-
acteristic matrices, and comparative strain
property charts used in research publica-
tions and laboratory reports.
I will provide you with a passage of text.
Your task is to carefully analyze the content
and identify and extract critical information
from tabular data, addressing challenges
such as header interpretation, cell content
association, data relationship inference, and
handling of missing or partial data in micro-
bial strain documentation.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

942

C.2.2 Figure-based Strain Attribute 943

Extraction 944

This task tests a model’s ability to derive mean- 945

ingful information from descriptions of graphical 946

representations in microbiology research, includ- 947

ing growth curves, metabolic pathways, and mi- 948

croscopy image analyses. 949

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in the precise interpre-
tation of graphical data representing mi-
crobial properties and behaviors. Your ex-
pertise includes analyzing growth curves,
metabolic pathway diagrams, microscopy
image interpretations, and phylogenetic
trees commonly found in microbiological
research.
I will provide you with a passage of text.
Your task is to carefully analyze the content
and identify and extract critical information
from graphical representations, including
curve trend analysis, data point comparison,

950
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legend and axis interpretation, and quan-
titative result extraction from visual data
related to microbial strains.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

951

C.2.3 Multimodal Strain Attribute Reasoning952

This task evaluates a model’s capacity to integrate953

and synthesize information about microbial strains954

across multiple presentation formats, requiring so-955

phisticated cross-modal verification and comple-956

mentary information processing.957

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in the precise integra-
tion and synthesis of multimodal microbi-
ological information. Your expertise in-
cludes correlating textual descriptions with
tabular data and graphical evidence to form
comprehensive understandings of microbial
characteristics, behaviors, and classifica-
tions.
I will provide you with a passage of text.
Your task is to carefully analyze the content
and integrate and reason across information
from text, tables, and images, performing
cross-modal verification, complementary
information synthesis, and complex infer-
encing based on multi-source data about
microbial strains.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

958

C.3 Complex Semantic Reasoning959

C.3.1 Multi-Entity Attribute Association960

This task assesses a model’s ability to correctly961

assign attributes to their corresponding micro-962

bial entities within complex texts, requiring ad- 963

vanced coreference resolution and entity relation- 964

ship tracking. 965

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in the precise identi-
fication and association of attributes with
their corresponding microbial entities. Your
expertise includes resolving complex refer-
ential relationships in scientific literature,
disambiguating between similar strains, and
tracking attribute assignments across dense
technical descriptions.
I will provide you with a passage of text.
Your task is to carefully analyze the con-
tent and identify attributes corresponding
to multiple entities within long paragraphs
and accurately align attributes to their cor-
rect subjects, especially when subjects are
omitted or ambiguously referenced in mi-
crobiological contexts.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

966

C.3.2 Multi-value Priority Resolution 967

This task evaluates a model’s capability to select 968

the most appropriate value when confronted with 969

multiple conflicting measurements for the same 970

microbial property, requiring contextual reasoning 971

about experimental reliability. 972

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in evaluating and pri-
oritizing conflicting or multiple reported
values for microbial properties. Your ex-
pertise includes understanding experimen-
tal context, methodological reliability, and
standardized reporting systems for strain
characteristics.
I will provide you with a passage of text.
Your task is to carefully analyze the content
and select the most contextually appropri-

973
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ate and semantically prioritized value when
multiple candidate values are associated
with the same property, considering factors
such as experimental conditions, measure-
ment methods, and scientific consensus.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

974

C.3.3 Negation and Contrast Relationship975

Parsing976

This task measures a model’s ability to accurately977

interpret complex linguistic structures involving978

negation and contrastive relationships in microbio-979

logical contexts, essential for extracting factually980

correct information.981

Prompt Template

You are an expert in microbiology with
specialized knowledge in the precise inter-
pretation of complex linguistic structures
describing microbial properties. Your ex-
pertise includes analyzing negation pat-
terns, contrastive relationships, and excep-
tion clauses in scientific literature to extract
accurate factual information.
I will provide you with a passage of text.
Your task is to carefully analyze the content
and parse and interpret negation and con-
trastive relationships to accurately capture
the intended factual meaning from complex
expressions about microbial strains, their
properties, and behaviors.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

982

C.3.4 Logical Condition Reasoning983

This task evaluates a model’s capacity to apply984

logical frameworks and conditional reasoning to985

microbiological information, requiring the ability 986

to process complex if-then relationships and depen- 987

dency chains. 988

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in the application of
logical frameworks to microbiological data
interpretation. Your expertise includes un-
derstanding complex conditional relation-
ships in experimental designs, metabolic
pathways, and growth requirements.
I will provide you with a passage of text.
Your task is to carefully analyze the con-
tent and infer conclusions based on multiple
conditional statements and constraints, in-
cluding conditional dependencies, "if-then"
structures, and contextual logic chains rele-
vant to microbial characteristics and behav-
iors.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

989

C.3.5 Cross-Paragraph Entity Tracking 990

This task assesses a model’s ability to maintain 991

coherent tracking of microbial entities across mul- 992

tiple paragraphs, requiring sophisticated corefer- 993

ence resolution and information integration across 994

distributed contexts. 995

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in the coherent integra-
tion of distributed information about micro-
bial entities. Your expertise includes main-
taining entity consistency across complex
research papers, tracking strain references
across multiple experimental sections, and
resolving co-reference in technical writing.
I will provide you with a passage of text.
Your task is to carefully analyze the con-
tent and track entities across multiple para-
graphs to integrate fragmented information
and ensure consistent entity-level under-

996
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standing of microbial strains and their prop-
erties.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

997

C.3.6 Implicit Conclusion Generation998

This task evaluates a model’s ability to derive sci-999

entifically sound inferences about microbial prop-1000

erties that are not explicitly stated but logically1001

follow from the provided information.1002

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in inferential reasoning
based on incomplete microbiological data.
Your expertise includes drawing scientifi-
cally sound conclusions from partial evi-
dence, understanding implied relationships
in research findings, and extrapolating valid
inferences from experimental results.
I will provide you with a passage of text.
Your task is to carefully analyze the con-
tent and infer logically valid conclusions
that are not explicitly stated in the text, by
synthesizing contextual clues, conditions,
and implied relationships about microbial
strains and their properties.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

1003

C.3.7 Multi-Instance Comparative Reasoning1004

This task measures a model’s capability to perform1005

comparative analyses across different experimen-1006

tal instances in microbiology, requiring the ability1007

to identify patterns, differences, and meaningful1008

relationships across complex contexts.1009

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in the comparative anal-
ysis of microbial entities across different
experimental conditions. Your expertise
includes identifying meaningful patterns
across multiple experiments, understand-
ing significance in comparative studies, and
drawing conclusions from parallel or con-
trasting results.
I will provide you with a passage of text.
Your task is to carefully analyze the content
and perform comparative analysis across
different experimental instances or groups
to derive conclusions based on observed dif-
ferences, similarities, or relative outcomes
in microbial behavior, growth patterns, or
metabolic activities.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

1010

C.4 Layout Structure and Semantic Region 1011

Recognition 1012

C.4.1 Semantic Document Region Extraction 1013

This task evaluates a model’s ability to identify 1014

and extract structured information from specific 1015

regions within scientific literature, requiring under- 1016

standing of document architecture and semantic 1017

organization in microbiological publications. 1018

Prompt Template

You are an expert in microbiology with spe-
cialized knowledge in the precise identifi-
cation and extraction of structured infor-
mation from scientific literature. Your ex-
pertise includes recognizing standardized
document components, understanding sci-
entific publication formats, and extracting
semantically meaningful sections from re-
search papers.
I will provide you with a passage of text.
Your task is to carefully analyze the con-
tent and accurately identify and extract

1019
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key semantic regions within scientific lit-
erature—such as titles, author names, in-
stitutional affiliations, abstracts, introduc-
tion sections, methodology descriptions,
results, discussions, figure captions, ta-
ble headers, acknowledgments, and refer-
ences—maintaining their hierarchical rela-
tionships and contextual significance.
Please answer the following question:
{question}
Follow the reasoning steps provided below
to complete the task: {note}
Present your final answer within
the <Answer> tags as shown be-
low: <Answer> your_answer_here
</Answer>

1020

D Subtask Description1021

In this appendix, we provide detailed definitions1022

and representative examples for all evaluation tasks1023

introduced in the main paper, including sample1024

inputs, expected outputs, and evaluation criteria.1025

D.1 Structured Information Extraction1026

D.1.1 Strain Entity Recognition and1027

Normalization1028

This task focuses on identifying and normalizing1029

standard strain entity names from a given passage.1030

The goal is to extract the correct strain name in its1031

canonical form based on context.1032

• Task Input: A passage of text containing1033

information about a microbial strain entity1034

• Task Output: The normalized strain entity1035

name that accurately answers the question1036

• Evaluation Metric: Exact-match F1 score1037

between the predicted and reference answers1038

Input:
Based on the results from phylogenetic,

morphological, and protein analyses, we
conclude that the novel strain represents a
novel species of the genus Methanocaldo-
coccus, for which the name Methanocaldo-
coccus villosus sp. nov. is proposed (type
strain KIN24-T80 T = DSM 22612 T = JCM
16315 T).

Question:
"What is the full name of

1039

a strain (species+strain)?"

Expected Answer:
<Answer>

Methanocaldococcus villosus
KIN24-T80 </Answer>

1040

D.1.2 Strain Entity Resolution 1041

This task focuses on determining whether different 1042

mentions of strain identifiers within a given context 1043

refer to the same microbial entity. 1044

• Task Input: A passage of text containing 1045

information about a microbial strain entity 1046

• Task Output: A binary True or False an- 1047

swer indicating whether the given strain men- 1048

tions refer to the same entity 1049

• Evaluation Metric: Exact-match accuracy 1050

score between predicted and reference an- 1051

swers 1052

Input:
Based on the results from phylogenetic,

morphological, and protein analyses, we
conclude that the novel strain represents a
novel species of the genus Methanocaldo-
coccus, for which the name Methanocaldo-
coccus villosus sp. nov. is proposed (type
strain KIN24-T80T = DSM 22612T = JCM
16315T).

Question:
"Is strain KIN24-T80 the

same strain entity as strain
JCM 16315?"

Expected Answer:
<Answer> True </Answer>

1053

D.1.3 Strain Taxonomy Extraction 1054

This task focuses on extracting the full taxonomic 1055

lineage of a given microbial strain, including do- 1056

main, phylum, class, order, family, genus, and 1057

species, as available in the input context. 1058

• Task Input: A textual passage that con- 1059

tains taxonomic information about a micro- 1060

bial strain, along with by a specific question 1061

• Task Output: The explicit taxonomic clas- 1062

sification of the strain corresponding to the 1063

question scope (e.g., genus, species) 1064
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• Evaluation Metric: Exact match accuracy1065

between the predicted and reference answers1066

Input:
A novel chemolithoautotrophic, hyper-

thermophilic methanogen was isolated from
a submarine hydrothermal system at the Kol-
beinsey Ridge, north of Iceland. Based on
its 16S rRNA gene sequence, the strain be-
longs to the order Methanococcales within
the genus Methanocaldococcus, with ap-
proximately 95% sequence similarity to
Methanocaldococcus jannaschii as its clos-
est relative.

Question:
"What is the genus of the

microorganism for the strain
KIN24-T80?"

Expected Answer:
<Answer>

Methanocaldococcus </Answer>
1067

D.1.4 Strain Physiological Characteristic1068

Extraction1069

This task focuses on extracting physiological char-1070

acteristics of microbial strains from a given pas-1071

sage of text. The focus is on intrinsic properties of1072

the strain, such as Gram reaction, motility, and cell1073

morphology.1074

• Task Input: A passage of text describing1075

physiological traits of a microbial strain,1076

along with a specific question1077

• Task Output: The description or value of1078

the strain’s physiological trait based on the1079

question scope1080

• Evaluation Metric: Exact-match F1 score1081

between the predicted and reference answers1082

Input:
Cells of the novel organism stained

Gram-negative and appeared as regular to ir-
regular cocci possessing more than 50 polar
flagella. These cell appendages mediated
not only motility but also adherence to abi-
otic surfaces and the formation of cell–cell
contacts.

Question:
1083

"What is the Gram reaction
for the strain KIN24-T80?"

Expected Answer:
<Answer> Gram-negative

</Answer>
1084

D.1.5 Environmental Growth Parameter 1085

Extraction 1086

This task focuses on extracting environmental 1087

growth parameters of microbial strains from a 1088

given passage of text. The emphasis is on growth 1089

conditions such as temperature, pH, salinity (NaCl 1090

concentration), and required chemical components 1091

or elements for growth. 1092

• Task Input: A passage of text describing the 1093

environmental growth conditions of a micro- 1094

bial strain, along with a specific question 1095

• Task Output: The strain’s growth parameter 1096

or required condition based on the question 1097

• Evaluation Metric: Exact-match F1 score 1098

between the predicted and reference answers 1099

Input:
Hence, all further experiments were per-

formed at the optimal growth temperature
of 80 C. To ascertain the pH dependence of
the organism, the pH of the medium was ad-
justed with diluted sulphuric acid or sodium
hydroxide, as indicated above, without the
usage of additional buffers. Growth was ob-
served between pH 5.5 and 7.0, with an op-
timum at pH 6.5; no growth was detected at
or below pH 5.0 or at and above pH 7.5. Dif-
ferent amounts of NaCl were added to the
culture medium (MGG medium prepared
without NaCl) to determine the optimum
growth rate with regard to salt concentra-
tion. The minimal requirement for growth
was 0.5% (w/v) NaCl, the upper limit was
5.5% (w/v) NaCl, and the optimum was
2.5% (w/v) NaCl. The minimum doubling
time for growth of strain KIN24-T80T under
optimal conditions was 45 min.

Question:
"What is the minimum

NaCl concentration required
for growth of the strain
KIN24-T80?"
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Expected Answer:
<Answer> 0.5% </Answer>

1101

D.1.6 Strain Attribute Semantic1102

Categorization1103

This task focuses on identifying and categorizing1104

strain attributes related to their growth environ-1105

ments into standardized semantic categories (e.g.,1106

geothermal, marine, terrestrial, halophilic, ther-1107

mophilic).1108

• Task Input: A passage of text describing the1109

growth environment or habitat of a microbial1110

strain, along with a specific question1111

• Task Output: The categorized description of1112

the strain’s typical growth environment1113

• Evaluation Metric: Exact-match F1 score1114

between the predicted and reference answers1115

Input:
The results of phenotypic characteriza-

tion confirm the affiliation of KIN24-T80T

to the genus Methanocaldococcus. Never-
theless, 16S rRNA gene sequence analy-
sis in combination with the unique whole-
cell protein SDS-PAGE pattern proved its
distinctiveness from any previously de-
scribed species. Based on the data pre-
sented herein, strain KIN24-T80T repre-
sents a novel species, for which the name
Methanocaldococcus villosus sp. nov. is
proposed. Herewith, we describe the
first hyperthermophilic Methanocaldococ-
cus species isolated from a shallow subma-
rine hydrothermal system.

Question:
"In what specific habitat

or environment does this
organism typically grow for
the strain KIN24-T80?"

Expected Answer:
<Answer>Geothermal</Answer>

1116

D.1.7 Strain Culture Medium and Growth1117

Condition Extraction1118

This task focuses on identifying and structuring1119

descriptions of culture medium components and1120

cultivation conditions required for strain growth.1121

• Task Input: A passage of text describing the 1122

culture medium and associated question 1123

• Task Output: A structured answer to the 1124

question about the culture medium compo- 1125

sition or growth condition 1126

• Evaluation Metric: Exact-match F1 score 1127

between the predicted and reference answers 1128

Input:
"Microorganisms DSMZ. PFENNIG’S

MEDIUM I consists of multiple solutions.
Solution A contains calcium chloride dihy-
drate (0.25 g), yeast extract (0.25 g), and
distilled water (460.00 ml). For marine or
estuarine isolates, add 100.0 g NaCl and in-
crease magnesium sulfate heptahydrate to
15.0 g. Solution B includes sodium sulfide
nonahydrate (2.00 g) in 135.00 ml distilled
water. Solution C is prepared with sodium
bicarbonate (1.50 g) in 50.00 ml water, bub-
bled with CO2 and filter sterilized. Solu-
tion D contains resazurin (0.1%, 0.5 ml) in
450.00 ml distilled water. Solution E in-
cludes ammonium chloride (0.35 g), ammo-
nium acetate (0.25 g), pyruvic acid sodium
salt (0.25 g), dextrose (0.25 g), magne-
sium sulfate heptahydrate (0.50 g), potas-
sium chloride (0.35 g), potassium phos-
phate monobasic (0.35 g), trace element
solution SL-12 B (1.00 ml), and distilled
water (25 ml), and is filter sterilized. So-
lution F consists of vitamin B12 (0.01 g)
in 100.00 ml distilled water, filter steril-
ized. The trace element solution SL-12
B includes distilled water (1000.00 ml),
Na2-EDTA (3.00 g), FeSO4·7H2O (1.10 g),
CoCl2·6H2O (190.00 mg), MnCl2·2H2O
(50.00 mg), ZnCl2 (42.00 mg), NiCl2·6H2O
(24.00 mg), Na2MoO4·2H2O (18.00 mg),
H3BO3 (300.00 mg), and CuCl2·2H2O
(2.00 mg), adjusted to pH 6.0. Solutions
D, C, and E are mixed, bubbled with CO2
in an ice bath under sterile conditions, and
50 ml is added to each bottle of solution A.
Before use, add 4 ml solution B and 0.1 ml
solution F. The final pH is adjusted to 7.1–
7.3 using filter-sterilized 1 M Na2CO3. The
medium is distributed into sterile, nitrogen-
gassed screw-cap tubes. During the first 24
hours, iron precipitates as black flocks; no
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other sediment should appear. Periodic sup-
plementation with neutralized 3% sodium
sulfide solution is required. The sulfide so-
lution is made with Na2S·9H2O (3.00 g) in
100.00 ml distilled water, bubbled with ni-
trogen, autoclaved, and pH-adjusted to ~7.0
with sterile 2 M H2SO4. A yellow color
indicates a drop to pH ~8. The solution
is stirred continuously to avoid elemental
sulfur precipitation, and the final solution
should be clear and yellow."
Question:

"What components are
required in the culture
medium?"

Expected Answer:
<Answer>Calcium chloride,

yeast extract, sodium
sulfide, sodium bicarbonate,
resazurin, ammonium chloride,
ammonium acetate, pyruvate,
dextrose, magnesium
sulfate, potassium chloride,
potassium phosphate,
vitamin B12, trace elements
(including EDTA, FeSO4,
CoCl2, MnCl2, ZnCl2, NiCl2,
MoO4, BO3, CuCl2)</Answer>

1130

D.2 Multimodal Understanding1131

D.2.1 Table-based Strain Attribute Extraction1132

This task aims to extract specific attribute infor-1133

mation of microbial strains from tabular data. It1134

addresses challenges such as header interpretation,1135

cell value association, multi-attribute relationship1136

inference, and handling of missing or incomplete1137

information.1138

• Task Input: A table describing multiple1139

strain characteristics (e.g., physiological traits,1140

growth conditions)1141

• Task Output: Structured extraction of tar-1142

get strain attributes in response to a specific1143

question1144

• Evaluation Metric: Exact-match F1 score1145

between the predicted and reference answers1146

Input:

Question:
"What is the optimal NaCl

concentration for the strain
B-10T?"

Expected Answer:
<Answer>1%</Answer>

1147

D.2.2 Figure-based Strain Attribute 1148

Extraction 1149

This task aims to extract specific attribute informa- 1150

tion of microbial strains from figure-based data. It 1151

addresses challenges such as visual interpretation, 1152

pattern recognition, multi-attribute relationship in- 1153

ference, and handling of incomplete or ambiguous 1154

visual information. 1155

• Task Input: A figure illustrating various 1156

strain characteristics (e.g., physiological traits, 1157

growth conditions) 1158

• Task Output: Structured extraction of tar- 1159

get strain attributes in response to a specific 1160

question 1161

• Evaluation Metric: Exact-match F1 score 1162

between the predicted and reference answers 1163

Input:

1164
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Question:
"What is the optimal

growth temperature for the
strain ivanov?"

Expected Answer:
<Answer>46</Answer>

1165

D.2.3 Multimodal Strain Attribute Reasoning1166

This task focuses on integrating and reasoning1167

across information from text, tables, and images.1168

The information may be present in both the text1169

and the figures, and the model needs to effectively1170

combine multimodal data to answer questions.1171

• Task Input: A passage of text and a table/fig-1172

ure describing the culture medium and associ-1173

ated question.1174

• Task Output: A structured answer to the1175

question about the culture medium compo-1176

sition or growth condition.1177

• Evaluation Metric: Exact-match F1 score1178

between the predicted and reference answers.1179

Input:
Text: "An autotrophic thermophilic

motile coccoid methanogen was isolated
from geothermally heated sea sediments
near Naples, Italy. Growth occurs on
H2/CO2 and on formate between 30 and
70°C, with an optimum at 65°C. The opti-
mal doubling time is only 55 minutes. The
NaCl concentration ranges from 1.3% to
8.3%, with an optimum around 4%. By its
G + C content of 31.3 mol%, its subunit
envelope, and by DNA-RNA hybridization,
the new isolate is clearly defined as a mem-
ber of the genus Methanococcus. We name
it Methanococcus thermolithotrophicus SN-
1."
Figure:

1180

Question:
"What is the lower bound of the optimal

growth temperature range for Methanococ-
cus thermolithotrophicus SN-1?"

Expected Answer:
<Answer>65</Answer>

1181

D.3 Complex Semantic Reasoning 1182

D.3.1 Multi-Entity Attribute Association 1183

This task aims to extract the correct attribute value 1184

for a specific microbial entity mentioned in the 1185

question from a passage that includes multiple en- 1186

tities and their associated attributes. The model 1187

must accurately resolve entity-level ambiguity and 1188

ensure that the extracted answer corresponds pre- 1189

cisely to the target entity, not to other co-mentioned 1190

entities. 1191

• Task Input: A passage containing multiple 1192

microbial strains, each associated with dif- 1193

ferent attributes, and a question targeting a 1194

specific entity’s attribute. 1195

• Task Output: The exact attribute value (e.g., 1196

substrate, temperature, compound name) as- 1197

sociated with the target entity mentioned in 1198

the question. 1199

• Evaluation Metric: Exact-match F1 score 1200

between the predicted and reference answers. 1201

Input:
Our results seem to indicate that, in

rice fields, Methanobacterium spp. are
1202
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mostly responsible for CH4 production from
H2/CO2, and Methanosarcina spp. for CH4
production from acetate. Jannaschii its clos-
est relative.

Question:
"Is acetate supporting

the growth for the strain
Methanosarcina spp.?"

Expected Answer:
<Answer> true </Answer>

1203

D.3.2 Multi-value Priority Resolution1204

This task focuses on selecting the most appropriate1205

attribute value when multiple candidate values are1206

mentioned throughout the document. The model1207

needs to resolve conflicts or prioritize among val-1208

ues based on contextual cues or scientific conven-1209

tions.1210

• Task Input: A passage containing multiple1211

candidate values for a given attribute1212

• Task Output: The most appropriate and con-1213

textually valid attribute value1214

• Evaluation Metric: Exact-match F1 score1215

between the predicted and reference answers.1216

Input:
These isolates (strains FDF-17 [T = type

strain], FDF-2, SF-2, Ret-1, SD-1, and
Cas-1) grew on media containing methanol
and mono-, di-, and trimethylamines as
catabolic substrates, but not on media con-
taining dimethyl sulfide, methane thiol, H2,
formate, or acetate. Other cultures contain-
ing methanol as the catabolic substrate and
inoculated in the same way also formed
methane, but cultures in media containing
acetate, H2, formate, propionate, butyrate,
lactate, or cellulose did not form methane.

Question:
"What substrates do not

support the organism’s
growth for the strain
FDF-17?"

Expected Answer:
<Answer>acetate, H2,

formate, propionate,
1217

butyrate, lactate,
cellulose</Answer>

1218

D.3.3 Negation and Contrast Relationship 1219

Parsing 1220

This task focuses on identifying and interpreting 1221

negation and contrast relationships within scien- 1222

tific descriptions. The goal is to accurately deter- 1223

mine whether specific conditions, substances, or 1224

attributes are positively or negatively associated 1225

with the target strain. 1226

• Task Input: A scientific passage containing 1227

multiple statements about strain behavior un- 1228

der different conditions 1229

• Task Output: The exact attribute value or 1230

Boolean answer that correctly reflects the 1231

negated or contrasted relationship 1232

• Evaluation Metric: Exact-match F1 score 1233

between the predicted and reference answers. 1234

Input:
To test the ability of the isolate to utilize

energy sources other than H2, the medium
was prepared with a gas phase of N2/CO2

(250 kPa, 80:20, v/v), and the following sub-
strates were added separately to final con-
centrations of 0.1% (w/v): acetate, formate,
methanol, pyruvate, and yeast extract. No
growth could be detected over a period of 3
days by phase-contrast microscopy. There-
fore, the strain was considered to grow ex-
clusively by reduction of CO2 using H2

as an electron donor, like all members of
the genus Methanocaldococcus with validly
published names (Jones et al., 1983; Jean-
thon et al., 1998, 1999; L’Haridon et al.,
2003).

Question:
"Is N2 supporting the growth for the

strain Methanosarcina spp.?"

Expected Answer:
<Answer>false</Answer>

1235

D.3.4 Logical Condition Reasoning 1236

This task focuses on identifying and interpreting 1237

logical conclusions derived from multiple con- 1238

ditional statements and constraints. These may 1239
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include "if-then" structures, condition-dependent1240

outcomes, and contextual logic chains commonly1241

found in scientific reasoning.1242

• Task Input: A scientific passage containing1243

conditionally structured information or logi-1244

cal dependencies.1245

• Task Output: The exact attribute value or1246

Boolean answer that accurately reflects the1247

inference drawn from the stated conditions.1248

• Evaluation Metric: Exact-match F1 score1249

between the predicted and reference answers.1250

Input:
To test whether the organism could grow

without hydrogen, cultures were prepared
with a gas phase of N2/CO2 (80:20) and sup-
plemented separately with acetate, formate,
methanol, pyruvate, and yeast extract. No
growth was observed over 3 days. There-
fore, the strain is considered to grow exclu-
sively via CO2 reduction using H2 as the
electron donor.

Question:
"What substrates support the organism’s

growth?"

Expected Answer:
<Answer>H2/CO2 </Answer>

1251

D.3.5 Cross-Paragraph Entity Tracking1252

This task focuses on identifying and interpreting1253

entity attributes that span across multiple para-1254

graphs, requiring the model to track and connect1255

relevant entities and their associated properties1256

across different sections of the text.1257

• Task Input: A passage containing informa-1258

tion spread across multiple paragraphs, where1259

entities and their attributes need to be identi-1260

fied and linked correctly.1261

• Task Output: The exact attribute value or1262

Boolean answer that accurately reflects the in-1263

ference drawn from the connections between1264

the entities and their attributes across the para-1265

graphs.1266

• Evaluation Metric: Exact-match F1 score1267

between the predicted and reference answers.1268

Input:
In order to investigate the growth con-

ditions for Methanocaldococcus species,
MGG medium was prepared with various
substrates, including acetate, H2, and for-
mate. The organism showed significant
growth when acetate and H2 were present,
but no growth was observed with formate
as the sole substrate. The strains were incu-
bated at a constant temperature of 37°C for
a period of 7 days.

Question:
"What substrates support the organism’s

growth?"

Expected Answer:
<Answer>acetate,H2</Answer>

1269

D.3.6 Implicit Conclusion Generation 1270

This task focuses on identifying and interpreting 1271

implicit conclusions based on the provided scien- 1272

tific context, where conclusions are inferred from 1273

the given information rather than explicitly stated. 1274

• Task Input: A passage containing informa- 1275

tion that indirectly leads to a conclusion. 1276

• Task Output: The exact attribute value or 1277

Boolean answer that accurately reflects the 1278

implicit inference drawn from the passage. 1279

• Evaluation Metric: Exact-match F1 score 1280

between the predicted and reference answers. 1281

Input:
Selective enrichment culture techniques

were employed to obtain mixed cultures of
methanogenic rods and sarcina from surface
flooding waters and deep subsurface (-1650
m) oil-bearing sedimentary rocks and for-
mation waters sampled from an old oil field
in the U.S.S.R. previously reported to dis-
play active biological methanogenesis. The
methanogens were selectively isolated as
colonies on agar petri dishes that were incu-
bated in a novel container.

Question:
"What is the source for the strain?"

Expected Answer:
<Answer>oil-bearing

1282
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sedimentary rocks, formation
waters</Answer>

1283

D.3.7 Multi-Instance Comparative Reasoning1284

This task focuses on conducting a comparative1285

analysis across different experimental conditions1286

or groups to derive conclusions based on observed1287

differences, similarities, or relative outcomes.1288

• Task Input: A scientific passage containing1289

information about different experimental con-1290

ditions or groups.1291

• Task Output: The exact attribute value or1292

Boolean answer that accurately reflects the1293

comparison between different conditions.1294

• Evaluation Metric: Exact-match F1 score1295

between the predicted and reference answers.1296

Input:
As the aforementioned studies have re-

ported a requirement for or stimulus by
trace elements or organic compounds for
growth of Methanocaldococcus species in
the presence of H2 and CO2, MGG medium
was prepared without trace minerals and the
following substances were added individu-
ally or in combination: yeast extract (0.1 g
l−1), selenate (0.05 g l−1), tungstate (0.05
g l−1), 1-fold trace mineral solution (Huber
& Stetter, 2006; 10 ml l−1) and 1-fold vi-
tamin solution (Balch et al., 1979; 10 ml
l−1). Experiments in MGG medium with-
out trace mineral solution resulted in slower
growth and two- to fourfold lower final cell
densities compared with the original culture
medium. Adding selenate to the medium
compensated for the effects on growth rate
and final cell densities caused by leaving
out the trace mineral solution, whereas the
addition of tungstate and yeast extract had
no influence on the doubling time.

Question:
"Is tungstate an essential growth compo-

nent?"

Expected Answer:
<Answer>false</Answer>

1297

D.4 Layout Structure and Semantic Region 1298

Recognition 1299

D.4.1 Semantic Document Region Extraction 1300

This task focuses on identifying and extracting key 1301

semantic units from scientific documents, such as 1302

author names, article titles, and journal names. The 1303

goal is to convert unstructured text into structured 1304

information to support document understanding 1305

and organization. 1306

• Task Input: A passage containing various 1307

semantic units such as author names, titles, 1308

and other document-related metadata. 1309

• Task Output: The exact semantic unit or 1310

attribute value extracted from the passage. 1311

• Evaluation Metric: Exact-match F1 score 1312

between the predicted and reference answers. 1313

Input:
"International Journal of System-
atic and Evolutionary Microbiol-
ogy (2011), 61, 1239–1245 DOI
10.1099/ijs.0.023663-0 Correspondence An-
nett Bellack annett.bellack@biologie.uni-
regensburg.de Methanocaldococcus
villosus sp. nov., a heavily flagellated
archaeon that adheres to surfaces and forms
cell-cell contacts Annett Bellack, Harald
Huber, Reinhard Rachel, Gerhard Wanner
and Reinhard Wirth Lehrstuhl fuer Mikrobi-
ologie und Archaeenzentrum, Universitaet
Regensburg, Universitaetsstrasse 31, 93053
Regensburg, Germany Zentrum fuer
Elektronenmikroskopie der NWFIII, Uni-
versitaet Regensburg, Universitaetsstrasse
31, 93053 Regensburg, Germany Biozen-
trum der LMU, Department Biologie I,
Großhadernerstrasse 4, 82152 Planegg"

Question:
"What is the name of the journal where

this paper was published?"

Expected Answer:
<Answer>International

Journal of Systematic
and Evolutionary
Microbiology</Answer>

1314
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E JSON Example1315

In this section, we introduce the JSON format used1316

for the MicrobeCollect IR workflow and for Mi-1317

crobeQuest QA test cases.1318

E.1 JSON Structure of MicrobeCollect1319

This JSON format is generated by the MicrobeCol-1320

lect agentic processing pipeline and further refined1321

through cross-modal alignment. It captures ex-1322

tracted attribute values, supporting evidence, doc-1323

ument anchors (e.g., OCR locations), and confi-1324

dence scores.1325

value: The extracted attribute value. (e.g.,
"0.5 M")

source_text: The exact text span from the
document that supports the extracted value.
(e.g., "NaCl concentration was
0.5 M for optimal growth.")

location: The OCR bounding box in pixel
coordinates for the evidence text on the orig-
inal page, typically formatted as [x0, y0,
x1, y1]. (e.g., [112, 235, 290,
260])

evidence_score: A model-assigned con-
fidence score ranging from 0 to 100 that
reflects the reliability of the extracted evi-
dence. (e.g., 94)

1326

E.2 JSON Structure of MicrobeQuest1327

This JSON format is specifically designed for Mi-1328

crobeQuest QA test cases, aimed at evaluating the1329

performance of models.1330

case_id: A unique identifier for the test case
(e.g., ’MB-S071-00001’),

version: The version number of the test
case

timestamp: The timestamp when the test
case was created or updated,
difficulty: The difficulty level of the test
case (Easy, Medium, Hard),
task_category: The main category of the
task,
task_subcategory: The subcategory of the
task,
test_case:

• input:
1331

– pdf_index: The index of the
relevant PDF document (e.g.,
’S071’),

– image_index: A list of image in-
dices related to the test case,

– is_full_pdf: A boolean indicat-
ing whether the entire PDF is
available (e.g., true)

• question: The question to be answered
in the test case (e.g., ’What is the
source of the microorganism for the
strain WAL1?’),

• note: The instructions for extracting
the required information, including
step-by-step guidelines,

• few_shot_examples: A list of exam-
ple questions and expected answers to
guide the extraction process,

• expected_answer_type: Specifies the
type of expected answer (e.g., ’descrip-
tive’),

• expected_answer: The expected out-
put

1332

F Model Performance 1333

This section provides a brief overview of the 1334

model’s performance across various benchmark ta- 1335

bles and charts, covering accuracy score, F1 score, 1336

and BLEU score under different task types. It 1337

aims to offer a comprehensive evaluation of the 1338

model’s strengths, weaknesses, and applicability 1339

across multiple metrics. 1340

F.1 Tabular Results 1341

We present three benchmark tables summarizing 1342

the model’s performance in terms of accuracy score 1343

(Table 4), F1 score (Table 5), and BLEU score 1344

(Table 6). 1345

F.2 Radar Chart Analysis 1346

To provide a clearer understanding of the model’s 1347

performance across different task categories, we 1348

present four radar charts 7, 8. Each chart corre- 1349

sponds to one major task type and illustrates the 1350

model’s performance in terms of F1 score across 1351

its sub-tasks. 1352
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Task Subtask M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15 M16 M17

Structured Information Extraction

Strain Entity Recognition and Normalization 0.300 0.432 0.148 0.276 0.000 0.263 0.362 0.330 0.490 0.267 0.537 0.315 0.417 0.451 0.444 0.478 0.480
Strain Entity Resolution 0.550 0.506 0.774 0.727 0.286 0.562 0.588 0.570 0.660 0.500 0.550 0.498 0.503 0.511 0.712 0.541 0.600
Strain Taxonomy Extraction 0.496 0.466 0.316 0.379 0.000 0.444 0.439 0.370 0.365 0.297 0.303 0.359 0.330 0.332 0.408 0.325 0.420
Strain Physiological Characteristic Extraction 0.639 0.645 0.610 0.702 0.095 0.699 0.723 0.614 0.695 0.684 0.691 0.724 0.522 0.752 0.653 0.556 0.620
Environmental Growth Parameter Extraction 0.562 0.690 0.504 0.498 0.000 0.629 0.622 0.605 0.644 0.599 0.644 0.526 0.432 0.574 0.667 0.488 0.460
Strain Attribute Semantic Categorization 0.636 0.649 0.478 0.536 0.000 0.675 0.623 0.567 0.543 0.740 0.701 0.687 0.424 0.731 0.852 0.500 0.720
Strain Culture Medium and Growth Condition Extraction 0.754 0.677 0.481 0.518 0.357 0.723 0.661 0.787 0.773 0.600 0.850 0.559 0.581 0.633 0.638 0.580 0.520

Multimodal Understanding
Table-based Strain Attribute Extraction 0.437 0.562 0.450 0.212 0.000 0.547 0.583 0.478 0.524 0.475 0.577 0.381 0.195 0.474 0.694 0.286 0.540
Figure-based Strain Attribute Extraction 0.360 0.380 0.326 0.250 0.071 0.340 0.420 0.312 0.354 0.380 0.420 0.370 0.241 0.413 0.348 0.222 0.380
Multimodal Strain Attribute Reasoning 0.600 0.557 0.500 0.600 0.000 0.613 0.625 0.408 0.550 0.611 0.625 0.396 0.620 0.590 0.673 0.740 0.540

Complex Semantic Reasoning

Multi-Entity Attribute Association 0.450 0.463 0.612 0.380 0.020 0.550 0.537 0.536 0.500 0.522 0.537 0.535 0.388 0.578 0.673 0.267 0.640
Multi-value Priority Resolution 0.463 0.455 0.335 0.244 0.061 0.338 0.400 0.345 0.343 0.411 0.525 0.409 0.245 0.429 0.449 0.316 0.480
Negation and Contrast Relationship Parsing 0.675 0.747 0.553 0.750 0.095 0.734 0.744 0.700 0.656 0.744 0.800 0.705 0.656 0.727 0.775 0.655 0.720
Logical Condition Reasoning 0.580 0.784 0.512 0.520 0.000 0.625 0.775 0.436 0.579 0.711 0.784 0.634 0.714 0.690 0.640 0.680 0.560
Cross-paragraph Entity Tracking 0.435 0.544 0.413 0.391 0.020 0.438 0.468 0.405 0.378 0.379 0.437 0.431 0.253 0.422 0.480 0.400 0.420
Implicit Conclusion Generation 0.444 0.468 0.388 0.425 0.000 0.395 0.446 0.421 0.407 0.411 0.456 0.495 0.361 0.497 0.388 0.464 0.540
Multi-instance Comparative Reasoning 0.425 0.426 0.257 0.202 0.000 0.388 0.475 0.543 0.500 0.400 0.475 0.294 0.287 0.330 0.250 0.321 0.260

Layout Structure and Semantic Region Recognition Semantic Document Region Extraction 0.662 0.280 0.506 0.288 0.000 0.675 0.375 0.710 0.250 0.667 0.250 0.753 0.282 0.731 0.709 0.282 0.680

Overall Accuracy Score 0.526 0.541 0.454 0.439 0.056 0.535 0.548 0.508 0.512 0.522 0.565 0.504 0.414 0.548 0.581 0.450 0.532

Table 4: Accuracy performance of all models on the MicrobeQuest multimodal benchmark. Blue text indicates
open-source models, orange text signifies closed-source models and red number indicates the best-performances
model. Model identifiers:
M1 = PyMuPDF4LLM + llama-4-scout-17b-16e-instruct,
M2 = MistralOCR + llama-4-scout-17b-16e-instruct,
M3 = PyMuPDF4LLM + Qwen-72B,
M4 = MistralOCR + Qwen-72B,
M5 = DeepSeek-VL-7B-Chat,
M6 = PyMuPDF4LLM + THUDM/GLM-4-32B-0414,
M7 = MistralOCR + THUDM/GLM-4-32B-0414,
M8 = PyMuPDF4LLM + Hunyuan-Turbos-Latest,
M9 = MistralOCR + Hunyuan-Turbos-Latest,
M10 = PyMuPDF4LLM + Qwen-Coder-Plus,
M11 = MistralOCR + Qwen-Coder-Plus,
M12 = PyMuPDF4LLM + GPT-4o-mini,
M13 = MistralOCR + GPT-4o-mini,
M14 = Qwen-Max,
M15 = GPT-o1,
M16 = Gemini-2.5-pro,
M17 = Kimi-latest-128k.
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Task Subtask M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15 M16 M17

Structured Information Extraction

Strain Entity Recognition and Normalization 0.613 0.633 0.425 0.477 0.046 0.610 0.718 0.679 0.724 0.598 0.730 0.562 0.586 0.678 0.704 0.642 0.720
Strain Entity Resolution 0.550 0.506 0.774 0.727 0.303 0.562 0.588 0.570 0.660 0.500 0.550 0.498 0.503 0.511 0.712 0.541 0.600
Strain Taxonomy Extraction 0.512 0.494 0.331 0.393 0.013 0.458 0.455 0.381 0.377 0.309 0.313 0.372 0.340 0.342 0.429 0.338 0.440
Strain Physiological Characteristic Extraction 0.700 0.719 0.610 0.702 0.119 0.757 0.779 0.650 0.734 0.732 0.730 0.724 0.527 0.752 0.653 0.556 0.689
Environmental Growth Parameter Extraction 0.605 0.717 0.548 0.563 0.041 0.676 0.665 0.668 0.688 0.638 0.710 0.585 0.488 0.628 0.699 0.541 0.554
Strain Attribute Semantic Categorization 0.636 0.650 0.478 0.536 0.005 0.676 0.624 0.567 0.544 0.740 0.701 0.687 0.424 0.734 0.852 0.500 0.720
Strain Culture Medium and Growth Condition Extraction 0.845 0.835 0.629 0.668 0.770 0.816 0.797 0.923 0.893 0.792 0.882 0.698 0.713 0.766 0.759 0.707 0.667

Multimodal Understanding
Table-based Strain Attribute Extraction 0.483 0.605 0.482 0.247 0.029 0.581 0.622 0.513 0.558 0.519 0.615 0.425 0.216 0.516 0.694 0.415 0.548
Figure-based Strain Attribute Extraction 0.394 0.414 0.388 0.365 0.081 0.375 0.457 0.356 0.397 0.383 0.426 0.415 0.276 0.462 0.388 0.413 0.410
Multimodal Strain Attribute Reasoning 0.627 0.635 0.526 0.632 0.022 0.655 0.656 0.427 0.573 0.619 0.644 0.417 0.642 0.605 0.689 0.740 0.559

Complex Semantic Reasoning

Multi-Entity Attribute Association 0.477 0.485 0.630 0.416 0.062 0.607 0.568 0.571 0.513 0.546 0.559 0.565 0.410 0.598 0.685 0.301 0.651
Multi-value Priority Resolution 0.660 0.676 0.485 0.535 0.112 0.597 0.635 0.526 0.547 0.613 0.703 0.592 0.543 0.616 0.676 0.518 0.695
Negation and Contrast Relationship Parsing 0.813 0.844 0.607 0.786 0.116 0.847 0.861 0.795 0.768 0.854 0.893 0.838 0.727 0.852 0.870 0.767 0.836
Logical Condition Reasoning 0.616 0.805 0.541 0.548 0.017 0.645 0.800 0.458 0.593 0.728 0.811 0.663 0.726 0.722 0.675 0.711 0.610
Cross-paragraph Entity Tracking 0.535 0.637 0.493 0.519 0.111 0.528 0.561 0.497 0.469 0.454 0.515 0.535 0.346 0.511 0.563 0.469 0.507
Implicit Conclusion Generation 0.552 0.577 0.437 0.497 0.026 0.485 0.512 0.490 0.483 0.516 0.529 0.585 0.428 0.592 0.483 0.580 0.594
Multi-instance Comparative Reasoning 0.536 0.534 0.377 0.350 0.011 0.500 0.552 0.609 0.586 0.494 0.558 0.423 0.429 0.446 0.455 0.417 0.422

Layout Structure and Semantic Region Recognition Semantic Document Region Extraction 0.936 0.561 0.759 0.558 0.085 0.906 0.639 0.930 0.513 0.908 0.544 0.960 0.520 0.940 0.938 0.520 0.923

Overall F1 Score 0.616 0.629 0.529 0.529 0.109 0.627 0.638 0.589 0.590 0.608 0.634 0.586 0.491 0.626 0.662 0.538 0.619

Table 5: F1 performance of all models on the MicrobeQuest multimodal benchmark. Blue text indicates open-source
models, orange text signifies closed-source models and red number indicates the best-performances model. Model
identifiers:
M1 = PyMuPDF4LLM + llama-4-scout-17b-16e-instruct,
M2 = MistralOCR + llama-4-scout-17b-16e-instruct,
M3 = PyMuPDF4LLM + Qwen-72B,
M4 = MistralOCR + Qwen-72B,
M5 = DeepSeek-VL-7B-Chat,
M6 = PyMuPDF4LLM + THUDM/GLM-4-32B-0414,
M7 = MistralOCR + THUDM/GLM-4-32B-0414,
M8 = PyMuPDF4LLM + Hunyuan-Turbos-Latest,
M9 = MistralOCR + Hunyuan-Turbos-Latest,
M10 = PyMuPDF4LLM + Qwen-Coder-Plus,
M11 = MistralOCR + Qwen-Coder-Plus,
M12 = PyMuPDF4LLM + GPT-4o-mini,
M13 = MistralOCR + GPT-4o-mini,
M14 = Qwen-Max,
M15 = GPT-o1,
M16 = Gemini-2.5-pro,
M17 = Kimi-latest-128k.
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Task Subtask M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15 M16 M17

Structured Information Extraction

Strain Entity Recognition and Normalization 0.232 0.287 0.141 0.195 0.008 0.259 0.334 0.285 0.372 0.240 0.369 0.215 0.265 0.264 0.286 0.249 0.261
Strain Entity Resolution 0.098 0.090 0.138 0.129 0.054 0.100 0.104 0.101 0.117 0.089 0.098 0.088 0.089 0.091 0.127 0.096 0.107
Strain Taxonomy Extraction 0.111 0.108 0.076 0.089 0.001 0.100 0.099 0.090 0.089 0.072 0.075 0.084 0.078 0.079 0.096 0.079 0.092
Strain Physiological Characteristic Extraction 0.171 0.175 0.135 0.142 0.019 0.193 0.192 0.158 0.179 0.184 0.186 0.151 0.100 0.162 0.139 0.099 0.167
Environmental Growth Parameter Extraction 0.165 0.197 0.149 0.146 0.004 0.181 0.183 0.185 0.191 0.174 0.197 0.156 0.127 0.168 0.185 0.152 0.151
Strain Attribute Semantic Categorization 0.174 0.180 0.128 0.144 0.001 0.174 0.163 0.144 0.141 0.198 0.187 0.184 0.121 0.196 0.228 0.123 0.181
Strain Culture Medium and Growth Condition Extraction 0.284 0.279 0.220 0.227 0.130 0.259 0.240 0.286 0.233 0.299 0.186 0.243 0.250 0.287 0.263 0.397 0.229

Multimodal Understanding
Table-based Strain Attribute Extraction 0.103 0.128 0.112 0.058 0.003 0.122 0.133 0.122 0.129 0.110 0.137 0.089 0.068 0.104 0.132 0.164 0.113
Figure-based Strain Attribute Extraction 0.070 0.073 0.074 0.071 0.014 0.073 0.090 0.076 0.089 0.094 0.089 0.073 0.082 0.086 0.069 0.075 0.075
Multimodal Strain Attribute Reasoning 0.109 0.114 0.097 0.114 0.003 0.116 0.117 0.077 0.105 0.111 0.113 0.076 0.120 0.110 0.134 0.132 0.112

Complex Semantic Reasoning

Multi-Entity Attribute Association 0.144 0.139 0.193 0.131 0.008 0.172 0.166 0.171 0.163 0.159 0.164 0.166 0.130 0.180 0.209 0.095 0.173
Multi-value Priority Resolution 0.140 0.137 0.090 0.109 0.017 0.112 0.130 0.104 0.122 0.132 0.158 0.122 0.118 0.127 0.149 0.093 0.134
Negation and Contrast Relationship Parsing 0.145 0.156 0.111 0.139 0.018 0.153 0.155 0.143 0.141 0.158 0.157 0.153 0.134 0.157 0.154 0.140 0.163
Logical Condition Reasoning 0.125 0.160 0.100 0.114 0.004 0.131 0.160 0.101 0.126 0.147 0.169 0.126 0.159 0.137 0.120 0.151 0.109
Cross-paragraph Entity Tracking 0.164 0.190 0.150 0.162 0.013 0.155 0.164 0.162 0.154 0.136 0.154 0.156 0.106 0.156 0.163 0.144 0.138
Implicit Conclusion Generation 0.122 0.136 0.102 0.122 0.003 0.107 0.131 0.123 0.119 0.122 0.119 0.127 0.101 0.129 0.104 0.150 0.128
Multi-instance Comparative Reasoning 0.108 0.106 0.079 0.075 0.001 0.106 0.116 0.129 0.124 0.103 0.116 0.100 0.104 0.116 0.104 0.100 0.105

Layout Structure and Semantic Region Recognition Semantic Document Region Extraction 0.636 0.422 0.433 0.380 0.022 0.623 0.488 0.623 0.410 0.596 0.424 0.658 0.398 0.645 0.636 0.398 0.605

Overall BLEU Score 0.172 0.171 0.140 0.142 0.018 0.174 0.176 0.171 0.167 0.174 0.172 0.165 0.142 0.177 0.183 0.158 0.169

Table 6: BLEU performance of all models on the MicrobeQuest multimodal benchmark. Blue text indicates
open-source models, orange text signifies closed-source models and red number indicates the best-performances
model. Model identifiers:
M1 = PyMuPDF4LLM + llama-4-scout-17b-16e-instruct,
M2 = MistralOCR + llama-4-scout-17b-16e-instruct,
M3 = PyMuPDF4LLM + Qwen-72B,
M4 = MistralOCR + Qwen-72B,
M5 = DeepSeek-VL-7B-Chat,
M6 = PyMuPDF4LLM + THUDM/GLM-4-32B-0414,
M7 = MistralOCR + THUDM/GLM-4-32B-0414,
M8 = PyMuPDF4LLM + Hunyuan-Turbos-Latest,
M9 = MistralOCR + Hunyuan-Turbos-Latest,
M10 = PyMuPDF4LLM + Qwen-Coder-Plus,
M11 = MistralOCR + Qwen-Coder-Plus,
M12 = PyMuPDF4LLM + GPT-4o-mini,
M13 = MistralOCR + GPT-4o-mini,
M14 = Qwen-Max,
M15 = GPT-o1,
M16 = Gemini-2.5-pro,
M17 = Kimi-latest-128k.
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Figure 7: Radar charts showing F1 scores across sub-tasks in Structured Information Extraction and Multimodal
Understanding.
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Figure 8: Radar charts showing F1 scores across sub-tasks Complex Semantic Reasoning and Layout and Semantic
Region Recognition.
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G Error Analysis1353

We categorize the representative error types en-1354

countered in our tasks and provide illustrative ex-1355

amples in the following tables.1356

• Domain Knowledge Dependency: Errors1357

that occur when interpreting specialized mi-1358

crobiological terminology or context require1359

specific domain expertise. Respective exam-1360

ples are seen in Table 7.1361

• Multi-Value Confusion: Errors caused by1362

multiple plausible values within the same con-1363

text, leading to ambiguity in extraction. Re-1364

spective examples are seen in Table 8.1365

• Multi-Entity Confusion: Errors arising from1366

the presence of multiple, co-referenced, or1367

closely located entities, which complicate pre-1368

cise entity boundary detection. Respective1369

examples are seen in Table 9.1370

• Syntactic Complexity: Errors resulting from1371

complex sentence structures or long-range de-1372

pendencies that impede accurate parsing and1373

understanding. Respective examples are seen1374

in Table 10.1375

• Structural Parsing Challenges: Errors asso-1376

ciated with correctly identifying relationships1377

presented in tables, graphs, or other structured1378

document elements. Respective examples are1379

seen in Table 11.1380

H MicrobeCollect Platform1381

To support annotation for microbial IR tasks, we1382

developed MicrobeCollect, an expert-in-the-loop1383

platform that integrates PDF visualization, model1384

output review, and efficient manual correction. Fig-1385

ure 9 shows a demonstration using content from1386

Yu and Leadbetter (2020), which is used here for1387

illustrative purposes only.1388

In the interface, the left panel displays the original1389

PDF, while the right panel shows extracted fields.1390

When a field is selected, its source is highlighted in1391

the document. In this example, a human annotator1392

is correcting an error in the model’s output.1393
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Question Context Expected Answer Predicted Answer Error Type

What is the
full name of a
strain (species
+ strain)?

Based on the results from phylogenetic, morphological, and
protein analyses, we conclude that the novel strain represents a
new species within the genus Methanocaldococcus, for which
the name Methanocaldococcus villosus sp. nov. is proposed
(type strain KIN24-T80 = DSM 22612 = JCM 16315.

Methanocaldococcus
villosus KIN24-
T80

Methanocaldococcus
villosus sp.

Domain knowl-
edge dependency

Is strain Ivanov
the same as
DSM 2611?

One novel isolate, Methanobacterium sp. strain Ivanov, was
grown on H2-CO2, and the stable-carbon isotopic fraction-
ations that occurred during the synthesis of methane, cell
carbon, and lipids were determined. These results were used
to examine the anomalous relationship between the isotopic
and chemical compositions of natural gas in deep subsurface
oil field environments.

true false Domain knowl-
edge dependency

What is the
class of the
microorganism
for the strain
JAL-1?

Mycobacterium tuberculosis is classified within the class Acti-
nomycetia, a group of high G+C Gram-positive bacteria.

Actinomycetia Methanococci Domain knowl-
edge dependency

Table 7: Representative Error Cases Involving Domain Knowledge Dependency.

Question Context Expected Answer Predicted Answer Error Type

In what spe-
cific habitat or
environment
does this organ-
ism typically
grow for the
strain 6A8?

A novel acidophilic, hydrogenotrophic methanogen, desig-
nated strain 6A8T, was isolated from an acidic (pH 4.0–4.5),
ombrotrophic (rain-fed) bog near Ithaca, NY, USA. Cultures
were dimorphic, containing thin rods (0.2–0.3 µm diameter,
0.8–3.0 µm length) and irregular cocci (0.2–0.8 µm diame-
ter).

Water/sediments Soil Multi-Value Confu-
sion

In what envi-
ronment was
the strain M7
isolated?

A chimney sample was collected from the 13 N hydrothermal
field during the Hero cruise (1991), on the East Pacific Rise
at a depth of 2600 m.; The new strain was isolated from a
chimney sample collected from the 13 °N hydrothermal field
(12,48 °N, 103,56°W) during the ’Hero’ cruise (1991), on the
East Pacific Rise at a depth of 2600 m.

Deep-sea hy-
drothermal chim-
ney sample
collected on the
East Pacific Rise
(13°N; 103°W) at
a depth of 2600 m

A chimney sample
collected from the
13°N hydrothermal
field during the
Hero cruise (1991),
on the East Pacific
Rise at a depth of
2600 m

Multi-Value Confu-
sion

What sub-
strates do not
support the
organism’s
growth for the
strain M7?

The new isolate utilized methanol in addition to methylamines
but not H2:CO2, formate, or acetate. The optimal initial pH
for growth is 7.7. Trimethylamine, dimethylamine, methy-
lamine, and methanol are substrates for growth and methano-
genesis. In contrast, acetate, formate, ethanol, dimethyl sul-
fide, acetone, 2-butanol, 2-propanol, 1-propanol, and H2:CO2

do not support growth. No growth factors are required, but
yeast extract and trypticase greatly stimulate growth.

Acetate, for-
mate, ethanol,
dimethyl sulfide,
acetone, 2-butanol,
2-propanol, 1-
propanol, and
H2:CO2

H2:CO2, formate,
or acetate

Multi-Value Confu-
sion

Table 8: Representative Error Cases Involving Multi-Value Confusion.
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Question Context Expected
Answer

Predicted
Answer

Error Type

What is the
Gram reaction
for the strain
kuznetsov?

Strain kuznetsov stained Gram-negative, whereas both
strains Ivanov and Omeliansky stained Gram-positive.

Gram-
negative

Gram-
positive

Multi-Entity confu-
sion

What is the
lower bound
of the optimal
growth temper-
ature range for
the strain AK-7?

Methanogenium boonei (boone.i. N.L. gen. n. boonei
of Boone; named in honor of David R. Boone, who has
made many contributions to the ecology, physiology, and
taxonomy of methanogens). The organism takes the form of
irregular cocci 1.0 to 2.5 µm in diameter, occurring singly,
and is nonmotile. CO2 plus H2 or formate serves as the
sole catabolic substrate, with methane as the end product.
The fastest growth occurred at 19.4, with a salinity of 0.3
to 0.5 M Na+ and a pH of 6.4 to 7.8. It was isolated from
permanently cold, anoxic marine sediments at Skan Bay,
Alaska. The type strain is AK-7 (OCM 787/DSMZ 17338).

19.4 15 Multi-Entity confu-
sion

What is the G+C
content for the
strain AK-3?

The Tm values for strains AK-7, AK-3, and AK-8 were 85.7,
83.2, and 84.2, respectively, which correspond to DNA G+C
contents of 49.7, 43.6, and 46.2 mol%, respectively.

43.6 49.7 Multi-Entity confu-
sion

Table 9: Representative Error Cases Involving Multi-Entity Confusion.

Question Context Expected Answer Predicted Answer Error Type

Which el-
ements or
compounds do
not stimulate
the organism’s
growth for the
strain SD-1?

Strain SD-1 grew in medium containing trimethylamine,
dimethylamine, monomethylamine, or methanol as the cat-
abolic substrate. No growth occurred in medium supple-
mented with 50 mM acetate, 100 kPa of H, plus 20 kPa of CO„
or 5 mM dimethyl sulfide as the catabolic substrate. When
100 kPa of H, plus trimethylamine was added as the catabolic
substrate, cultures formed the same quantity of methane and
grew at the same rate as controls in medium containing only
trimethylamine. With trimethylamine as the catabolic sub-
strate, the cells grew fastest at 42°C (Fig. l), at pH 7.8 (Fig.
2), and in the presence of 0.9 to 3.5 M Na+ Fig.3). Cells grew
rapidly (specific growth rate, 0.015 h- ) in mineral medium
with no organic compound other than trimethylamine added,
vitamins did not stimulate growth.

Vitamins not provided Syntactic Com-
plexity

How many so-
lutes are there
in the culture
medium?

YPS MEDIUM: Sea salts (Sigma) 35.00 g, PIPES 3.46 g,
Yeast extract 1.00 g, Peptone 4.00 g, Elemental sulphur 5.00
g, NH4Cl 0.50 g, KH2PO4 0.35 g, CaCl2 0.20 g, FeCl3 6.70
mg, Na2WO4 2.90 mg, Resazurin 0.10 mg, Na2S·9H2O 0.25
g, plus instructions on pH adjustment, nitrogen flushing, and
sterilization.

12 not provided Syntactic Com-
plexity

Is the strain
anaerobic for
the strain C?

Strain CT, a non-motile, mesophilic, hydrogenotrophic,
methanogenic bacterium, was isolated from an anaerobic
digester used for the treatment of raw cassava-peel waste
in Congo. The cells were rods, 0.4–0.5 × 2–10 µm in size,
and stained Gram-positive. Hydrogen and carbon dioxide
were the only substrates that supported growth and methane
production. Methane production, but not growth, occurred
with CO2 in the presence of either 2-propanol, 2-butanol or
cyclopentanol as hydrogen donors. The temperature range for
growth was 25–50 °C, the optimum being between 37 and 42
°C.

true false Syntactic Com-
plexity

Table 10: Representative Error Cases Involving Syntactic Complexity.
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Question Context Expected Answer Predicted Answer Error Type

What is the
upper bound
of the optimal
growth temper-
ature range for
the strain Sar?

the three rods, as Microorganism Culture condition ARNr
16S phylogeny Optimum (and range) Substrate for growth.
Most closely related species (similarity %) Temperature (°C)
Salinity (g/l) pH H2/CO2, Formate Methanol Ac-
etate Alcohols. Methanobacterium bryantii 37–39 n.d.
6.9–7.2 + - - - +. Methanobacterium formicicum?
37–45 n.d. 6.6–7.8 + + - - +. /RiH2 (Camar-
gue) ◦ ◦ ◦ 2B Mb. bryantii 99.2-FCam (Camargue)* ◦
◦ 2B Mb. formicicum 97.9 ’FPi (Pila) ◦ ◦ ◦ Mb. bryantii
96.5 Methanosarcina barkeri ◦ - + + - Methanosarcina mazei?
- + + n.d. ’Sar (Camargue)! ◦ ◦ ◦ Ms. barkeri 99.0 ’SarPi
(Pila) ◦ 6 ◦ 8 Ms. mazei 99.8 Methanoculleus marisnigri? +
- + CoCam ◦ ◦ Me. marisnigri 98.4 (Camargue)*. *Charac-
teristics of related species according to Garcia [8]. Reference
strains. Soil of origin. Concentrations > 60 g/l of NaCl not
tested. n.d.: not determined.

37 not provided Structural Parsing
Challenges

What is the
optimal growth
temperature
for the strain
omeliansky?

694 BELYAEV ET AL. SPECIFIC GROWTH RATE (hr−1)
10 20 30 40 50 60 TEMPERATURE (°C) FIG. 2. Relation-
ship between growth rate and incubation temperature for oil
field Methanobacterium sp. Symbols: O, strain ivanov; A,
strain kuznetsov; O, strain omeliansky. Three strains at their
respective growth temperature optima was 16 to 18 h. The pH
optimum for growth was between 6.5 to 7.2 for strain omelian-
sky and 7.0 to 7.4 for the other strains. Strain omeliansky
grew within the pH range of 6.0 to 7.4, whereas strains ivanov
and kuznetsov grew within the pH range of 6.5 to 8.2. Nutri-
tional studies were performed in maintenance medium at the
optimum temperature for growth of each strain.

37 not provided Structural Parsing
Challenges

What is the
maximum
length of Cell
morphology
for the strain
NOBI-1?

ND, No data available. Numbers in parentheses for the op-
timum temperature, pH and NaCl concentration indicate the
range allowing growth. Characteristic 1 2 3 4 5 6 7 8 Cell
morphology Rod Rod* Rod Angular, Highly irregular – Irreg-
ular Irregular – Sheathed crystal-like plate cocci cocci cocci
rod or disc-shaped Cell width (µm) 0.7–1.0 0.2–0.3 0.7 1.5
1.0–3.0 1–2 1–2.5 0.5 Cell length (µm) 2–8+ 0.8–3.0 1.5–2.0
1.6–2.8 1.0–3.0 1–2 1–2.5 7.4–>100 G+C content 56.3 ND
48.84 47.58 51.6 59.4 54.8 45 (mol%) Optimum temperature
(°C): 50 (35–55) 37 (10–40) 40 (30–45) 40 (17–41) 20–25 37
(25–55) 37–40 (25–45) 30–37 Optimum pH: 7 (6.7–8.0), 5
(4.0–5.8), 6.1–6.9 (5.9–7.7), 6.5–7.5, 6.8–7.3 (6.0–8.3), 6.7
(5.5–8.0), 7 (6.6–8.8), 6.6–7.4 Optimum NaCl (g/l): 0 (0–15),
ND, ND, 10 (4–54), 26.9, <10, 8–12 (0–70), ND Motility:
– ND + + – – + + Substrate utilization: Formate – – – – –
– – –(2-Propanol/CO2): – – ND – – + + – Growth require-
ments: Yeast extract + + + – + – + ND Acetate + + + + +
+ + ND *Cells sometimes become spherical with a diameter
of 0.3–0.8 µm. Determined by buoyant density. Determined
by thermal denaturation. Rod-shaped cells with blunt-ends.
Often form multicellular filaments. Methanogenic and strictly
anaerobic members of the order Methanomicrobiales, phylum
Euryarchaeota, domain Archaea. Can use H2 or formate for
growth and methane production. The type species is Methano-
linea tarda.

8 not provided Structural Parsing
Challenges

Table 11: Representative Error Cases Involving Structural Parsing Challenges.
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Figure 9: This example from the MicrobeCollect platform showcases the ’Microbiology Expert Final Review
Stage’ (Stage 3). The highlighted red box indicates where the data was extracted from. And the final review group
compares both human validation and AI output results on this page.
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