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Abstract

Post-earnings volatility prediction is critical001
for investors, with previous works often lever-002
aging earnings call transcripts under the as-003
sumption that their rich semantics contribute004
significantly. To further investigate how tran-005
scripts impact volatility, we introduce DEC,006
a dataset featuring accurate volatility calcu-007
lations enabled by the previously overlooked008
beforeAfterMarket attribute and dense ticker009
coverage. Unlike established benchmarks,010
where each ticker has only around two earn-011
ings, DEC provides 20 earnings records per012
ticker. Using DEC, we reveal that post-earnings013
volatility undergoes significant shifts, with each014
ticker displaying a distinct volatility distri-015
bution. To leverage historical post-earnings016
volatility and capture ticker-specific patterns,017
we propose two training-free baselines: Post-018
earnings Volatility (PEV) and Same-ticker Post-019
earnings Volatility (STPEV). These baselines020
surpass all transcripts-based models on DEC021
as well as on established benchmarks. Addi-022
tionally, we demonstrate that current transcript023
representations predominantly capture ticker024
identity rather than offering financially mean-025
ingful insights specific to each earnings. This026
is evidenced by two key observations: earn-027
ings representations from the same ticker ex-028
hibit significantly higher similarity compared029
to those from different tickers, and predictions030
from transcript-based models show strong cor-031
relations with prior post-earnings volatility.032

1 Introduction033

Post-earnings volatility prediction is crucial for in-034

vestors and an emerging trend in the field of finan-035

cial natural language processing (FinNLP). Volatil-036

ity, defined as the standard deviation of returns037

over a specific period—post earnings call in this038

context—is a key financial metric for evaluating a039

company’s performance.040

Traditional finance methods primarily rely on041

volatility time series and statistical techniques such042

as GARCH and its variants (Engle, 1982; Boller- 043

slev, 1986). However, with the rapid advance- 044

ments in natural language processing (NLP) and 045

audio processing, numerous studies have focused 046

on utilizing unstructured earnings call data, such as 047

transcripts and audio recordings, to enhance post- 048

earnings volatility prediction (Qin and Yang, 2019; 049

Yang et al., 2020; Li et al., 2020). In this pur- 050

suit, researchers have employed a variety of tech- 051

niques, including heterogeneous graphs (Sawhney 052

et al., 2020a; Liu et al., 2024b), language model 053

pre-training (Yang et al., 2022; Niu et al., 2023) 054

and Large Language Models (LLMs) (Cao et al., 055

2024a,b), to better address this complex problem. 056

Delving deeper into the background of earn- 057

ings calls, we found that previous benchmarks, 058

EC (Qin and Yang, 2019) and MAEC (Li 059

et al., 2020), have overlooked a crucial attribute: 060

beforeAfterMarket, which indicates whether 061

earnings are released before the market opens or af- 062

ter it closes. This attribute is indispensable for accu- 063

rately calculating volatility. We also observed that 064

EC and MAEC prioritize ticker1 coverage breadth 065

over density, as each ticker appears around twice in 066

these datasets. This limitation prevents tracking a 067

company’s earnings over the long term. To address 068

this, we curated a dense earnings call dataset, DEC, 069

where each ticker is represented with 20 earnings 070

records. This enables robust long-term trend analy- 071

sis and detailed quarter-to-quarter comparisons. 072

On DEC, we observe that post-earnings re- 073

turns—and consequently, volatility2—are signif- 074

icantly higher than during normal periods, and that 075

each ticker exhibits distinct post-earnings volatil- 076

ity patterns, we thus hypothesize that historical 077

post-earnings volatility plays a dominant role in 078

volatility prediction. To this end, we introduce 079

two training-free baselines: PEV (Post-earnings 080

Volatility) and STPEV (Same-ticker Post-earnings 081

1In this work, “ticker” refers to a company.
2The volatility calculation is detailed in Section 3.
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Volatility). Remarkably, even with a simple mean-082

based implementation, our approach achieves state-083

of-the-art (SOTA) performance on all datasets:084

EC, MAEC and DEC, compared to transcripts-085

based models. Through further comparisons at086

both the representation level and the prediction087

level, we find that transcripts from the same com-088

pany exhibit high similarity, and the predictions089

of transcript-based models strongly correlate with090

those of STPEV(Mean). This suggests that tran-091

scripts primarily reflect ticker identity and prior092

post-earnings volatility distribution, challenging093

the mainstream assumption that each earnings call094

provides financially meaningful semantics.095

Our contributions include:096

• We curated a dense dataset, DEC, where097

each ticker includes 20 earnings, in con-098

trast to the approximately two earnings per099

ticker in established datasets. Additionally,100

DEC incorporates the previously omitted101

beforeAfterMarket attribute, enabling accu-102

rate volatility calculations.103

• We propose two training-free baselines, PEV104

and STPEV, which achieve SOTA perfor-105

mance on EC, MAEC, and DEC, surpassing106

transcripts-based models.107

• Through representation-level comparisons be-108

tween examples from the same company109

and those across all companies, as well as110

prediction-level comparisons between STPEV111

and transcript-based models, we find that:112

transcripts mostly reflect ticker identity.113

2 Related Work114

Considerable research efforts have been dedicated115

to leveraging earnings call transcripts, often in com-116

bination with other modalities such as audio record-117

ings or time-series data, to model financial risk.118

Transcripts-based models. A few models rely119

exclusively on transcripts for volatility prediction.120

For instance, the Multi-Round QA Attention model121

(Ye et al., 2020) extracts semantic information from122

each question-answer round and integrates features123

across multiple granularities to predict volatility.124

Transcripts are often combined with audio125

recordings during earnings calls. The Multimodal126

Deep Regression Model (MDRM) (Qin and Yang,127

2019) integrates transcript and audio information128

to forecast volatility. Building on MDRM, the Hier- 129

archical Transformer-based Model (HTML) (Yang 130

et al., 2020) employs a hierarchical transformer 131

framework to enhance performance. Addressing 132

the limitations of traditional language models in 133

processing numerical information, which is criti- 134

cal in transcripts, Numerical HTML (NumHTML) 135

(Yang et al., 2022) was developed. NumHTML im- 136

proves predictive accuracy by incorporating numer- 137

ical data, leveraging different categories of num- 138

bers and their magnitudes to augment the textual 139

model’s efficacy. 140

Additionally, VolTAGE (Sawhney et al., 2020a) 141

and ECHO-GL (Liu et al., 2024b) demonstrate that 142

correlations between stocks are beneficial for pre- 143

dicting volatility. These models derive stock rela- 144

tionships from the rich semantic content of earnings 145

calls using a heterogeneous graph learning. 146

In the era of LLM, RiskLabs (Cao et al., 2024a) 147

utilizes LLMs to encode transcripts and news ar- 148

ticles, combining these with other modalities to 149

deliver a comprehensive approach for volatility pre- 150

diction. The ECC Analyzer (Cao et al., 2024b) 151

employs LLMs to first extract paragraph-level gen- 152

eral information by summarizing the text and sub- 153

sequently identifies fine-grained focus sentences 154

using Retrieval-Augmented Generation (RAG). 155

Liu et al. (2024a) highlight that existing pre- 156

trained embedding models and LLM embeddings 157

often fail to capture subtle shifts in financial narra- 158

tives for the same company across different periods. 159

To address this limitation, a specifically tailored 160

LLM-augmented pipeline has been developed for 161

financial semantic textual similarity. 162

In this work, we use different LLM embeddings 163

to represent both vanilla transcripts and LLM fine- 164

grained transcripts, which provide deeper insights 165

and a more nuanced understanding. 166

Time series-based models The Knowledge- 167

enhanced Financial Volatility Prediction (KeFVP) 168

model (Niu et al., 2023) demonstrates the advan- 169

tages of integrating time-series data with textual 170

information. Pre-earnings volatility series, is pro- 171

cessed by the Autoformer (Wu et al., 2021). The re- 172

sulting representations are then conditionally com- 173

bined with transcript representations, enhancing 174

the model’s predictive capabilities. 175

In this work, we introduce a second type of 176

volatility series: the post-earnings volatility series, 177

which captures the sequence of volatility observed 178

after a prior earnings announcement and before 179
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the subsequent one. In contrast, the pre-earnings180

volatility series refers to the sequence of volatility181

recorded during the period leading up to a specific182

earnings announcement.183

3 Post Earnings Volatility Prediction184

Earnings call transcripts Earnings call tran-185

scripts are written records of the earnings calls186

held by companies at the end of each quarter or187

fiscal year. These transcripts capture the detailed188

discussions about financial results, company per-189

formance, and future projections provided by the190

company’s executives, as well as the question and191

answer session with analysts and investors.192

Volatility In financial terms, volatility (Kogan193

et al., 2009) represents the degree of variation of194

a trading price series over time as measured by195

the standard deviation of returns. Let’s assume196

earnings is released at day t, and mathematically,197

volatility can be defined over a specific interval,198

[t, t+ τ ], as follows:199

v[t,t+τ ] = log

√√√√ τ∑
i=0

(rt+i − r)2, (1)200

where rt+i represents the return at time t+ i, cal-201

culated as: rt+i=
Ct+i−Ct+i−1

Ct+i−1
, and Ci denotes the202

closing price on day i. Additionally, r is the aver-203

age return over the period from t to t+ τ .204

Volatility is a critical measure in finance as it205

reflects the risk associated with the price move-206

ments of a security. In previous work, Qin and207

Yang (2019) utilized various time intervals, τ =208

{3, 7, 15, 30}, to quantify volatility, capturing both209

short-term and long-term market behaviors.210

Volatility Time-Series The pre-earnings volatil-211

ity time-series represents volatility from day i−τ+212

1 to day i − 1, while the post-earnings volatility213

time-series represents volatility for the i− τ + 1th214

to the i− 1th earnings. The former reflects volatil-215

ity leading up to an earnings announcement, while216

the latter captures volatility occurring between a217

prior and subsequent earnings announcement.218

Figure 1 illustrates common approaches that219

leverage transcripts and volatility time series.220

These are processed separately, and the resulting221

representations are then combined for prediction.222

4 A Dense Dataset: DEC 223

4.1 Two Widely-Used Datasets 224

For the task of post-earnings volatility prediction, 225

two datasets are commonly employed: EC (Qin 226

and Yang, 2019) and MAEC (Li et al., 2020). The 227

MAEC dataset is further divided into two subsets, 228

corresponding to the years 2015 and 2016. 229

4.2 Missing BeforeAfterMarket 230

During our analysis of the EC and MAEC 231

datasets, we identified a critical oversight regard- 232

ing the timing of earnings releases—specifically, 233

the beforeAfterMarket attribute, which indicates 234

whether the release occurs before or after the mar- 235

ket opens. This attribute is essential for accu- 236

rately calculating post-earnings volatility. Previous 237

volatility calculations 3 fail to account for scenar- 238

ios where earnings are released before the mar- 239

ket opens, requiring the current trading day to be 240

treated as the starting point of the volatility cal- 241

culation period. Specific example is illustrated in 242

Section A.1. Unfortunately, previous studies have 243

often neglected this critical factor, resulting in in- 244

accuracies in volatility measurements. 245

4.3 Sparse Same-ticker Representation 246

Tracking a company’s earnings call transcripts over 247

the long term provides valuable insights for in- 248

vestors by offering a deeper understanding of the 249

company’s management, strategy, and market po- 250

sitioning. It also reveals key performance metrics, 251

progress on stated goals, and emerging trends that 252

could influence future growth. Comparing tran- 253

scripts over time allows investors to detect shifts in 254

narratives or priorities, which may signal potential 255

challenges or opportunities. 256

To investigate whether the current datasets sup- 257

ports long-termism, we define the Overlapping 258

Earnings per Ticker (OET) as follows: 259

OET =
Count (testing tickers overlapped training earnings)

Count (testing tickers)
(2) 260

This metric measures how well the training set4 261

represents the testing set in terms of ticker overlap. 262

Generally, a higher OET value indicates a longer- 263

term focus on the tickers’ earnings. 264

Table 1 shows the statistics for the EC and 265

MAEC datasets. Regrettably, all three datasets 266

3https://github.com/hankniu01/KeFVP/tree/main/
price_data

4Here, we include both the training set and validation set.
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Figure 1: Overview of Post-Earnings Volatility Prediction: Time-series data is processed using time-series forecast-
ing (TSF) techniques such as Autoformer (Wu et al., 2021), while textual data is handled by language models like
BERT (Devlin, 2018) and GPT (Radford, 2018). The resulting representations are then combined for prediction.

exhibit low OET values, indicating a limited num-267

ber of overlapping earnings. This limitation pre-268

vents investors from tracking a company’s long-269

term earnings performance, which provides valu-270

able insights into growth trends, financial health,271

and management effectiveness.272

Dataset Cate # E # T Ratio #E
#T # OE OET

EC

All 559 272 2.055 - -
Train 391 243 1.609 - -
Val 56 56 1.0 - -
Test 112 112 1.0 178 1.589

MAEC-15

All 765 527 1.452 - -
Train 535 409 1.308 - -
Val 76 76 1.0 - -
Test 154 154 1.0 94 0.61

MAEC-16

All 1400 908 1.542 - -
Train 980 734 1.335 - -
Val 140 140 1.0 - -
Test 280 277 1.011 215 0.768

Table 1: Statistics for EC, MAEC-15, and MAEC-16. #
E , # T and # OE defines the number of earnings, tick-
ers, and overlapping earnings respectively. OET is the
Overlapping Earnings per Ticker defined in equation 2.

4.4 A Dense Dataset: DEC273

To address these limitations, we curated a new274

dataset: DEC. The DEC dataset offers four key275

advantages over the existing datasets:276

• Correct Volatility Calculation: As described277

in Section 4.2, the beforeAfterMarket at-278

tribute is omitted in existing datasets. To ad-279

dress this, we collect this important attribute280

from the financial data provider EOD: 5 to281

ensure accurate volatility calculation.282

• Longitudinal Depth: DEC comprises 1,800283

earnings, providing a temporally dense focus284

on 90 specific tickers over 20 quarters, span-285

ning the period from 2019 to 2023.286

5https://eodhd.com/

• Latitudinal Depth: The dataset includes 287

representative tickers from various sectors6 288

within the U.S. market, ensuring representa- 289

tion across a diverse range of industries. 290

• Recency and Relevance: DEC is more re- 291

cent compared to existing datasets, offering 292

up-to-date information and reflecting the lat- 293

est market dynamics. Notably, it also encom- 294

passes the COVID-19 pandemic period, which 295

exhibits distinct patterns compared to typical 296

market conditions. 297

Table 2 presents the OET statistics of the DEC 298

dataset. It is evident that the OET values increase 299

over time, as indicated by the progression from the 300

top-left to the bottom-right of the table. Further 301

details regarding the curation process of the DEC 302

dataset can be found in Appendix A.2. 303

DEC enables long-term trend analysis and 304

quarter-to-quarter analysis by providing richer con- 305

text for comparing sequential performance, and 306

understanding transitions between quarters. 307

5 On the Importance of Past 308

Post-earnings Volatility 309

5.1 Distribution Shift After Earnings 310

We observe a significant increase in returns fol- 311

lowing earnings announcements across the EC, 312

MAEC, and DEC datasets. Specifically, the return 313

on the first day after earnings rfuture1 is consis- 314

tently higher than on pre-earnings days or other 315

subsequent post-earnings days. We hypothesize 316

that this phenomenon stems from the market’s reac- 317

tion to freshly disclosed and potentially unexpected 318

financial information from the company. Details 319

are provided in Appendix B.1. 320

6https://seekingalpha.com/etfs-and-funds/
etf-tables/key_markets
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Year
First Quarter Second Quarter Third Quarter Fourth Quarter

Count(Training) Count(Testing) OET Count(Training) Count(Testing) OET Count(Training) Count(Testing) OET Count(Training) Count(Testing) OET
2019 0 90 0 90 90 1.0 180 90 2.0 270 90 3.0
2020 360 90 4.0 450 90 5.0 540 90 6.0 630 90 7.0
2021 720 90 8.0 810 90 9.0 900 90 10.0 990 90 11.0
2022 1080 90 12.0 1170 90 13.0 1260 90 14.0 1350 90 15.0
2023 1440 90 16.0 1530 90 17.0 1620 90 18.0 1710 90 19.0

Table 2: DEC Dataset Statistics. The dataset focuses on 90 tickers in the U.S. market, spanning 20 quarters. It is
dense in ticker coverage and OET values, defined in equation 2, increase over time.

(a) EC (b) MAEC-15 (c) MAEC-16 (d) DEC

Figure 2: Comparison of three-day volatility before and after earnings announcements. Earnings are released
between the day labeled past_1 and the day labeled future_1. Days where the volatility calculation involves the
return of future_1 exhibit significantly higher volatility compared to others. This pattern holds consistently across
all windows {3, 7, 15, 30}. Further details are provided in Appendix B.1.

According to the definition of volatility in equa-321

tion 1, we conclude that volatility calculations in-322

volving the first daily return after earnings rfuture1323

should be higher compared to periods without earn-324

ings. Given τ as the volatility window, a total325

of τ days of volatility are directly influenced by326

rfuture1 . As illustrated in Figure 2, which com-327

pares three-day volatility before and after earnings328

announcements across the EC, MAEC and DEC329

datasets7, post-earnings volatility within a three-330

day window is notably higher than the volatility331

observed on other trading days. This pattern re-332

mains consistent across other time windows (7, 15,333

and 30 days), with further details in Appendix B.1.334

Given the pronounced differences in volatility335

distribution between post-earnings periods8 and336

non-earnings periods, we hypothesis that:337

Incorporating past post-earnings volatility is338

essential for volatility prediction.339

5.2 Ticker-Specific Volatility Signature340

It also has been observed that the post-earnings341

volatility for each company tends to follow a dis-342

tinct distribution. As depicted in Figure 3, compa-343

nies such as JNJ, V, and TSLA9 exhibit markedly344

7The beforeAfterMarket attribute is adjusted based on
the original EC and MAEC datasets. The plot without
beforeAfterMarket adjustment is provided in Appendix B.1

8Precisely, post-earnings periods refer to the days where
calculations involving the first daily return after earnings.

9JNJ, V, and TSLA refer to Johnson & Johnson, Visa, and
Tesla, respectively.

different three-day post-earnings volatility patterns. 345

We term this phenomenon as Volatility Signature, 346

reflecting the persistence of a company’s volatility 347

patterns over time. This signature likely arises from 348

intrinsic company characteristics that remain rela- 349

tively stable over short periods. These characteris- 350

tics may include industry and sector classification, 351

operational dynamics, company size and market 352

position, and financial structure. Motivated by the 353

Volatility Signature, we refine our hypothesis: 354

Incorporating same-ticker past post-earnings 355

volatility is critical for volatility prediction. 356

Figure 3: 3-days post earnings volatility comparison
across companies: JNJ(Johnson & Johnson), V(Visa),
and TSLA(Tesla). Totally 20 earnings, from 2019 to
2023, are involved for plot.
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Model
EC MAEC-15 MAEC-16

Average
MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30

Vpast 1.12 2.99 0.83 0.42 0.23 - - - - - - - - - - -
Price LSTM 0.75 1.97 0.46 0.32 0.24 - - - - - - - - - - -

BiLSTM + ATT 0.74 1.98 0.44 0.30 0.23 0.696 1.599♯ 0.560♯ 0.339♯ 0.284♯ 0.691 1.544♯ 0.571♯ 0.362♯ 0.288♯ 0.709
HAN(Glove) 0.60 1.43 0.46 0.31 0.20 - - - - - - - - - - -

MDRM(Audio) 0.60 1.41 0.44 0.32 0.22 - - - - - - - - - - -
MDRM(Text+Audio) 0.58 1.37 0.42 0.30 0.22 0.630 1.425♯ 0.488♯ 0.320♯ 0.285♯ 0.618 1.426♯ 0.476♯ 0.311♯ 0.259♯ 0.609

HTML(Text) 0.46 1.18 0.37 0.15 0.13 0.514 1.199♯ 0.440♯ 0.231♯ 0.187♯ 0.579 1.287♯ 0.479♯ 0.300 0.249♯ 0.518
HTML(Text+Audio) 0.40 0.85 0.35 0.25 0.16 0.487 1.065♯ 0.416♯ 0.272♯ 0.196♯ 0.556 1.160♯ 0.515♯ 0.314♯ 0.236♯ 0.481

VolTAGE 0.31 0.63 0.29 0.17 0.14 - - - - - - - - - - -
KeFVP[ 0.300 0.610 0.291 0.183 0.114 0.204 0.418 0.187 0.122 0.087 0.318 0.445 0.279 0.303 0.177 0.274

SVM(TF-IDF)b 0.70 1.70 0.50 0.34 0.25 - - - - - - - - - - -
bc-LSTMb 0.59 1.42 0.44 0.30 0.22 - - - - - - - - - - -

Multi-Fusion CNNb 0.41 0.73 0.35 0.29 0.28 - - - - - - - - - - -
NumHTML(Text+Audio)♮ 0.31 - - - - - - - - - - - - - - -
Ensemble(Text+Audio)b 0.302 0.601 0.308 0.181 0.119 - - - - - - - - - - -

RiskLabs† 0.324 0.585 0.317 0.233 0.171 - - - - - - - - - - -
ECC Analyzer ‡ 0.314 0.553 0.306 0.237 0.158 - - - - - - - - - - -

GPT4o Pred (3 shot) α 0.609 1.433 0.501 0.26 0.244 0.345 0.585 0.404 0.22 0.169 0.441 0.545 0.538 0.51 0.171 0.465
Gemini Pred (3 shot) α 0.592 1.368 0.487 0.251 0.263 0.451 0.824 0.598 0.219 0.163 0.337 0.475 0.404 0.3 0.171 0.466

Vanilla(Voyage) α 0.387 0.751 0.375 0.245 0.177 0.34 0.623 0.303 0.232 0.201 0.274 0.458 0.267 0.222 0.151 0.334
Vanilla(Gecko) α 0.36 0.664 0.356 0.237 0.182 0.283 0.513 0.27 0.19 0.159 0.254 0.402 0.25 0.249 0.116 0.299

Vanilla(OpenAI) α 0.339 0.682 0.311 0.209 0.155 0.319 0.596 0.290 0.206 0.184 0.235 0.402 0.232 0.177 0.127 0.298
GPT4o(Summarization) α 0.299 0.585 0.283 0.188 0.142 0.3 0.548 0.274 0.204 0.174 0.246 0.405 0.236 0.221 0.124 0.282
GPT4o(Task-Specific) α 0.314 0.624 0.294 0.195 0.142 0.268 0.505 0.248 0.164 0.155 0.232 0.372 0.232 0.215 0.111 0.271

Gemini(Summarization) α 0.275 0.568 0.244 0.167 0.122 0.268 0.494 0.254 0.165 0.158 0.23 0.372 0.236 0.202 0.109 0.258
Gemini(Task-Specific) α 0.284 0.583 0.252 0.175 0.128 0.276 0.508 0.262 0.176 0.158 0.235 0.383 0.229 0.212 0.115 0.265

PEV(Mean) α 0.399 0.743 0.389 0.262 0.201 0.305 0.532 0.301 0.209 0.177 0.23 0.38 0.229 0.173 0.139 0.311
STPEV(Mean) α 0.349 0.724 0.33 0.205 0.138 0.301 0.571 0.273 0.19 0.17 0.271 0.459 0.273 0.209 0.144 0.307

PEV(Mean)(Aug) α 0.367 0.712 0.351 0.235 0.17 0.283 0.514 0.271 0.188 0.157 0.229 0.37 0.24 0.168 0.139 0.293
STPEV(Mean)(Aug) α 0.296 0.569 0.293 0.201 0.122 0.225 0.443 0.214 0.13 0.112 0.25 0.5 0.237 0.159 0.103 0.257

Table 3: The overall performance on EC, MAEC-15 and MAEC-16 datasets.The models below the double line and
marked with α are implemented in this work. The results with ♮, ♯, b, [, † and ‡ are retrieved from Yang et al. (2022),
Li et al. (2020), Sawhney et al. (2020b), Niu et al. (2023), Cao et al. (2024a) and Cao et al. (2024b) respectively,
and the remainder are from Sawhney et al. (2020a). The best results are in bold, and the second-best results are
underlined. To ensure a fair comparison, the beforeAfterMarket is not adjusted for the results presented here.

5.3 Simple Baselines357

PEV Building on our analysis, we propose a358

training-free baseline for post-earnings volatility359

prediction, referred to as the Post-Earnings Volatil-360

ity (PEV) model. The PEV(X) model primarily361

utilizes historical post-earnings volatility as input362

and applies an aggregation function, X , which we363

instantiate as the mean in this work.364

STPEV To incorporate the concept of Volatil-365

ity Signature, we introduce a refined variant of366

the PEV, termed the Same-Ticker Post-Earnings367

Volatility (STPEV). This variant exclusively lever-368

ages historical post-earnings volatility from the369

same ticker, thereby improving its capacity to cap-370

ture the characteristics specific to each company.371

6 Main Results372

6.1 Evaluations on EC and MAEC Datasets373

Augmentation on EC and MAEC datasets. As374

shown in Table 1, EC, MAEC-15 and MAEC-16375

datasets all suffer from a limited number of same-376

ticker earnings, which restricts STPEV’s ability377

to fully exploit the ticker-specific volatility sig-378

nature. To mitigate this limitation, we augment379

these datasets by extending their historical range380

from the past 5 years.10. Appendix C contrasts the 381

data statistics between the original and augmented 382

datasets. By augmenting the datasets, we achieve 383

higher OET values, enhancing the suitability of the 384

datasets for both PEV and STPEV. 385

Baselines To validate the effectiveness of PEV 386

and STPEV, we benchmark their performance 387

against several established methods. These base- 388

line methods include MDRM (Text+Audio) (Qin 389

and Yang, 2019), HTML (Text+Audio) (Yang 390

et al., 2020), VolTAGE (Sawhney et al., 2020a), 391

NumHTML (Text+Audio) (Yang et al., 2022), Ke- 392

FVP (Niu et al., 2023), RiskLabs (Cao et al., 393

2024a), and ECC Analyzer (Cao et al., 2024b). 394

In addition to previous works, we also imple- 395

ment several transcripts-based baselines: 396

• LLM Direct Prediction: We prompt the 397

LLMs11 using few-shot learning with the task 398

description and the previous (earnings call 399

transcripts, volatility) pairs to directly predict 400

the volatility. Details are in Appendix E.3. 401

• Vanilla Text: Earnings call transcripts are 402

directly processed to generate text embed- 403

10We only extend the price records, such as close price, daily
return, and volatility, without the earnings call transcripts.

11GPT4o-2024-08-06 and Gemini-1.5-Flash
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dings using various models, including OpenAI404

embeddings, Gecko embeddings (Lee et al.,405

2024), and a financial-domain-specific model,406

Voyage embeddings12. These embeddings are407

processed by a simple 2-layer MLP model,408

which is also used for LLM fine-grained text.409

• LLM Fine-Grained Text: Earnings call tran-410

scripts are scrutinized using LLMs, specifi-411

cally GPT-4o and Gemini-1.5-Flash, employ-412

ing two distinct strategies: Summarization and413

Task-Specific, to generate fine-grained sum-414

maries, which are then used to obtain embed-415

dings13. Details, such as prompt templates,416

can be found in Appendix E.3.417

PEV and STPEV settings. We evaluate PEV418

and STPEV with the following two simple imple-419

mentations: PEV(Mean) and STPEV(Mean).420

Analysis. As shown in Table 3, direct predictions421

from LLMs exhibit the worst performance, with422

MSEs of 0.465 and 0.466 for GPT4o and Gem-423

ini, respectively, highlighting the limited ability of424

LLMs to effectively handle regression tasks.425

The vanilla transcripts using OpenAI and Gecko426

embeddings outperform all previous works except427

KeFVP (Niu et al., 2023), demonstrating the supe-428

rior capability of LLM-based embeddings. Utiliz-429

ing LLMs to process and analyze transcripts further430

improves performance, achieving the best MSE of431

0.258 with the Gemini(summarization) strategy.432

The PEV(Mean) and STPEV(Mean) achieve433

MSEs of 0.311 and 0.307 on original datasets,434

which are reasonable given the scarcity of prior435

earnings, with details in Appendix C. However,436

when applying the PEV(Mean) and STPEV(Mean)437

to the augmented datasets, the MSEs decrease to438

0.293 and 0.257, with the latter achieving SOTA.439

6.2 Evaluations on DEC Dataset440

Evaluation settings. Following Section 6.1,441

we evaluate various transcript-based models on442

DEC. These include LLM few-shot direct pre-443

diction, using 8 prior (earnings call transcripts,444

volatility) pairs, and LLM embeddings, com-445

prising two vanilla transcript embeddings14 and446

four fine-grained text embeddings. Additionally,447

12Specifically, OpenAI text-embedding-3-large model, Text-
embedding-005 model, and Voyage-Finance-2 model.

13OpenAI embeddings are used for fine-grained texts.
14Voyage has been shown to perform poorly in Table 3.

PEV(Mean) and STPEV(Mean) are applied to the 448

DEC dataset. 449

To explore the role of semantics in transcripts 450

and how ticker identity is purely reflected in 451

transcript-level representations15, we introduce two 452

random embeddings16: 453

• Random(All): Each transcript is assigned a 454

random embedding. This approach effectively 455

removes both semantics and ticker identity. 456

• Random(Ticker): Transcripts belonging to 457

the same ticker are assigned the same ran- 458

domly generated embedding. This removes 459

semantics while preserving ticker identity. 460

We only report the results from 2021 to 2023 461

in Table 4, as we suffer from sparse overlapping 462

earnings for the years 2019 and 2020. The full 463

results can be found in Appendix E. 464

Performance of different models. As shown in 465

Table 4, direct prediction by GPT-4o and Gem- 466

ini yield the worst performance with the MSEs of 467

0.345 and 0.339. Transcripts-based models exhibit 468

comparable performance among themselves: the 469

best model, Gemini(Summarization), and the worst 470

model, Vanilla(Gecko), achieve average MSEs of 471

0.260 and 0.269, respectively. Further analysis in 472

Appendix E.4 shows that two strategies fail to in- 473

struct LLMs to generate distinct texts for the same 474

transcripts, whereas different LLMs can differenti- 475

ate the same transcripts effectively. 476

Despite containing no semantics or insights in 477

their input, the Random(Ticker) embeddings and 478

STPEV(Mean), with overall MSEs of 0.265 and 479

0.252 respectively, surpass various types of se- 480

mantically meaningful transcripts models. More- 481

over, models that lack ticker identity, such as Ran- 482

dom(All) embeddings and the PEV(Mean), with 483

average MSEs of 0.323 and 0.307 respectively, con- 484

sistently underperform compared to other models 485

that include ticker identity across all quarters. 486

These findings suggest that the ticker identity 487

plays a determinant role, while the semantic con- 488

tent of transcripts is plausibly not useful. This 489

motivates us to raise the following hypothesis: 490

Are the semantics of transcripts converging 491

toward ticker identity? 492

15The main difference between PEV(Mean) and
STPEV(Mean) lies in the ticker identity, which we
aim to embed solely at the "transcript-level" representation.

16Random embeddings are also fed into the 2-layer MLP.
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Year Model
First Quarter Second Quarter Third Quarter Fourth Quarter

Average
MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30

2021

GPT4o Pred (8 shot) 0.306 0.713 0.235 0.152 0.124 0.357 0.707 0.237 0.187 0.297 0.439 0.742 0.414 0.318 0.284 0.293 0.653 0.247 0.153 0.12 0.349
Gemini Pred (8 shot) 0.273 0.583 0.243 0.146 0.121 0.327 0.563 0.223 0.204 0.317 0.471 0.972 0.44 0.289 0.181 0.347 0.696 0.329 0.199 0.163 0.354

Vanilla (OpenAI) 0.170 0.357 0.148 0.079 0.097 0.250 0.457 0.212 0.145 0.185 0.372 0.547 0.462 0.285 0.194 0.213 0.501 0.173 0.109 0.068 0.251
Vanilla (Gecko) 0.200 0.419 0.191 0.104 0.087 0.269 0.464 0.245 0.176 0.189 0.350 0.523 0.377 0.291 0.211 0.253 0.535 0.223 0.161 0.094 0.268

GPT4o (Summarization) 0.183 0.390 0.162 0.097 0.084 0.277 0.482 0.252 0.171 0.204 0.353 0.549 0.430 0.278 0.156 0.234 0.544 0.190 0.124 0.079 0.262
GPT4o (Task-specific) 0.177 0.388 0.164 0.088 0.070 0.246 0.444 0.214 0.145 0.180 0.357 0.515 0.428 0.295 0.189 0.242 0.537 0.197 0.145 0.088 0.255

Gemini (Summarization) 0.175 0.356 0.153 0.083 0.106 0.246 0.454 0.212 0.144 0.173 0.322 0.502 0.394 0.240 0.151 0.255 0.553 0.215 0.142 0.109 0.249
Gemini (Task-specific) 0.176 0.384 0.159 0.094 0.067 0.249 0.435 0.210 0.156 0.197 0.347 0.503 0.407 0.286 0.190 0.248 0.548 0.215 0.140 0.088 0.255

Random (All) 0.249 0.472 0.231 0.150 0.143 0.294 0.497 0.291 0.189 0.201 0.433 0.603 0.512 0.359 0.259 0.300 0.577 0.280 0.212 0.132 0.319
Random (Ticker) 0.190 0.380 0.171 0.112 0.096 0.275 0.449 0.246 0.180 0.226 0.381 0.555 0.414 0.321 0.236 0.255 0.535 0.224 0.163 0.097 0.275

PEV(Mean) 0.216 0.433 0.209 0.115 0.105 0.271 0.451 0.239 0.184 0.209 0.405 0.580 0.429 0.342 0.270 0.288 0.568 0.260 0.199 0.127 0.295
STPEV(Mean) 0.156 0.368 0.149 0.067 0.041 0.249 0.463 0.209 0.150 0.173 0.333 0.525 0.353 0.260 0.196 0.222 0.536 0.177 0.114 0.062 0.240

2022

GPT4o Pred (8 shot) 0.416 0.964 0.348 0.214 0.137 0.39 0.814 0.368 0.239 0.141 0.349 0.85 0.308 0.162 0.076 0.316 0.683 0.268 0.203 0.109 0.368
Gemini Pred (8 shot) 0.467 1.013 0.43 0.235 0.19 0.326 0.682 0.283 0.212 0.127 0.34 0.808 0.299 0.154 0.099 0.297 0.69 0.248 0.17 0.078 0.357

Vanilla (OpenAI) 0.258 0.523 0.253 0.160 0.095 0.354 0.671 0.251 0.260 0.235 0.261 0.622 0.237 0.112 0.072 0.256 0.585 0.195 0.156 0.088 0.282
Vanilla (Gecko) 0.302 0.603 0.293 0.188 0.125 0.353 0.659 0.325 0.238 0.188 0.265 0.608 0.234 0.134 0.083 0.274 0.588 0.228 0.178 0.101 0.298

GPT4o (Summarization) 0.332 0.641 0.311 0.225 0.149 0.317 0.656 0.273 0.174 0.164 0.239 0.586 0.195 0.107 0.069 0.291 0.629 0.217 0.201 0.118 0.295
GPT4o (Task-specific) 0.309 0.585 0.286 0.220 0.147 0.307 0.618 0.196 0.193 0.220 0.243 0.578 0.219 0.110 0.065 0.275 0.599 0.209 0.194 0.099 0.284

Gemini (Summarization) 0.297 0.591 0.269 0.208 0.119 0.348 0.660 0.240 0.244 0.246 0.252 0.605 0.220 0.109 0.073 0.250 0.573 0.180 0.151 0.094 0.287
Gemini (Task-specific) 0.291 0.599 0.276 0.169 0.120 0.314 0.656 0.254 0.187 0.157 0.243 0.584 0.216 0.109 0.065 0.267 0.604 0.191 0.174 0.098 0.279

Random (All) 0.316 0.614 0.326 0.203 0.121 0.410 0.746 0.390 0.291 0.213 0.324 0.674 0.298 0.195 0.131 0.324 0.597 0.304 0.231 0.163 0.343
Random (Ticker) 0.270 0.553 0.269 0.159 0.098 0.308 0.609 0.235 0.223 0.163 0.255 0.610 0.230 0.113 0.068 0.285 0.602 0.242 0.187 0.108 0.279

PEV(Mean) 0.326 0.619 0.326 0.215 0.146 0.380 0.719 0.343 0.272 0.185 0.310 0.647 0.285 0.185 0.121 0.316 0.618 0.283 0.220 0.143 0.333
STPEV(Mean) 0.270 0.584 0.245 0.152 0.099 0.310 0.640 0.270 0.201 0.129 0.243 0.592 0.219 0.104 0.057 0.278 0.599 0.236 0.183 0.095 0.275

2023

GPT4o Pred (8 shot) 0.34 0.9 0.217 0.146 0.097 0.307 0.775 0.225 0.133 0.097 0.324 0.613 0.325 0.211 0.147 0.301 0.627 0.259 0.177 0.143 0.318
Gemini Pred (8 shot) 0.325 0.825 0.25 0.124 0.103 0.296 0.731 0.222 0.141 0.089 0.32 0.627 0.355 0.172 0.128 0.277 0.602 0.247 0.153 0.105 0.305

Vanilla (OpenAI) 0.268 0.663 0.197 0.109 0.104 0.274 0.643 0.235 0.134 0.084 0.226 0.439 0.249 0.129 0.088 0.258 0.557 0.222 0.142 0.111 0.257
Vanilla (Gecko) 0.257 0.659 0.189 0.104 0.076 0.266 0.619 0.226 0.132 0.089 0.215 0.408 0.213 0.126 0.113 0.229 0.473 0.208 0.131 0.105 0.242

GPT4o (Summarization) 0.262 0.642 0.202 0.108 0.097 0.266 0.634 0.233 0.121 0.076 0.220 0.405 0.226 0.144 0.103 0.250 0.542 0.214 0.145 0.098 0.249
GPT4o (Task-specific) 0.249 0.634 0.188 0.097 0.078 0.262 0.621 0.221 0.125 0.080 0.220 0.418 0.209 0.142 0.110 0.253 0.542 0.220 0.140 0.110 0.246

Gemini (Summarization) 0.262 0.629 0.194 0.113 0.114 0.260 0.624 0.213 0.129 0.074 0.210 0.415 0.224 0.119 0.083 0.238 0.523 0.210 0.127 0.092 0.243
Gemini (Task-specific) 0.262 0.637 0.204 0.115 0.092 0.269 0.622 0.228 0.136 0.088 0.210 0.408 0.205 0.126 0.102 0.244 0.528 0.211 0.133 0.105 0.246

Random (All) 0.317 0.729 0.248 0.163 0.130 0.352 0.752 0.290 0.213 0.152 0.280 0.481 0.265 0.193 0.182 0.279 0.566 0.251 0.155 0.143 0.307
Random (Ticker) 0.247 0.633 0.182 0.095 0.080 0.255 0.596 0.208 0.130 0.088 0.228 0.438 0.212 0.133 0.130 0.238 0.513 0.203 0.124 0.110 0.242

PEV(Mean) 0.309 0.725 0.236 0.150 0.124 0.330 0.723 0.279 0.186 0.134 0.262 0.463 0.249 0.172 0.166 0.278 0.584 0.245 0.148 0.134 0.295
STPEV(Mean) 0.239 0.611 0.180 0.093 0.074 0.253 0.601 0.209 0.122 0.081 0.227 0.432 0.215 0.132 0.130 0.246 0.520 0.215 0.133 0.118 0.242

Table 4: The overall performance on DEC.

Ticker Identity Model
Cosine Similarity

Within-Ticker All-dataset

With

Vanilla (OpenAI) 0.9 0.7
Vanilla (Gecko) 0.958 0.865

GPT4o (Summarization) 0.92 0.685
GPT4o (Task-specific) 0.929 0.724

Gemini (Summarization) 0.931 0.713
Gemini (Task-specific) 0.918 0.728

Random (Ticker) 1.0 0.752
Average 0.937 0.738

Without Random (All) 0.765 0.753

Table 5: The mean cosine similarity between the within-
ticker group and the all-dataset group.

Representation-level comparisons between within-493

ticker group and all-dataset group. We compare494

the cosine similarity (for each earnings record)495

within individual tickers and across the entire496

dataset for text embeddings. As shown in Table 5,497

the within-ticker similarity is consistently higher498

than the overall similarity when ticker identity is499

present, even for texts scrutinized by LLMs. This500

finding aligns with Liu et al. (2024a). For more501

details, please refer to Appendix E.5.502

This observation is intuitive, as earnings calls503

for each company tend to follow similar and struc-504

tured patterns over time. This finding supports the505

hypothesis that transcripts primarily capture the506

ticker identity, owing to the inherently similar na-507

ture of transcripts for the same ticker.508

Prediction-level comparisons between transcripts-509

based models and STPEV(Mean). We also com-510

pare the predictions of different transcripts-based511

models with those of the STPEV(Mean) and cal-512

culate the Pearson correlation coefficients between513

them. As shown in Table 6, The predictions of 514

transcripts-based models and STPEV(Mean) are 515

highly linearly correlated for all models that con- 516

tain the ticker identity, with an average correla- 517

tion coefficient of 0.847 over 3 years. This also 518

validates our hypothesis that transcripts approxi- 519

mate the prior same-ticker post-earnings volatility, 520

where we simply use the mean value to represent 521

the distribution. Details are in Appendix E.6. 522

Ticker Identity Model
Yearly Average

2021 2022 2023

With

Vanilla (OpenAI) 0.87 0.873 0.866
Vanilla (Gecko) 0.753 0.825 0.81

GPT4o (Summarization) 0.799 0.792 0.848
GPT4o (Task-specific) 0.831 0.855 0.916

Gemini (Summarization) 0.852 0.854 0.867
Gemini (Task-specific) 0.816 0.843 0.867

Random (Ticker) 0.786 0.925 0.946
Average 0.815 0.852 0.874

Without Random (All) 0.183 0.007 0.004

Table 6: Pearson correlation coefficients between the
predictions of transcripts models and of STPEV(Mean).

7 Conclusion 523

In this work, we introduce a dense earnings call 524

dataset: DEC. Motivated by the dominant role 525

of prior post-earnings volatility on DEC, we pro- 526

pose two training-free baselines, PEV and STPEV, 527

which surpass various transcripts-based models. 528

We further confirm that transcripts primarily cap- 529

ture ticker identity and approximate the past post- 530

earnings volatility distribution, by representation- 531

level and prediction-level comparisons. 532
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Limitations533

Limited transcript representations. The cur-534

rent methods used to process transcripts are rela-535

tively simplistic. Incorporating additional numeric536

data, such as actual EPS and revenue, along with537

analysts’ expectations for these metrics, could en-538

hance the quality and depth of representations.539

Lack of incorporation of more price information.540

This work utilizes only post-earnings volatility.541

Combining post-earnings and pre-earnings volatil-542

ity could further improve prediction accuracy.543
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A Dataset Details681

A.1 Missing BeforeAfterMarket: an example682

Previous studies have overlooked the fact that earn-683

ings can be released before the market opens, which684

is 9 AM in U.S. exchanges. Here is a specific exam-685

ple in EC dataset: Target (TGT) Q3 2017 Earnings686

Call19. This earnings release occurred at 8:00 AM687

ET on Nov. 15, 2017. Since market participants688

had access to all earnings disclosures during trading689

hours on Nov. 15, the first post earnings day should690

be considered as Nov. 15 rather than Nov. 16. Ac-691

cording to the definition of post-earnings volatility,692

the three-day volatility should account for the trad-693

ing days {Nov. 15, Nov. 16, and Nov. 17}, not694

{Nov. 16, Nov. 17, and Nov. 20}. Consequently, the695

volatility should be recalculated as -2.726, whereas696

previous studies incorrectly recorded it as -3.703.697

Regrettably, both the EC and MAEC datasets698

exhibit critical errors when calculating volatility699

for earnings released before the market opening.700

Specifically, the EC, MAEC15, and MAEC16701

datasets contain 368, 395, and 584 earnings re-702

leased before market opening, accounting for703

69.3%, 64.3%, and 64.2% of the datasets, respec-704

tively. Thus, we believe that the volatility values705

used in prior studies are unreliable.706

A.2 DEC Dataset Details707

To ensure a diverse representation of tickers in the708

U.S. markets, we selected 11 sectors: Technology,709

Healthcare, Industrial, Utility, Real Estate, Basic710

Materials, Financial Services, Consumer Discre-711

tionary, Consumer Staples, Communication Ser-712

vices, and Energy. Each sector exhibits distinct713

characteristics and patterns in response to earnings714

calls, driven by differences in business models,715

investor expectations, and macroeconomic influ-716

ences.717

For each sector, we selected companies that are718

among the top 10 holdings in sector-specific ETFs.719

For example, in the technology sector, the top 10720

companies held by the XLK ETF20 include Apple721

Inc., NVIDIA Corp., Microsoft Corp., Broadcom722

Inc., Salesforce Inc., Oracle Corp., Cisco Systems723

Inc., Adobe Inc., Accenture PLC Class A, and Ad-724

vanced Micro Devices Inc. In this way, we further725

ensure that DEC includes most of the representative726

companies in the U.S. while maintaining diversity.727

19https://seekingalpha.com/article/
4125212-target-tgt-q3-2017-results-earnings-call-transcript

20https://seekingalpha.com/symbol/XLK

After identifying 110 tickers, we merged earn- 728

ings call transcripts with price records. During this 729

process, some tickers were excluded due to various 730

reasons, such as incomplete earnings cycles (fewer 731

than 20 earnings records) or missing price data or 732

the beforeAfterMarket attribute from EOD. 733

Figure 4: DEC Sector Distribution

Ultimately, we retained 90 tickers across 11 734

sectors, with each ticker containing 20 earnings 735

records spanning from the first quarter of 2019 to 736

the last quarter of 2023, resulting in a total of 1,800 737

earnings records. The sector distribution is illus- 738

trated in Figure 4. 739

B Two Observations from DEC 740

B.1 Post Earnings Volatility Distribution Drift 741

Figure 5 compares the daily returns before and af- 742

ter earnings for the EC, MAEC, and DEC datasets. 743

The return on the first day after earnings, rfuture_1, 744

is significantly higher than on other days. In con- 745

trast, Figure 6 compares the daily returns without 746

beforeAfterMarket adjustment from the original 747

EC and MAEC datasets21. In this case, the effect 748

tends to diminish or disappear due to the incor- 749

rect time used in identifying rfuture_1. This ob- 750

servation further validates the importance of the 751

beforeAfterMarket attribute. 752

In Section 5.1, we conclude that days involving 753

the volatility calculation of rfuture_1(the first day 754

after earnings) exhibit significantly higher volatil- 755

ity compared to other days. Figure 2 illustrates 756

this pattern for a 3-day window. In contrast, Fig- 757

ure 7 compares the same trend without the be- 758

foreAfterMarket adjustment using the original EC 759

and MAEC datasets, where the increased volatility 760

within the 3-day window is observed to dilute. This 761

21https://github.com/hankniu01/KeFVP/tree/main/
price_data
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(a) EC (b) MAEC-15 (c) MAEC-16 (d) DEC

Figure 5: Comparison of returns before and after earnings announcements. Earnings are released between the day
labeled past_1 and the day labeled future_1. The return on future_1 (the first day after earnings) is significantly
higher than on other days, a phenomenon known as PEAD (Bernard and Thomas, 1989).

(a) EC (b) MAEC-15 (c) MAEC-16

Figure 6: Comparison of returns (w/o beforeAfterMarket adjustment) before and after earnings announcements.
Earnings are released between the day labeled past_1 and the day labeled future_1.

(a) EC (b) MAEC-15 (c) MAEC-16

Figure 7: Comparison of 3-day volatility (w/o beforeAfterMarket adjustment) before and after earnings announce-
ments. Earnings are released between the day labeled past_1 and the day labeled future_1.

further highlights the importance of incorporating762

the beforeAfterMarket attribute.763

Furthermore, Figure 8 demonstrates that the post-764

earnings volatility distribution drift persists for a765

7-day window. In contrast, Figure 9 presents the766

same comparison without the beforeAfterMarket767

adjustment, where the phenomenon diminishes at768

the beginning and end of the volatility window.769

This further underscores the importance of incor-770

porating the beforeAfterMarket attribute.771

We do not present volatility comparisons for win-772

dow sizes of 15 and 30, as they could not fit into 773

a single figure due to space constraints. Never- 774

theless, the same distribution drift is observed for 775

these window sizes. 776

B.2 Ticker-Specific Volatility Regime 777

The ticker-specific volatility regime posits that each 778

company tends to follow a distinct post-earning 779

volatility distribution. We term this phenomenon 780

as Volatility Signature, which likely arises from 781

intrinsic company characteristics that remain rela- 782

tively stable over short periods. These characteris- 783
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(a) EC (b) MAEC-15 (c) MAEC-16 (d) DEC

Figure 8: Comparison of seven-day volatility before and after earnings announcements. Earnings are released
between the day labeled past_1 and the day labeled future_1. Days where the volatility calculation involves the
return of future_1 exhibit significantly higher volatility compared to others.

(a) EC (b) MAEC-15 (c) MAEC-16

Figure 9: Comparison of seven-day volatility (w/o beforeAfterMarket adjustment) before and after earnings
announcements. Earnings are released between the day labeled past_1 and the day labeled future_1.

(a) EC (b) MAEC-15 (c) MAEC-16 (d) DEC

Figure 10: Comparison of the mean of three-day volatility between the within-ticker group and the all-dataset group.

tics may include industry and sector classification,784

operational dynamics, company size and market785

position, and financial structure. Such stable prop-786

erties act as anchors, mitigating extreme volatility787

fluctuations and maintaining predictable patterns788

of post-earnings volatility, even in response to peri-789

odic financial disclosures.790

To further illustrate the volatility signature, Fig-791

ure 10 compares the mean values of three-day792

volatility between the within-ticker group and the793

all-dataset group. This analysis is particularly rel-794

evant, as the mean function is primarily used and795

benchmarked against baselines in Section 6. The796

figure reveals significant variation in mean values797

across tickers (as shown on the y-axis), underscor-798

ing the motivation for introducing STPEV as an799

enhancement to PEV. 800

C Augmentation on EC and MAEC 801

Dataset EC MAEC-15 | MAEC-16 |
Type Original Augmented Original Augmented Original Augmented

Range 2017-2017 2012-2017 2015-2015 2010-2015 2015-2016 2011-2016
Count (Train) 179 2195 94 3192 215 5765
Count (Test) 112 112 154 154 280 280

OET 1.598 19.775 0.61 20.727 0.768 20.812

Table 7: EC and MAEC statistics between the original
and the augmented for STPEV. OET is defined as the
proportion of overlapping training earnings over testing
tickers defined in equation 2.

Since the PEV and STPEV take historical post- 802

earnings volatility as input, the current EC and 803

MAEC datasets, which lack sufficient previous 804

same-ticker earnings records, must be left-extended 805
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to earlier years. Table 7 compares the data statis-806

tics of testing tickers overlapped training earnings807

relative to testing tickers (OET) before and after808

augmentation. It is evident that the OET values809

are significantly improved by left-extending the810

datasets.811

D Implementation Details for812

Transcripts-based Models813

One NVIDIA L40 GPU is used for the transcript-814

based models. The learning rate is set to 1e-4, with815

a batch size of 32 and a random seed of 2021. The816

models are trained for up to 10 epochs using early-817

stopping techniques. The embedding dimensions818

for OpenAI, Gecko, and Voyage embeddings are819

3071, 756, and 1024, respectively. The 2-layer820

MLP has a hidden size of 512 in the middle layer.821

All results are based on a single run.822

E Detailed Evaluations and Analysis on823

DEC824

E.1 Full Results for Transcripts-based825

Models.826

Due to the limited number of overlapping earn-827

ings in 2019 and 2020 within the DEC dataset22,828

which affects the suitability of the STPEV base-829

line, we present results only for the years 2021 to830

2023 in Section 6.2. Here, we provide the com-831

plete results on DEC, including three additional832

STPEV variants: STPEV(Median), STPEV(LR),833

and STPEV(MLP). The training-free median im-834

plementation is similar to the mean approach. In835

contrast, the linear regression and MLP methods836

require training and parameter selection. To ad-837

dress this, we use cross-validation for each quarter,838

as earnings released in the same quarter share the839

same number of prior post-earnings volatility.840

As shown in Table 8, transcript-based models841

and STPEV(Mean) underperform STPEV(LR) dur-842

ing the early years of 2019 and 2020, where the843

limited number of previous same-ticker earnings844

makes it challenging to capture the prior post-845

earnings volatility distribution. On the other hand,846

relatively complex implementations of STPEV,847

such as STPEV(LR) and STPEV(MLP), underper-848

form simpler approaches like STPEV(Mean) and849

STPEV(Median) when sufficient previous same-850

ticker earnings are available.851

22In real-world applications, it is typically possible to gather
sufficient historical earnings data.

E.2 Pre-earnings Volatility Series Prediction. 852

Since volatility prediction is a type of time-series 853

forecasting problem, we follow KeFVP (Niu et al., 854

2023) and predict volatility using pre-earnings 855

volatility series (with a window size of 22) through 856

various time-series forecasting models, including 857

DLinear (Zeng et al., 2023), TSMixer (Chen et al., 858

2023), TimeNet (Wu et al., 2022), and FEDformer 859

(Zhou et al., 2022). Table 9 compares these 860

time-series forecasting models with STPEV(Mean). 861

We observe that simpler models, such as DLin- 862

ear and TSMixer, outperform other forecasting 863

models, though their performance and that of 864

STPEV(Mean) vary across different years. This 865

suggests that using pre-earnings volatility time se- 866

ries is also an effective approach for post-earnings 867

volatility prediction. Future research could explore 868

combining pre-earnings and post-earnings volatil- 869

ity series to achieve improved prediction accuracy. 870

E.3 Transcripts-based Models with LLM 871

LLM Direct Prediction We utilize few-shot 872

learning to prompt LLMs for direct volatility pre- 873

diction, providing the task description and prior 874

(earnings call transcripts, volatility) pairs within 875

the prompt. For EC and MAEC, three randomly 876

selected pairs are used as demonstrations, while 877

for DEC, eight ticker-specific prior pairs are in- 878

cluded as demonstrations. The prompt template is 879

illustrated in Figure 11. 880

LLM Fine-grained Text We also leverage LLMs 881

to extract signals and insights from vanilla earnings 882

call transcripts. Specifically, we deploy two distinct 883

prompt strategies: 884

• Summarization: We prompt the LLMs to ex- 885

tract key points from the transcripts, focusing 886

on different perspectives such as financial per- 887

formance metrics, management commentary, 888

and operational updates. The prompt template 889

is illustrated in Figure 12. 890

• Task-Specific: Involves providing the LLMs 891

with the context of the post-earnings volatil- 892

ity prediction task, requiring them to gener- 893

ate insightful comments tailored to this ob- 894

jective. The prompt template is illustrated in 895

Figure 13. 896

E.4 Clustering among Different Texts 897

Given the extremely similar performances of dif- 898

ferent transcript-based models, we further compare 899
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Year Model
First Quarter second Quarter Third Quarter Fourth Quarter

Average
MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30

2019

Vanilla (OpenAI) - - - - - 0.550 0.693 0.763 0.446 0.296 0.258 0.563 0.245 0.130 0.092 0.266 0.466 0.263 0.196 0.140 0.358
Vanilla (Gecko) - - - - - 0.376 0.563 0.385 0.287 0.268 0.316 0.603 0.270 0.219 0.173 0.241 0.425 0.217 0.170 0.154 0.311

GPT4o (Summarization) - - - - - 0.317 0.596 0.398 0.168 0.104 0.279 0.585 0.272 0.155 0.104 0.247 0.433 0.227 0.171 0.159 0.281
GPT4o (Task-specific) - - - - - 0.328 0.606 0.416 0.180 0.109 0.285 0.605 0.278 0.154 0.104 0.231 0.407 0.214 0.162 0.142 0.281

Gemini (Summarization) - - - - - 0.349 0.646 0.444 0.193 0.112 0.277 0.585 0.268 0.153 0.102 0.230 0.409 0.218 0.157 0.138 0.285
Gemini (Task-specific) - - - - - 0.324 0.617 0.408 0.173 0.099 0.291 0.596 0.280 0.170 0.119 0.233 0.404 0.223 0.161 0.143 0.283

Random (All) - - - - - 0.326 0.603 0.376 0.197 0.129 0.358 0.623 0.328 0.288 0.191 0.276 0.448 0.256 0.206 0.192 0.320
Random (Ticker) - - - - - 0.878 1.733 0.389 0.442 0.947 0.322 0.599 0.310 0.225 0.154 0.228 0.396 0.214 0.158 0.145 0.476

PEV(Mean) - - - - - 0.266 0.522 0.288 0.149 0.107 0.294 0.574 0.279 0.188 0.133 0.221 0.394 0.208 0.151 0.130 0.260
STPEV(Mean) - - - - - 0.415 0.902 0.442 0.198 0.118 0.299 0.638 0.295 0.159 0.105 0.272 0.523 0.265 0.181 0.119 0.329
STPEV(LR) - - - - - 0.227 0.488 0.254 0.108 0.059 0.229 0.522 0.241 0.102 0.051 0.200 0.383 0.195 0.135 0.086 0.219

STPEV(MLP) - - - - - 0.648 1.122 0.665 0.459 0.348 0.305 0.671 0.330 0.150 0.068 0.259 0.504 0.259 0.174 0.099 0.404

2020

Vanilla (OpenAI) 0.783 0.744 0.447 0.646 1.295 0.339 0.637 0.321 0.235 0.162 0.328 0.684 0.245 0.209 0.177 0.325 0.540 0.275 0.284 0.200 0.444
Vanilla (Gecko) 0.795 0.753 0.502 0.650 1.276 0.358 0.620 0.334 0.285 0.192 0.349 0.734 0.258 0.203 0.203 0.310 0.535 0.269 0.256 0.179 0.453

GPT4o (Summarization) 0.781 0.701 0.470 0.652 1.302 0.294 0.598 0.276 0.191 0.112 0.363 0.771 0.263 0.216 0.202 0.268 0.482 0.222 0.220 0.147 0.427
GPT4o (Task-specific) 0.787 0.733 0.479 0.648 1.286 0.342 0.619 0.329 0.261 0.159 0.311 0.690 0.209 0.169 0.176 0.280 0.508 0.225 0.234 0.153 0.430

Gemini (Summarization) 0.787 0.679 0.463 0.666 1.340 0.306 0.610 0.294 0.207 0.114 0.369 0.769 0.271 0.239 0.196 0.277 0.483 0.223 0.233 0.170 0.435
Gemini (Task-specific) 0.747 0.688 0.437 0.620 1.244 0.300 0.602 0.271 0.213 0.116 0.317 0.700 0.216 0.182 0.172 0.291 0.503 0.248 0.251 0.160 0.414

Random (All) 0.909 0.842 0.563 0.751 1.481 0.393 0.625 0.359 0.345 0.244 0.372 0.760 0.299 0.237 0.191 0.351 0.546 0.288 0.340 0.232 0.506
Random (Ticker) 0.810 0.756 0.496 0.680 1.308 0.437 0.694 0.413 0.379 0.262 0.351 0.760 0.271 0.204 0.171 0.346 0.551 0.304 0.310 0.221 0.486

PEV(Mean) 0.750 0.772 0.504 0.631 1.095 0.381 0.623 0.350 0.314 0.239 0.349 0.738 0.276 0.212 0.171 0.348 0.576 0.304 0.298 0.216 0.457
STPEV(Mean) 0.817 0.725 0.477 0.695 1.370 0.438 0.786 0.383 0.346 0.237 0.269 0.685 0.196 0.112 0.083 0.311 0.536 0.275 0.281 0.151 0.459
STPEV(LR) 0.422 0.664 0.370 0.453 0.200 0.277 0.614 0.222 0.148 0.126 0.288 0.755 0.203 0.110 0.082 0.259 0.609 0.224 0.125 0.077 0.311

STPEV(MLP) 0.468 0.678 0.357 0.598 0.237 0.499 0.901 0.525 0.454 0.115 0.318 0.753 0.220 0.163 0.138 0.342 0.614 0.329 0.332 0.094 0.407

2021

Vanilla (OpenAI) 0.170 0.357 0.148 0.079 0.097 0.250 0.457 0.212 0.145 0.185 0.372 0.547 0.462 0.285 0.194 0.213 0.501 0.173 0.109 0.068 0.251
Vanilla (Gecko) 0.200 0.419 0.191 0.104 0.087 0.269 0.464 0.245 0.176 0.189 0.350 0.523 0.377 0.291 0.211 0.253 0.535 0.223 0.161 0.094 0.268

GPT4o (Summarization) 0.183 0.390 0.162 0.097 0.084 0.277 0.482 0.252 0.171 0.204 0.353 0.549 0.430 0.278 0.156 0.234 0.544 0.190 0.124 0.079 0.262
GPT4o (Task-specific) 0.177 0.388 0.164 0.088 0.070 0.246 0.444 0.214 0.145 0.180 0.357 0.515 0.428 0.295 0.189 0.242 0.537 0.197 0.145 0.088 0.255

Gemini (Summarization) 0.175 0.356 0.153 0.083 0.106 0.246 0.454 0.212 0.144 0.173 0.322 0.502 0.394 0.240 0.151 0.255 0.553 0.215 0.142 0.109 0.249
Gemini (Task-specific) 0.176 0.384 0.159 0.094 0.067 0.249 0.435 0.210 0.156 0.197 0.347 0.503 0.407 0.286 0.190 0.248 0.548 0.215 0.140 0.088 0.255

Random (All) 0.249 0.472 0.231 0.150 0.143 0.294 0.497 0.291 0.189 0.201 0.433 0.603 0.512 0.359 0.259 0.300 0.577 0.280 0.212 0.132 0.319
Random (Ticker) 0.190 0.380 0.171 0.112 0.096 0.275 0.449 0.246 0.180 0.226 0.381 0.555 0.414 0.321 0.236 0.255 0.535 0.224 0.163 0.097 0.275

PEV(Mean) 0.216 0.433 0.209 0.115 0.105 0.271 0.451 0.239 0.184 0.209 0.405 0.580 0.429 0.342 0.270 0.288 0.568 0.260 0.199 0.127 0.295
STPEV(Mean) 0.156 0.368 0.149 0.067 0.041 0.249 0.463 0.209 0.150 0.173 0.333 0.525 0.353 0.260 0.196 0.222 0.536 0.177 0.114 0.062 0.240
STPEV(LR) 0.185 0.443 0.180 0.073 0.045 0.191 0.412 0.170 0.114 0.069 0.277 0.602 0.249 0.158 0.099 0.248 0.548 0.235 0.139 0.072 0.225

STPEV(MLP) 0.230 0.537 0.194 0.125 0.063 0.402 0.458 0.182 0.142 0.827 0.315 0.537 0.362 0.161 0.200 0.268 0.527 0.220 0.167 0.159 0.304

2022

Vanilla (OpenAI) 0.258 0.523 0.253 0.160 0.095 0.354 0.671 0.251 0.260 0.235 0.261 0.622 0.237 0.112 0.072 0.256 0.585 0.195 0.156 0.088 0.282
Vanilla (Gecko) 0.302 0.603 0.293 0.188 0.125 0.353 0.659 0.325 0.238 0.188 0.265 0.608 0.234 0.134 0.083 0.274 0.588 0.228 0.178 0.101 0.298

GPT4o (Summarization) 0.332 0.641 0.311 0.225 0.149 0.317 0.656 0.273 0.174 0.164 0.239 0.586 0.195 0.107 0.069 0.291 0.629 0.217 0.201 0.118 0.295
GPT4o (Task-specific) 0.309 0.585 0.286 0.220 0.147 0.307 0.618 0.196 0.193 0.220 0.243 0.578 0.219 0.110 0.065 0.275 0.599 0.209 0.194 0.099 0.284

Gemini (Summarization) 0.297 0.591 0.269 0.208 0.119 0.348 0.660 0.240 0.244 0.246 0.252 0.605 0.220 0.109 0.073 0.250 0.573 0.180 0.151 0.094 0.287
Gemini (Task-specific) 0.291 0.599 0.276 0.169 0.120 0.314 0.656 0.254 0.187 0.157 0.243 0.584 0.216 0.109 0.065 0.267 0.604 0.191 0.174 0.098 0.279

Random (All) 0.316 0.614 0.326 0.203 0.121 0.410 0.746 0.390 0.291 0.213 0.324 0.674 0.298 0.195 0.131 0.324 0.597 0.304 0.231 0.163 0.343
Random (Ticker) 0.270 0.553 0.269 0.159 0.098 0.308 0.609 0.235 0.223 0.163 0.255 0.610 0.230 0.113 0.068 0.285 0.602 0.242 0.187 0.108 0.279

PEV(Mean) 0.326 0.619 0.326 0.215 0.146 0.380 0.719 0.343 0.272 0.185 0.310 0.647 0.285 0.185 0.121 0.316 0.618 0.283 0.220 0.143 0.333
STPEV(Mean) 0.270 0.584 0.245 0.152 0.099 0.310 0.640 0.270 0.201 0.129 0.243 0.592 0.219 0.104 0.057 0.278 0.599 0.236 0.183 0.095 0.275
STPEV(LR) 0.305 0.739 0.273 0.145 0.063 0.251 0.759 0.140 0.075 0.030 0.292 0.723 0.258 0.120 0.068 0.264 0.690 0.195 0.107 0.065 0.278

STPEV(MLP) 0.479 1.133 0.264 0.194 0.325 0.354 0.777 0.210 0.272 0.157 0.486 0.910 0.271 0.699 0.066 0.716 1.090 0.821 0.800 0.155 0.509

2023

Vanilla (OpenAI) 0.268 0.663 0.197 0.109 0.104 0.274 0.643 0.235 0.134 0.084 0.226 0.439 0.249 0.129 0.088 0.258 0.557 0.222 0.142 0.111 0.257
Vanilla (Gecko) 0.257 0.659 0.189 0.104 0.076 0.266 0.619 0.226 0.132 0.089 0.215 0.408 0.213 0.126 0.113 0.229 0.473 0.208 0.131 0.105 0.242

GPT4o (Summarization) 0.262 0.642 0.202 0.108 0.097 0.266 0.634 0.233 0.121 0.076 0.220 0.405 0.226 0.144 0.103 0.250 0.542 0.214 0.145 0.098 0.249
GPT4o (Task-specific) 0.249 0.634 0.188 0.097 0.078 0.262 0.621 0.221 0.125 0.080 0.220 0.418 0.209 0.142 0.110 0.253 0.542 0.220 0.140 0.110 0.246

Gemini (Summarization) 0.262 0.629 0.194 0.113 0.114 0.260 0.624 0.213 0.129 0.074 0.210 0.415 0.224 0.119 0.083 0.238 0.523 0.210 0.127 0.092 0.243
Gemini (Task-specific) 0.262 0.637 0.204 0.115 0.092 0.269 0.622 0.228 0.136 0.088 0.210 0.408 0.205 0.126 0.102 0.244 0.528 0.211 0.133 0.105 0.246

Random (All) 0.317 0.729 0.248 0.163 0.130 0.352 0.752 0.290 0.213 0.152 0.280 0.481 0.265 0.193 0.182 0.279 0.566 0.251 0.155 0.143 0.307
Random (Ticker) 0.247 0.633 0.182 0.095 0.080 0.255 0.596 0.208 0.130 0.088 0.228 0.438 0.212 0.133 0.130 0.238 0.513 0.203 0.124 0.110 0.242

PEV(Mean) 0.309 0.725 0.236 0.150 0.124 0.330 0.723 0.279 0.186 0.134 0.262 0.463 0.249 0.172 0.166 0.278 0.584 0.245 0.148 0.134 0.295
STPEV(Mean) 0.239 0.611 0.180 0.093 0.074 0.253 0.601 0.209 0.122 0.081 0.227 0.432 0.215 0.132 0.130 0.246 0.520 0.215 0.133 0.118 0.242
STPEV(LR) 0.332 0.851 0.272 0.127 0.078 0.290 0.714 0.231 0.142 0.071 0.293 0.542 0.342 0.175 0.112 0.333 0.767 0.311 0.157 0.097 0.312

STPEV(MLP) 0.820 1.263 1.280 0.394 0.345 0.565 1.031 0.605 0.431 0.195 0.397 0.446 0.275 0.557 0.311 0.490 0.625 0.526 0.469 0.341 0.568

Table 8: The overall performance on DEC across transcript-based models and different PEV and STPEV variants.

the embeddings of vanilla transcripts with those900

of four types of LLM fine-grained insights (two901

strategies and two LLMs). We sample 10 earnings902

from each ticker, resulting in 900 earnings, and903

then perform K-means clustering on 4,500 embed-904

dings following t-SNE dimensionality reduction.905

Table 14 presents the clustering results. We ob-906

serve that vanilla transcripts, GPT4o fine-grained,907

and Gemini fine-grained texts are distinctly sep-908

arated from other sources, while the two strate-909

gies—summarization and task-specific—struggle910

to differentiate from each other. Additionally, sec-911

ondary clusters emerge within the three main clus-912

ters, representing ticker-specific groupings.913

E.5 Similarity Comparison914

To evaluate how transcript representations correlate915

with other examples from the same-ticker group916

and the all-dataset group (comprising all 90 tickers),917

we compute the cosine similarity of each earnings918

record with both groups. This analysis is performed919

across different transcript representations, includ-920

ing two vanilla embeddings and four fine-grained 921

LLM embeddings. As shown in Table 15, the co- 922

sine similarity for the same-ticker group is signif- 923

icantly higher than that for the all-dataset group, 924

except for Random(All) representations. This find- 925

ing indicates that transcripts from the same ticker 926

are more similar than those from different tickers. 927

E.6 Predictions Correlation Analysis 928

We also calculate and compare the Pearson cor- 929

relation coefficients between the predictions of 930

various transcript-based models and those of 931

STPEV(Mean) across different windows and quar- 932

ters. From Table 10 to Table 17, We observe 933

strong linear relationships between the predic- 934

tions generated by transcript-based models and 935

STPEV(Mean), typically beginning from the year 936

2021. Figure 16 further visualizes this relation- 937

ship for the year 2023, comparing predictions 938

from the Random(Ticker) model with those from 939

STPEV(Mean). The points cluster closely around 940

the line y = x , highlighting a strong correlation. 941

15



Year Model
First Quarter second Quarter Third Quarter Fourth Quarter

Average
MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30 MSE MSE3 MSE7 MSE15 MSE30

2019

DLinear - - - - - 0.438 0.500 0.370 0.435 0.449 0.322 0.567 0.284 0.258 0.178 0.235 0.456 0.220 0.147 0.117 0.332
TSMixer - - - - - 0.413 0.535 0.244 0.278 0.595 0.330 0.554 0.299 0.392 0.076 0.224 0.399 0.220 0.148 0.130 0.322
TimesNet - - - - - 0.394 0.628 0.331 0.410 0.208 0.358 0.593 0.366 0.301 0.171 0.230 0.395 0.268 0.153 0.102 0.327

FEDformer - - - - - 0.706 0.743 0.733 0.982 0.366 0.325 0.724 0.270 0.177 0.128 0.267 0.459 0.283 0.178 0.149 0.433
STPEV(Mean) - - - - - 0.415 0.902 0.442 0.198 0.118 0.299 0.638 0.295 0.159 0.105 0.272 0.523 0.265 0.181 0.119 0.329

2020

DLinear 0.929 0.602 0.426 0.709 1.980 1.158 1.216 0.942 1.064 1.411 0.433 0.803 0.326 0.289 0.312 0.246 0.489 0.199 0.177 0.119 0.691
TSMixer 0.920 0.677 0.439 0.606 1.956 0.595 0.784 0.497 0.505 0.594 0.381 0.784 0.301 0.229 0.211 0.273 0.504 0.208 0.232 0.147 0.542
TimesNet 0.938 0.682 0.603 0.628 1.839 1.081 1.233 0.829 1.031 1.233 0.422 0.954 0.302 0.231 0.201 0.331 0.518 0.275 0.280 0.250 0.693

FEDformer 0.772 0.654 0.322 0.499 1.613 0.912 1.251 0.903 0.714 0.781 0.442 0.883 0.329 0.293 0.264 0.318 0.610 0.230 0.211 0.220 0.611
STPEV(Mean) 0.817 0.725 0.477 0.695 1.370 0.438 0.786 0.383 0.346 0.237 0.269 0.685 0.196 0.112 0.083 0.311 0.536 0.275 0.281 0.151 0.459

2021

DLinear 0.192 0.434 0.188 0.086 0.061 0.215 0.422 0.190 0.124 0.123 0.256 0.498 0.267 0.161 0.097 0.248 0.549 0.207 0.146 0.092 0.228
TSMixer 0.191 0.434 0.193 0.083 0.053 0.226 0.401 0.162 0.141 0.199 0.275 0.461 0.293 0.208 0.140 0.246 0.542 0.207 0.149 0.087 0.235
TimesNet 0.221 0.409 0.226 0.170 0.078 0.223 0.409 0.229 0.147 0.106 0.290 0.490 0.285 0.250 0.136 0.259 0.520 0.225 0.169 0.121 0.248

FEDformer 0.254 0.463 0.235 0.175 0.141 0.267 0.472 0.233 0.187 0.177 0.305 0.553 0.292 0.203 0.173 0.272 0.540 0.277 0.175 0.095 0.274
STPEV(Mean) 0.156 0.368 0.149 0.067 0.041 0.249 0.463 0.209 0.150 0.173 0.333 0.525 0.353 0.260 0.196 0.222 0.536 0.177 0.114 0.062 0.240

2022

DLinear 0.244 0.553 0.212 0.133 0.079 0.208 0.490 0.179 0.112 0.052 0.304 0.597 0.253 0.198 0.169 0.235 0.555 0.185 0.111 0.087 0.248
TSMixer 0.246 0.560 0.214 0.121 0.090 0.229 0.484 0.196 0.157 0.080 0.257 0.570 0.216 0.140 0.100 0.229 0.527 0.198 0.113 0.079 0.240
TimesNet 0.266 0.562 0.233 0.155 0.114 0.239 0.499 0.185 0.167 0.106 0.270 0.601 0.221 0.136 0.123 0.231 0.516 0.198 0.099 0.112 0.252

FEDformer 0.282 0.627 0.281 0.142 0.078 0.218 0.519 0.147 0.110 0.097 0.296 0.604 0.251 0.154 0.176 0.246 0.559 0.200 0.128 0.098 0.261
STPEV(Mean) 0.270 0.584 0.245 0.152 0.099 0.310 0.640 0.270 0.201 0.129 0.243 0.592 0.219 0.104 0.057 0.278 0.599 0.236 0.183 0.095 0.275

2023

DLinear 0.254 0.667 0.171 0.106 0.072 0.336 0.789 0.291 0.163 0.101 0.254 0.519 0.259 0.147 0.089 0.299 0.666 0.279 0.157 0.094 0.286
TSMixer 0.255 0.671 0.183 0.102 0.064 0.304 0.724 0.262 0.142 0.088 0.223 0.456 0.223 0.122 0.090 0.265 0.592 0.241 0.137 0.091 0.262
TimesNet 0.268 0.652 0.189 0.117 0.116 0.365 0.838 0.325 0.169 0.128 0.296 0.599 0.302 0.177 0.107 0.341 0.741 0.322 0.182 0.119 0.318

FEDformer 0.273 0.702 0.186 0.117 0.087 0.363 0.863 0.309 0.168 0.113 0.282 0.571 0.294 0.163 0.101 0.316 0.712 0.281 0.158 0.115 0.309
STPEV(Mean) 0.239 0.611 0.180 0.093 0.074 0.253 0.601 0.209 0.122 0.081 0.227 0.432 0.215 0.132 0.130 0.246 0.520 0.215 0.133 0.118 0.242

Table 9: The overall performance on DEC using pre-earnings volatility series.

Prompt for LLMs Direct Volatility Prediction

Company ticker has just released its earnings transcript. Our primary goal is to predict the volatility for the next {prediction_window} trading days.

Let me first clarify our target: volatility = log(std(r1, r2, ..., rn)), where ri is the return on day i in the future.
In general, higher volatility means more dramatic price fluctuations, indicating a more volatile market.

To help you understand the task, here are some previous examples of earnings call transcripts and their corresponding volatility values for ticker over the
past 2 years (a total of 8 earnings). The most recent pair is labeled as previous 1, representing the latest past earnings, while previous 8 refers to the oldest
past earnings.

Previous 1 (transcripts, volatility) pair for ticker: - Transcript (start): - Transcript (end). - Target (volatility for the next extprediction_window trading
days): volatility

Previous 2 (transcripts, volatility) pair for ticker: - Transcript (start): - Transcript (end). - Target (volatility for the next extprediction_window trading
days): volatility
...
...
...
Previous 8 (transcripts, volatility) pair for ticker: - Transcript (start): - Transcript (end). - Target (volatility for the next extprediction_window trading
days): volatility

Now that you’ve reviewed the goal and examples, here’s the current earnings call transcript for analysis:
- Transcript (start): current_transcripts - Transcript (end).

Let’s proceed step by step: 1. Recognize patterns for using the transcripts of ticker to predict volatility.
2. Perform a comparative analysis of the current earnings transcript with the previous examples, as quarter-to-quarter performance is critical for earnings.
3. Use your identified patterns and comparative analysis to predict the volatility for the next prediction_window days.

Details about your reasoning process are highly appreciated.

Figure 11: Prompt template for LLMs direct volatility prediction.

Year
First Quarter second Quarter Third Quarter Fourth Quarter

Yearly Average
Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30

2019 - - - - - 0.14 0.169 0.146 0.125 0.121 0.477 0.483 0.456 0.472 0.496 0.415 0.469 0.431 0.39 0.37 0.556
2020 0.556 0.601 0.531 0.548 0.546 0.521 0.58 0.583 0.482 0.437 0.555 0.603 0.549 0.533 0.537 0.62 0.651 0.632 0.633 0.563 0.767
2021 0.767 0.755 0.801 0.766 0.745 0.8 0.788 0.807 0.812 0.794 0.801 0.803 0.789 0.831 0.781 0.845 0.782 0.87 0.862 0.866 0.87
2022 0.87 0.857 0.866 0.873 0.884 0.81 0.794 0.794 0.842 0.809 0.853 0.82 0.863 0.873 0.856 0.866 0.835 0.885 0.877 0.866 0.873
2023 0.873 0.843 0.897 0.89 0.864 0.869 0.847 0.877 0.874 0.878 0.838 0.778 0.835 0.864 0.877 0.866 0.852 0.859 0.87 0.88 0.866

Table 10: The Pearson Correlation Coefficients between vanilla(OpenAI) model and STPEV(Mean) model.

Year
First Quarter second Quarter Third Quarter Fourth Quarter

Yearly Average
Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30

2019 - - - - - 0.113 0.128 0.119 0.091 0.114 -0.003 -0.076 0.092 0.022 -0.052 0.369 0.421 0.405 0.329 0.319 0.494
2020 0.494 0.566 0.508 0.451 0.45 0.372 0.525 0.382 0.382 0.198 0.439 0.542 0.447 0.39 0.378 0.579 0.603 0.567 0.577 0.57 0.628
2021 0.628 0.616 0.659 0.618 0.62 0.707 0.706 0.702 0.717 0.704 0.737 0.733 0.731 0.753 0.729 0.732 0.719 0.741 0.744 0.724 0.753
2022 0.753 0.73 0.754 0.754 0.772 0.709 0.682 0.714 0.717 0.72 0.755 0.719 0.764 0.77 0.768 0.799 0.764 0.794 0.812 0.824 0.825
2023 0.825 0.805 0.825 0.834 0.838 0.817 0.809 0.822 0.821 0.815 0.816 0.79 0.818 0.831 0.825 0.81 0.816 0.801 0.813 0.81 0.81

Table 11: The Pearson Correlation Coefficients between vanilla(Gecko) model and STPEV(Mean) model.
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Year
First Quarter second Quarter Third Quarter Fourth Quarter

Yearly Average
Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30

2019 - - - - - 0.258 0.352 0.23 0.239 0.213 0.535 0.594 0.509 0.525 0.512 0.555 0.593 0.539 0.562 0.528 0.683
2020 0.683 0.704 0.682 0.69 0.656 0.654 0.72 0.671 0.667 0.558 0.605 0.655 0.578 0.571 0.615 0.693 0.729 0.689 0.678 0.678 0.773
2021 0.773 0.775 0.779 0.76 0.778 0.752 0.782 0.762 0.741 0.725 0.843 0.879 0.842 0.835 0.817 0.863 0.848 0.889 0.865 0.852 0.799
2022 0.799 0.807 0.796 0.798 0.796 0.781 0.771 0.771 0.788 0.796 0.822 0.812 0.819 0.842 0.817 0.883 0.865 0.883 0.894 0.892 0.792
2023 0.792 0.803 0.836 0.833 0.695 0.842 0.828 0.838 0.852 0.847 0.816 0.764 0.839 0.832 0.828 0.848 0.772 0.861 0.876 0.884 0.848

Table 12: The Pearson Correlation Coefficients between GPT-4o(Summarization) model and STPEV(Mean).

Year
First Quarter second Quarter Third Quarter Fourth Quarter

Yearly Average
Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30

2019 - - - - - 0.259 0.326 0.245 0.217 0.247 0.507 0.51 0.497 0.511 0.51 0.453 0.484 0.422 0.477 0.429 0.711
2020 0.711 0.708 0.714 0.716 0.707 0.668 0.729 0.698 0.669 0.575 0.638 0.694 0.628 0.606 0.625 0.731 0.707 0.732 0.752 0.731 0.777
2021 0.777 0.792 0.788 0.753 0.777 0.86 0.86 0.855 0.871 0.854 0.833 0.839 0.82 0.829 0.844 0.821 0.831 0.839 0.816 0.798 0.831
2022 0.831 0.84 0.843 0.829 0.813 0.87 0.861 0.851 0.898 0.871 0.887 0.853 0.899 0.901 0.897 0.893 0.876 0.893 0.895 0.909 0.855
2023 0.855 0.834 0.861 0.871 0.853 0.875 0.857 0.885 0.884 0.876 0.892 0.878 0.883 0.901 0.904 0.916 0.895 0.919 0.919 0.93 0.916

Table 13: The Pearson Correlation Coefficients between GPT-4o(Task-Specific) model and STPEV(Mean).

Year
First Quarter second Quarter Third Quarter Fourth Quarter

Yearly Average
Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30

2019 - - - - - 0.27 0.409 0.262 0.211 0.197 0.598 0.639 0.6 0.579 0.575 0.507 0.522 0.469 0.53 0.509 0.726
2020 0.726 0.739 0.729 0.722 0.714 0.698 0.735 0.713 0.7 0.644 0.669 0.701 0.669 0.637 0.672 0.741 0.759 0.723 0.755 0.728 0.837
2021 0.837 0.827 0.849 0.843 0.831 0.851 0.845 0.859 0.852 0.848 0.872 0.872 0.86 0.898 0.859 0.843 0.836 0.859 0.86 0.816 0.852
2022 0.852 0.876 0.869 0.854 0.808 0.853 0.854 0.836 0.877 0.844 0.838 0.809 0.844 0.864 0.837 0.898 0.884 0.902 0.911 0.893 0.854
2023 0.854 0.844 0.859 0.863 0.851 0.866 0.845 0.857 0.867 0.895 0.845 0.84 0.825 0.85 0.864 0.867 0.858 0.843 0.88 0.888 0.867

Table 14: The Pearson Correlation Coefficients between Gemini(Summarization) model and STPEV(Mean).

Year
First Quarter second Quarter Third Quarter Fourth Quarter

Yearly Average
Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30

2019 - - - - - 0.216 0.22 0.202 0.207 0.237 0.469 0.574 0.496 0.423 0.383 0.494 0.494 0.492 0.52 0.471 0.603
2020 0.603 0.595 0.592 0.606 0.62 0.692 0.763 0.725 0.669 0.612 0.575 0.567 0.594 0.563 0.577 0.728 0.73 0.719 0.737 0.724 0.768
2021 0.768 0.78 0.799 0.743 0.749 0.785 0.805 0.816 0.781 0.739 0.789 0.83 0.772 0.786 0.769 0.791 0.771 0.808 0.804 0.783 0.816
2022 0.816 0.818 0.814 0.835 0.795 0.862 0.821 0.882 0.879 0.868 0.821 0.78 0.831 0.846 0.829 0.878 0.853 0.888 0.891 0.881 0.843
2023 0.843 0.826 0.865 0.855 0.824 0.867 0.828 0.874 0.88 0.883 0.845 0.827 0.838 0.856 0.858 0.867 0.858 0.861 0.872 0.877 0.867

Table 15: The Pearson Correlation Coefficients between Gemini(Task-Specific) model and STPEV(Mean).

Year
First Quarter second Quarter Third Quarter Fourth Quarter

Yearly Average
Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30

2019 - - - - - 0.101 0.064 0.11 0.113 0.118 0.025 0.014 0.054 0.03 0.003 -0.116 -0.018 -0.073 -0.142 -0.23 -0.162
2020 -0.162 -0.158 -0.171 -0.17 -0.149 -0.014 -0.045 -0.043 0.019 0.013 0.102 0.086 0.127 0.118 0.075 -0.124 -0.139 -0.138 -0.121 -0.097 -0.082
2021 -0.082 -0.03 -0.078 -0.109 -0.11 0.236 0.163 0.254 0.247 0.278 -0.106 -0.11 -0.082 -0.08 -0.149 0.119 0.069 0.111 0.173 0.124 0.183
2022 0.183 0.172 0.19 0.179 0.192 0.059 0.088 0.044 0.056 0.047 0.111 0.116 0.094 0.114 0.122 -0.124 -0.072 -0.125 -0.134 -0.165 0.007
2023 0.007 -0.111 0.026 0.036 0.075 0.096 0.065 0.142 0.092 0.084 -0.146 -0.091 -0.166 -0.169 -0.156 0.004 0.052 -0.019 0.006 -0.024 0.004

Table 16: The Pearson Correlation Coefficients between Random(All) model and STPEV(Mean).

Year
First Quarter second Quarter Third Quarter Fourth Quarter

Yearly Average
Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30 Coef Coef3 Coef7 Coef15 Coef30

2019 - - - - - -0.071 -0.014 -0.099 -0.068 -0.103 0.055 0.096 0.069 0.041 0.015 0.222 0.367 0.223 0.175 0.125 0.169
2020 0.169 0.253 0.154 0.138 0.133 0.316 0.499 0.358 0.219 0.189 0.308 0.379 0.342 0.273 0.238 0.506 0.606 0.541 0.481 0.395 0.47
2021 0.47 0.637 0.657 0.318 0.267 0.587 0.637 0.617 0.575 0.519 0.641 0.624 0.706 0.665 0.569 0.726 0.765 0.749 0.71 0.682 0.786
2022 0.786 0.913 0.788 0.753 0.691 0.878 0.885 0.89 0.879 0.859 0.912 0.896 0.92 0.927 0.907 0.898 0.905 0.877 0.912 0.899 0.925
2023 0.925 0.885 0.946 0.932 0.938 0.949 0.929 0.955 0.96 0.951 0.916 0.888 0.92 0.926 0.931 0.946 0.939 0.952 0.952 0.94 0.946

Table 17: The Pearson Correlation Coefficients between Random(Ticker) model and STPEV(Mean).
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Prompt with summarization strategy

Company ticker released its earnings call transcripts just now. As
an earnings call transcripts analyzer, here are the key aspects you
need to focus on to gain meaningful insights:

1. Financial Performance Metrics

• Revenue: Compare reported revenue against analyst esti-
mates and year-over-year (YoY) growth.

• Earnings Per Share (EPS): Assess whether EPS met, ex-
ceeded, or missed expectations.

• Profit Margins: Look at gross, operating, and net margins
for any improvements or declines.

• Guidance: Check forward-looking revenue, EPS, and other
projections provided by the company.

2. Management Commentary

• Tone and Language: Analyze whether management is opti-
mistic, cautious, or defensive.

• Key Themes: Identify recurring themes or buzzwords (e.g.,
cost-cutting, innovation, market expansion).

• Clarity: Observe if management clearly addresses concerns
or uses vague language.

3. Operational Updates

• Market Performance: Insights into geographic regions or
product lines driving growth or underperformance.

• New Initiatives: Details about product launches, partner-
ships, acquisitions, or market expansions.

• Challenges: Discussion of supply chain issues, regulatory
hurdles, or other headwinds.

...

...

...

Here is the earnings call transcripts: cur-
rent_earnings_call_transcripts.
Earnings call transcripts ends.

Figure 12: Prompt with summarization strategy.

Prompt with task-specific strategy

Company ticker released its earnings call transcripts just now. You
are going to predict the volatility following the earnings, which is
defined as the log of the standard deviation of following n days
returns, generally, the volatility is higher, the more dramatic the
market reacts to the earnings.

Try to mine some cues from the earnings calls transcripts and clearly
state why these cues can affect the volatility post earnings. More
details from the cues to volatility are appreciated. Below are some
possible key cues and explanations of their potential impact on
volatility, you do not need to cover all aspects, just focus on those
occur in transcripts.

1. Earnings Surprises

• Magnitude of earnings per share (EPS) or revenue
beats/misses relative to analyst estimates.

• Large surprises (positive or negative) often lead to dramatic
market reactions due to adjustments in future expectations.

• A large miss might signal fundamental issues, triggering
sell-offs, while a large beat might lead to euphoria, driving
prices up significantly.

2. Management Guidance

• Updates to forward-looking revenue, earnings, or margin
expectations.

• Upward guidance revision increases investor confidence,
often reducing downside risk but amplifying upside potential,
leading to volatility.

• Downward revisions heighten uncertainty and can trigger
aggressive revaluation.

3. Sentiment and Tone

• A confident tone with positive language like "record growth"
or "strong demand" reduces perceived risk but might create
higher expectations, increasing volatility if unmet.

• Defensive or overly cautious tone signals potential underly-
ing issues, creating fear or speculation.

...

...

...

Here is the earnings call transcripts: cur-
rent_earnings_call_transcripts.
Earnings call transcripts ends.

Figure 13: Prompt with task-specific strategy.

Figure 14: Clustering results for different texts.
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(a) Vanilla (OpenAI) (b) Vanilla (Gecko) (c) GPT4o (Summarization) (d) GPT4o (Task-Specific)

(e) Gemini (Summarization) (f) Gemini (Task Specific) (g) Random Ticker (h) Random All

Figure 15: Cosine similarity comparison between same-ticker group and all-dataset group.

Figure 16: Predictions by Random(Ticker) - Predictions by STPEV(Mean) model for year 2023.
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