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Abstract

Curriculum Reinforcement Learning (CRL) is an approach to facilitate the learning
process of agents by structuring tasks in a sequence of increasing complexity.
Despite its potential, many existing CRL methods struggle to efficiently guide
agents toward desired outcomes, particularly in the absence of domain knowledge.
This paper introduces DiCuRL (Diffusion Curriculum Reinforcement Learning), a
novel method that leverages conditional diffusion models to generate curriculum
goals. To estimate how close an agent is to achieving its goal, our method uniquely
incorporates a Q-function and a trainable reward function based on Adversarial In-
trinsic Motivation within the diffusion model. Furthermore, it promotes exploration
through the inherent noising and denoising mechanism present in the diffusion
models and is environment-agnostic. This combination allows for the generation
of challenging yet achievable goals, enabling agents to learn effectively without
relying on domain knowledge. We demonstrate the effectiveness of DiCuRL in
three different maze environments and two robotic manipulation tasks simulated in
MuJoCo, where it outperforms or matches nine state-of-the-art CRL algorithms
from the literature.

1 Introduction

Reinforcement learning (RL) is a computational method that allows an agent to discover optimal
actions through trial and error by receiving rewards and adapting its strategy to maximize cumulative
rewards. Deep RL, which integrates deep neural networks (NNs) with RL, is an effective way to
solve large-dimensional decision-making problems, such as learning to play video games [1, 2], chess
[3], Go [4], and robot manipulation tasks [5, 6, 7, 8]. One of the main advantages of deep RL is that
it can tackle difficult search problems where the expected behaviors and rewards are often sparsely
observed. The drawback, however, is that it typically needs to thoroughly explore the state space,
which can be costly especially when the dimensionality of this space grows.

Some methods, such as reward shaping [9], can mitigate the burden of exploration, but they require
domain knowledge and prior task inspection, which limits their applicability. Alternative strategies
have been proposed to enhance the exploration efficiency in a domain-agnostic way, such as priori-
tizing replay sampling [8, 10, 11], or generating intermediate goals [12, 13, 14, 15, 16, 17, 18, 19].
This latter approach, known as Curriculum Reinforcement Learning (CRL), focuses on designing a
suitable curriculum to guide the agent gradually toward the desired goal.

Various approaches have been proposed for the generation of curriculum goals. Some methods focus
on interpolation between a source task distribution and a target task distribution [20, 21, 22, 17].
However, these methods often rely on assumptions that may not hold in complex RL environments,
such as specific parameterization of distributions, hence ignoring the manifold structure in space.
Other approaches adopt optimal transport [13, 23], but they are typically applied in less challenging
exploration scenarios. Curriculum generation based on uncertainty awareness has also been explored,
but such methods often struggle with identifying uncertain areas as the goal space expands [15, 24, 12].
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Some research minimizes the distance between generated curriculum and desired outcome distribu-
tions using Euclidean distance, although this approach can be problematic in certain environments
[19, 25]. Other methods incorporate graph-based planning, but require an explicit specification of
obstacles [26, 27]. Lastly, approaches based on generative AI models have been proposed. For in-
stance, [14] uses GANs to generate tasks of intermediate difficulty, but it relies on arbitrary thresholds.
Alternatively, [28, 29, 30] apply diffusion models in offline RL settings [14, 28, 30].

Despite these advancements, existing CRL approaches still struggle with generating suitable inter-
mediate goals, particularly in complex environments with significant exploration challenges. To
overcome this challenge, in this paper, we propose DICURL (Diffusion Curriculum Reinforcement
Learning). Our method leverages conditional diffusion models to dynamically generate curriculum
goals, guiding agents towards desired goals while simultaneously considering the Q-function and a
trainable reward function based on Adversarial Intrinsic Motivation (AIM) [31].

Contributions Unlike previous offline RL approaches [28, 29, 30] that train and use diffusion models
for planning or policy generation relying on pre-existing data, DICURL facilitates online learning,
enabling agents to learn effectively without requiring domain-specific knowledge. This is achieved by
three key elements. 1 The diffusion model captures the distribution of visited states and facilitates
exploration through its inherent noising and denoising mechanism. 2 As the Q-function predicts the
cumulative reward starting from a state and a given goal while following a policy, we can determine
feasible goals by maximizing the Q-function, ensuring that the generated goals are challenging yet
achievable for the agent. 3 The AIM reward function estimates the agent’s proximity to the desired
goal and allows us to progressively shift the curriculum towards the desired goal.

We compare our proposed approach with nine state-of-the-art CRL baselines in three different maze
environments and two robotic manipulation tasks simulated in MuJoCo [32]. Our results show that
DICURL surpasses or performs on par with the state-of-the-art CRL algorithms.

2 Related Work

Curriculum Reinforcement Learning CRL [33] algorithms generally adjust the sequence of learning
experiences to improve the agent’s performance or accelerate training. These algorithms focus on
formulating intermediate goals that progressively guide the agent toward the desired goal, and have
been successfully applied to various tasks, mainly in the field of robot manipulation [34, 35, 36, 37].

Hindsight Experience Replay (HER) [38] tackles the challenge of sparse reward RL tasks by employ-
ing hindsight goals, considering the achieved goals as pseudo-goals, and substituting them for the
desired goal. However, HER struggles to solve tasks when the desired goals are far from the initial
position. Hindsight Goal Generation (HGG) [19] addresses the inefficiency issue inherent in HER
by generating hindsight goals through maximizing a value function and minimizing the Wasserstein
distance between the achieved goal and the desired goal distribution.

CURROT [23] and GRADIENT [13] both employ optimal transport for the generation of inter-
mediate goals. CURROT formulates CRL as a constrained optimization problem and uses the
Wasserstein distance to measure the distance between distributions. Conversely, GRADIENT intro-
duces task-dependent contextual distance metrics and can manage non-parametric distributions in
both continuous and discrete context settings; moreover, it directly interprets the interpolation as the
geodesic from the source to the target distribution.

GOAL-GAN [14] generates intermediate goals using a Generative Adversarial Network (GAN) [39],
without considering the target distribution. A goal generator is used to propose goal regions, and
a goal discriminator is trained to evaluate if a goal is at the right level of difficulty for the current
policy. The specification of goal regions is done using an indicator reward function, and policies are
conditioned on the goal as well as the state, similarly to a universal value function approximator [40].

PLR [15] uses selective sampling to prioritize instances with higher estimated learning potential
for future revisits during training. Learning potential is estimated using TD-Errors, resulting in the
creation of a more challenging curriculum. VSD [16] estimates the epistemic uncertainty of the
value function and selects goals based on this uncertainty measure. The value function confidently
assigns high values to easily achievable goals and low values to overly challenging ones. ACL [18]
maximizes the learning progress by considering two main measures: the rate of improvement in
prediction accuracy and the rate of increase in network complexity. This signal acts as an indicator of
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the current rate of improvement of the learner. The ALP-GMM [17] fits Gaussian Mixture Models
(GMM) using an Absolute Learning Progress (ALP) score, which is defined as the absolute difference
in rewards between the current episode and the previous episodes. The teacher generates curriculum
goals by sampling environments to maximize the student’s ALP, which is modeled by the GMM.

Finally, OUTPACE [12] employs a trainable intrinsic reward mechanism, known as Adversarial
Intrinsic Motivation (AIM) [31] (the same used in our method) which is designed to minimize the
Wasserstein distance between the state visitation distribution and the goal distribution. This function
increases along the optimal goal-reaching trajectory. For curriculum goal generation, OUTPACE uses
Conditional Normalized Maximum Likelihood (CNML), to classify state success labels based on
their association with visited states, out-of-distribution samples, or the desired goal distribution. The
method also prioritizes uncertain and temporally distant goals using meta-learning-based uncertainty
quantification [41] and Wasserstein-distance-based temporal distance approximation.

Diffusion Models for Reinforcement Learning UniPi [42] leverages diffusion models to generate
a video as a planner, conditioned on an initial image frame and a text description of a current goal.
Subsequently, a task-specific policy is employed to infer action sequences from the generated video
using an inverse dynamic model. AVDC [43] constructs a video-based robot policy by synthesizing
a video that renders the desired task execution and directly regresses actions from the synthesized
video without requiring any action labels or inverse dynamic model. It takes RGBD observations
and a textual goal description as inputs, synthesizes a video of the imagined task execution using a
diffusion model, and estimates the optical flow between adjacent frames in the video. Then, using the
optical flow and depth information, it computes robot commands.

Diffusion Policy [44] uses a diffusion model to learn a policy through a conditional denoising
diffusion process. BESO [45] adopts an imitation learning approach that learns a goal-specified
policy without any rewards from an offline dataset. DBC [46] uses a diffusion model to learn state-
action pairs sampled from an expert demonstration dataset and increases generalization using the
joint probability of the state-action pairs. Finally, Diffusion BC [47] uses a diffusion model to imitate
human behavior and capture the full distribution of observed actions on robot control tasks and 3D
gaming environments.

Limitations of current works and distinctive aspects of DICURL The aforementioned studies
typically require offline data for training. Both [42] and [43] employ diffusion models to synthesize
videos for rendering the desired task execution, and actions are then inferred from such videos.
Studies such as [44, 45, 46, 47] also focus on learning policies from offline datasets. Despite these
efforts, reliance on inadequate demonstration data can lead to suboptimal performance [44]. Distinct
from these approaches, our method instead does not rely on prior expert data or any pre-collected
datasets. As an off-policy RL method, DICURL collects in fact data through interaction with the
environment.

3 Background

We now introduce the background concepts on multi-goal RL, Soft Actor-Critic (SAC), Wasserstein
distance, Adversarial Intrinsic Motivation (AIM), and diffusion models.

3.1 Multi-Goal Reinforcement Learning

In the context of multi-goal RL, we can formulate the RL problem as a goal-oriented Markov decision
process (MDP) characterized by continuous state and action spaces. This MDP is defined by the
tuple ⟨S,A,G, T , p, γr⟩. Here, S represents the state space, A denotes the action space, and G is the
goal space. The transition dynamics, T (s′|s, a), describes the probability of transitioning to the next
state s′ given the current state s and action a. The joint probability distribution over the initial states
and the desired goal distribution is represented by p(s0, g), and γr ∈ [0, 1] is a discount factor.

We utilize the AIM reward function rφ, as outlined in Section 3.3. The objective is to identify
the optimal policy π that maximizes the expected cumulative reward approximated by the value
function Qπ(s, g, a). This function can be expanded to the Universal Value Function (UVF), a
goal-conditioned value function incorporating the goal into value estimation. The UVF, defined as
V π(s, g), where s is the current state, g is the goal, and π is the policy, estimates the expected return
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from state s under policy π, given goal g. The UVF has been shown to successfully generalize to
unseen goals, which makes it a viable approach for multi-goal RL [40].

3.2 Soft Actor-Critic

Soft Actor-Critic (SAC) [48] is an off-policy RL algorithm that learns a policy maximizing the sum
of the expected discounted cumulative reward and the entropy of the policy, namely: J(π) =∑T
t=0 Est∼B r + αeH(π(· | st, g)). The policy πψ(a | s) : S 7→ P(A) defines a map from

state to distributions over actions, parameterized by ψ. A state-action value function is defined
as Qϕ(s, g, a) : S × G × A → R, parameterized by ϕ. The policy parameters can be learned by
directly minimizing the expected KL divergence and the Q-value is trained by minimizing the soft
Bellman residual, which are defined as the following loss functions:

Lπ = E(s,g)∼B
[
Ea∼πψ [αe log (πψ(a | s, g)−Qϕ(s, g, a))]

]
(1)

LQ = E(s,a,r,s′,g)∼B

[
Qϕ (s, g, a)− (r + γrEs′∼B [Vϕ(s

′, g)])
2
]

(2)

where Vϕ(s, g) = Ea∼π [Qϕ(s, g, a)− log πψ (a | s, g)], B is the replay buffer and αe is the temper-
ature parameter that controls the stochasticity of the optimal policy.

3.3 Wasserstein Distance and Adversarial Intrinsic Motivation Reward Function

The Wasserstein distance offers a way to quantify the amount of work required to transport one
distribution to another distribution. The Wasserstein-p distance Wp between two distributions µ and
ν on a metric space (X , d), where X is a set and d denotes a metric on X , is defined as follows [49]:

Wp(µ, ν) : = inf
γ∈Π(µ,ν)

(∫
X
d(x, y)pdγ(x, y)

)1/p

= inf
γ∈Π(µ,ν)

E(X,Y )∼γ [d(X,Y )p]
1/p (3)

where Π(µ, ν) denotes the set of all possible joint distributions γ(x, y) whose marginals are µ and
ν. Intuitively, γ(x, y) tells what is the least amount of work, as measured by d, that needs to be
done to convert the distribution µ into the distribution ν [50]. A timestep quasi-metric dπ (s, g) can
be used as a distance metric. It estimates the work needed to transport one distribution to another,
representing the number of transition steps required to reach the goal state g ∈ G for the first time
when following the policy π.

As proposed by Durugkar et al. [31], the AIM reward function can be learned by minimizing the
Wasserstein distance between the state visitation distribution ρπ and the desired goal distribution
G. Through the minimization of the Wasserstein distance W1 (ρπ,G) (for p = 1, W1 is known as
the Kantorovich–Rubinstein distance), a reward function can be formulated to estimate the work
required to transport the state visitation distribution ρπ to the desired goal distribution G and is
expressed as follows: W1 (ρπ,G) = sup∥f∥L≤1 [Eg∼G [f (g)]− Es∼ρπ [f(s)]]. If the state visitation
distribution ρπ(s) comprises states that optimally progress towards the goal g, the potential function
f(s) increases along the trajectory, reaching its maximum value at f(g). The reward function, which
can be approximated using a neural network, denoted as rπφ, increases as the states approach the
desired goal g ∈ G. rπφ can be trained using the data collected by the policy π. Leveraging the
estimation of the Wasserstein distance W1 (ρπ,G), the loss function for training the parameterized
reward function rπφ is defined as follows:

Lφ = E(s,g)∼B
[
fπφ (s)− fπφ (g)

]
+ λ · E(s,s′,g)∼B

[
max

(∣∣fπφ (s)− fπφ (s′)
∣∣− 1, 0

)2]
(4)

where the second component of the sum is a penalty term and the coefficient λ is necessary to ensure
smoothness [31]. The reward can be calculated as rφ(s, g) = fπφ (s)− fπφ (g), which is the negative
of the Wasserstein distance −W1 (ρπ,G).

3.4 Diffusion Models

Diffusion models [51] express a probability distribution p(x0) through latent variables in the form
pθ (x0) :=

∫
pθ (x0:N ) dx1:N , where x1, . . . ,xN are latent variables of the same dimensionality

as the data x0 ∼ p (x0). They are characterized by a forward and a reverse diffusion process.
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The forward diffusion process approximates the posterior q (x1:N | x0) using a Markov chain that
perturbs the input data by gradually adding Gaussian noise x0 ∼ q (x0) in N steps with a predefined
variance schedule β1, . . . , βN . This process is defined as:

q (x1:N | x0) :=

N∏
k=1

q (xk | xk−1) (5)

q (xk | xk−1) := N
(
xk;

√
1− βkxk−1, βkI

)
The reverse diffusion process aims to recover the original input data from the noisy (diffused) data.
It learns to progressively reverse the diffusion process step by step and approximates the joint
distribution pθ (x0:N ). This process is defined as:

pθ (x0:N ) := p (xN )

N∏
k=1

pθ (xk−1 | xk) (6)

pθ (xk−1 | xk) := N (xk−1;µθ (xk, k) ,Σθ (xk, k))

where p (xN ) = N (xN ;0, I). The optimization of the reverse diffusion process is achieved by
maximizing the evidence lower bound (ELBO) Eq

[
ln pθ(x0:N )

q(x1:N |x0)

]
[52]. Once trained, sampling data

from Gaussian noise xN ∼ p (xN ) and running through the reverse diffusion process from k = N to
k = 0 yields an approximation of the original data distribution.

4 Methodology
As discussed earlier, in multi-goal RL, the desired goal is sampled from a desired goal distribution
in each episode, and the agent aims to achieve multiple goals. By integrating a curriculum design
into multi-goal RL, we can reformulate a task in such a way that it starts with easier goals and
progressively increases in difficulty. Our curriculum diffusion-model-based goal-generation method
works as follows. Given the presence of two different types of timesteps for the diffusion process
and the RL task, we denote the diffusion timesteps using subscripts k ∈ {1, . . . , N} and the RL
trajectory timesteps using subscripts t ∈ {1, . . . , T}. Our curriculum goal generation takes the state
s as an input. It then outputs a curriculum goal set Gc, which is obtained through the reverse diffusion
process of a conditional diffusion model as follows:

Gc = pθ (g0:N | s) = N (gN ;0, I)

N∏
k=1

pθ (gk−1 | gk, s) (7)

where g0 is the end sample of the reverse diffusion process used as a curriculum goal. Commonly,
pθ (gk−1 | gk, s) is a conditional distribution parametrized by θ and is chosen to model a multivariate
Gaussian distribution N (gk−1;µθ (gk, s, k) ,Σθ (gk, s, k)). Following [51], rather than learning
the variances of the forward diffusion process, we assign a fixed covariance matrix Σθ (gi, s, i) = βiI
and a mean defined as:

µθ (gk, s, k) =
1
√
αk

(
gk −

βk√
1− ᾱk

ϵθ (gk, s, k)

)
. (8)

Initially, we sample a Gaussian noise gN ∼ N (0, I). We then apply the reverse diffusion process
parameterized by θ starting from the last step N and proceeding backward to step 1:

gk−1 | gk =
gk√
αk
− βk√

αk (1− ᾱk)
ϵθ (gk, s, k) +

√
βkϵ (9)

ϵ ∼ N (0, I), for k = N, . . . , 1 .

For the case k = 1 (last term of the reverse diffusion process), we set ϵ to 0, to enhance the sampling
quality by ignoring

√
βk and edge effects. In fact, as empirically demonstrated by [51], training

the diffusion model yields better results when utilizing a simplified loss function that excludes
the weighting term. Thus, we adopt the following simplified loss function to train the conditional
ϵθ-model, where ϵθ is a function approximator designed to predict ϵ1.

1Details about deriving the conditional diffusion model equation are provided in Supp. Mat. A.
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Ld(θ) = Ek∼U,ϵ∼N (0,I),(s,g0)∼B

[∥∥ϵ− ϵθ
(√
ᾱkg0 +

√
1− ᾱkϵ, s, k

)∥∥2] , (10)

where U is a uniform distribution over the discrete set {1, . . . , N} and B denotes the replay buffer
collected by policy π.

To sample feasible curriculum goals for the agent, we integrate the Q-function and the AIM reward
function into the loss. The total loss function for training the diffusion model is defined as follows:

L = ξd · Ld(θ)− Es,a∼B,g0∼Gc,gd∼G [ξq ·Qϕ(s,g0, π(s,g0)) + ξr · rφ(g0, gd)] (11)

The rationale is that, while minimizing the lossLd allows us to accurately capture the state distribution,
we also aim to simultaneously maximize the expected value of Q and the AIM reward function rφ,
using the weights ξd, ξq , and ξr to adjust the relative importance of the three components of the loss
function. More in detail, the Q-function predicts the cumulative reward starting from a state and
following the policy, while the AIM reward function estimates how close an agent is to achieving
its goal. By maximizing Q and the AIM reward, we can generate curriculum goals that are neither
overly simplistic nor excessively challenging, progressing towards the desired goal.

In Eq. (11), g0 is obtained by sampling experiences from the replay buffer using Eq. (9) through
a reverse diffusion process parameterized by θ. Therefore, taking the gradient of Q and the AIM
reward rφ involves back-propagating through the entire diffusion process. After we obtain the set of
curriculum goals Gc from the diffusion model, we use a bipartite graph G ({Vx, Vy}, E) with edge
costs w, composed of vertices Vx (i.e., the curriculum goal candidates derived from the diffusion
model) and vertices Vy (i.e., the desired goals), where E represents the edge weights, and select the
optimal curriculum goal gc2. We employ the Minimum Cost Maximum Flow algorithm in order to
solve the bipartite matching problem and identify the edges with the minimal cost w:

max
Ĝc:|Ĝc|=K

∑
g0t=0,..T∈Ĝd,gi+∈Ĝ+

w where: w =

√
(gi − ḡ)2

N
. (12)

The specifics of the generation of intermediate goals through diffusion models are explained in
Algorithm 1, while the overall algorithm is outlined in Algorithm 2.

In Algorithm 1, during the training iterations, we sample Gaussian noise gN ∼ N (0, I) to denoise
the data in the reverse diffusion process. Between lines 5 and 7, we iterate from time step N to 1,
where we perform the reverse diffusion process using Eq. (9) and subtract the predicted noise ϵθ
from gN to denoise the noisy goal iteratively. We then uniformly sample a timestep k from the range
between 1 and N (line 8) and sample a Gaussian noise ϵ ∼ N (0, I) (line 9) in order to calculate the
diffusion loss defined in Eq. (10). In line 10, we calculate the diffusion loss, the Q-value, and the
AIM reward function using the generated goal g0 from the reverse diffusion process. Then in line
11, we calculate the total loss defined in Eq. (11) and update the diffusion model parameters θ using
gradient descent. Finally, we return the generated goal g0.

In Algorithm 2 we begin by defining an off-policy algorithm denoted as A. While any off-policy
algorithm could be employed, we choose Soft Actor-Critic (SAC) to align with the baseline algorithms
tested in our experiments. In line 5, we sample the initial state and provide the curriculum goal gc to
the policy, along with the current state. The policy generates an action (line 7), and executes it in the
environment (line 8). Subsequently, the next state and reward are obtained (line 9). Then, we provide
the minibatch b to the curriculum goal generator in line 11 to generate a curriculum goal set Gc. Then
we find the optimal curriculum goal gc using bipartite graph optimization (line 12). Furthermore, the
loss functions defined in Eq. (1) and Eq. (2) are calculated, and the networks approximating π and Q,
as well as the AIM reward function rφ defined in Eq. (4), are updated. Between line 15 and 21, we
run n test rollouts and extract the achieved state of the agent using ϕ and calculate the success rate in
reaching the desired goal within a threshold value κ.

2In principle, instead of sampling experiences from the replay buffer and providing them to the diffusion
model to generate a curriculum goal set, only the state of the last timestep, sT , could be provided to the diffusion
model to obtain a curriculum goal. The difference is that giving the sampled experiences to the diffusion model
generates many curriculum points, while using only the last timestep sT generates only a single curriculum
point, eliminating the need to apply any selection strategy. This is investigated in Supp. Mat. B.
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Algorithm 1 Diffusion Curriculum Goal Generator

1: Input: state s, no. of reverse diffusion timestep N , training step M
2: Obtain states s from the minibatch b
3: for i = 1, . . . ,M do ▷ Training iterations
4: gN ∼ N (0, I)
5: for k = N, . . . , 1 do ▷ Reverse diffusion process
6: ϵ ∼ N (0, I)

7: gk−1 = 1√
αk

(
gk − βk√

1−ᾱk
ϵθ(gk, k, s)

)
+
√
βkϵ ▷ Using Eq. (9)

8: k ∼ Uniform({1, . . . , N})
9: ϵ ∼ N (0, I)

10: Calculate diffusion Ld(θ), Q(s,g0, π(s)), r(gd,g0) ▷ Calculate with the generated goal g0

11: Calculate total loss L = ξdLd(θ)− ξqQ(s,g0, π(s))− ξrr(g0, gd) ▷ Eq 11
12: θ ← θ − η∇θL ▷ Take gradient descent step and update the diffusion weights

return g0

Algorithm 2 RL Training and Evaluation

1: Input: no. of episodes E, timesteps T
2: Select an off-policy algorithm A ▷ In our case, A is SAC
3: Initialize replay buffer B ← ∅, gc ← {gd} and networks Qϕ, πψ , rφ
4: for episode = 0 . . . E do
5: Sample initial state s0
6: for t = 0 . . . T do
7: at = π(st, gc)
8: Execute at, obtain next state st+1

9: Store transition (st, at, rt, st+1, gc) in B
10: Sample a minibatch b from replay buffer B
11: Gc ← DiffusionCurriculumGenerator(b)
12: Find gc that maximizes w in Eq. (12)
13: Update Q and π with b to minimize LQ and Lπ in Eq. (1) and in Eq. (2)
14: Update the AIM reward function rφ
15: success← 0 ▷ Success rate
16: Sample a desired goal gd ∼ G
17: for i = 1 . . . ntestrollout do
18: at = π(st, gd)
19: Execute at, obtain next state st+1 and reward rt
20: if |ϕ(st+1)− gd| ≤ κ then
21: success =← success+ 1/ntestrollout

5 Experiments
To evaluate our proposed method, we conducted experiments across three maze environments
simulated in MuJoCo3: PointUMaze, PointNMaze, and PointSpiralMaze. In these environments, a
goal is interpreted as the (x, y) position of the agent achieved in an episode. These environments
have been specifically chosen due to their structural characteristics, which are ideal for testing
environment-agnostic curriculum generation strategies. Moreover, they present a variety of complex
and diverse navigation challenges, requiring an agent to learn effective exploration and exploitation.

We compared our approach DICURL against nine state-of-the-art CRL algorithms, namely ACL [18],
GOAL-GAN [14], HGG [19], ALP-GMM [17], VDS [16], PLR [15], CURROT [23], GRADI-
ENT [13], and OUTPACE [12], each one run with 5 different random seeds. The primary conceptual
differences between ours and baseline algorithms are summarized in Table 1. Details on the baseline
algorithms, parametrization, training setup, and maze environments are given in Supp. Mat. C. Our
codebase is available at: https://github.com/erdiphd/DiCuRL/.

3Details available at https://robotics.farama.org/envs/maze/point_maze/.
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The results, shown in Fig. 14 and detailed in Table 25, demonstrate the effectiveness of the proposed
DICURL method. Notably, DICURL outperforms or matches all the baseline methods. For the
PointNMaze and PointSpiralMaze, the success rate of all methods, except for ours and OUTPACE
(and HGG for PointNMaze), is close to zero (detailed results are reported in Supp. Mat. C). ACL,
GoalGAN, ALP-GMM, VDS, and PLR, which lack awareness of the target distribution, underper-
form compared to target-aware methods such as our proposed approach, OUTPACE, GRADIENT,
CURROT, and HGG. HGG encounters difficulties because of infeasible curriculum proposals. This
is a result of its reliance on the Euclidean distance metric.

Both CURROT and GRADIENT generate curriculum goals using the optimal transport method and
the Wasserstein distance metric, relying on the geometry of the environment. This dependence might
be the reason for their inconsistent and poor performance across the different environments.

OUTPACE, utilizes instead the Wasserstein distance and an uncertainty classifier for uncertainty-
aware CRL, exhibiting similar performance to our approach but with slower convergence and higher
variance in success rate. This is likely due to the fact that OUTPACE’s curriculum heavily relies on
the visited state distributions, which necessitate an initial exploration by the agent. While also our
approach depends on visited states, incorporating the Qand AIM reward functions into curriculum
generation facilitates exploration beyond them, potentially explaining the performance differences
between DICURL and OUTPACE.

Lastly, we recall that our approach generates curriculum goals based on the reverse diffusion process,
which allows the generated curriculum goals to gradually shift from the initial state distribution to the
desired goal distribution. Fig. 2 shows an example of a curriculum set generated by DICURL, for
the case of the PointUMaze environment, at each iteration of the reverse diffusion process. Fig. 3,
instead, shows the differences between the curriculum goals generated by DICURL, GRADIENT,
and HGG in the PointSpiralMaze environment: it can be seen how DICURL manages to generate
curriculum goals that explore the whole environment more effectively than the baseline algorithms.
Supp. Mat. D shows the curriculum goals generated in the other two environments and illustrates
the dynamics of the diffusion process during training for the case of PointUMaze. To demonstrate
the applicability of DICURL to robot manipulation tasks, we evaluated it on the FetchPush and
FetchPickAndPlace tasks using a sparse reward setting. Further details can be found in Supp. Mat. E.

Table 1: Comparison of DICURL with previous CRL methods from the literature (sorted by year).

Algorithm Curriculum Target dist. Geometry- Off- External Venue, yearmethod curriculum agnostic policy reward
ACL [18] LSTM ✗ ✓ ✗ ✗ PMLR, 2017
GoalGAN [14] GAN ✗ ✓ ✗ ✗ PMLR, 2018
HGG [19] Q, B, W2 G+ ✗ ✓ ✗ NeurIPS, 2019
ALP-GMM [17] GMM ✗ ✓ ✓ ✗ PMLR, 2020
VDS [16] Q, B ✗ ✓ ✓ ✗ NeurIPS, 2020
PLR [15] TD-Error ✗ ✓ ✗ ✗ PMLR, 2021
CURROT [23] W2 G+, U ✗ ✓ ✗ PMLR, 2022
GRADIENT [13] W2 G+ ✗ ✓ ✓ NeurIPS, 2022
OUTPACE [12] CNML G+ ✓ ✓ ✓ ICLR, 2023

DICURL (Ours) Diffusion G+ ✓ ✓ ✓

Ablation Study We conducted an ablation study to investigate the impact of the AIM reward function
rφ and Qϕ function in generating curriculum goals with our method (DICURL). For that, we omitted,
separately, the reward function rφ and the Qϕ function from Eq. 11, and plotted the success rate
(with three different seeds) in Fig. 4a for the most challenging maze environment, PointSpiralMaze.
The results indicate that the agent performs worse without the AIM reward function rφ and fails
to achieve the task without the Qϕ function. The generated curriculum goals without the rφ or Qϕ
function are shown in Fig. 4b and 4c, respectively. Fig. 4d, instead, illustrates the AIM reward value
across different training episodes in a clockwise direction. Specifically, the first row and first column

4A simplified version of the same figure is shown in Supp. Mat. F.
5We omit baselines unable to reach a success rate of 1.0 within the allotted timesteps on any of the

environments.
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Figure 1: Test success rate for the algorithms under comparison on the three maze tasks.

Table 2: No. of timesteps (rounded) to reach success rate 1.0 (average ± std. dev. across 5 runs).
NaN indicates that a success rate of 1.0 is not reached within the maximum budget of 1e6 timesteps.

Algorithm PointUMaze PointNMaze PointSpiralMaze
DICURL (Ours) 28333 ± 3036 108428 ± 34718 305833 ± 43225
OUTPACE 29800 ± 4166 113333 ± 24267 396875 ± 111451
HGG 48750 ± 24314 NaN NaN
GRADIENT 263431 ± 114795 NaN NaN

Figure 2: The curriculum goal set Gc generated by DICURL during the reverse diffusion process
(lines 5-7 in Algorithm 1) for the PointUMaze environment. The color indicates the goals generated
at a specific iteration step during the reverse diffusion process of the diffusion model. Then these
goals are selected in Eq. (12) based on the given cost function.

in Fig. 4d represent the reward values at the very beginning of training. As training progresses, the
reward values shift towards the left corner of the maze environment (1st row, 2nd column). In the
middle of training, the reward values are concentrated around the left corner of the maze environment
(2nd row, 2nd column), and, by the end of training, the reward values converge to the desired goal
area (2nd row, 1st column). This progression explains why the generated curriculum goals are not
guiding the agent effectively but are instead distributed in the corner points shown in Fig. 4c. We
have also demonstrated the behavior of the AIM reward function across different training episodes
in our Supp. Mat. D for the PointUMaze environment. Additionally, we examined the impact of
SAC with a fixed initial state [0, 0] and SAC with a random initial state. To do that, we removed
the curriculum goal generation mechanism and assigned the desired goal, and then trained the agent
using either SAC with a fixed initial state [0, 0] or SAC with a random initial state. For the random
initial state, we sampled goals randomly in the environment. To avoid starting the agent inside the
maze walls, we performed an infeasibility check, resampling the initial state until it was feasible. We
compared our approach using three different seeds with both the fixed initial state + SAC and the
random initial state + SAC across all maze environments, and the success rates are shown in Fig. 5.
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(a) DICURL (b) OUTPACE (c) GRADIENT

Figure 3: Curriculum goals generated by DICURL, GRADIENT, and HGG in the PointSpiralMaze
environment. The colors ranging from red to purple indicate the curriculum goals across different
episodes of the training, and the orange dot and red dot are the agent and desired goal, respectively.
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Figure 4: (a) Test success rate in the ablation study of DiCuRL on the PointSpiralMaze environment.
(b) Curriculum goals when using only Qϕ. (c) Curriculum goals when using only the AIM reward rφ.
(d) AIM reward rφ across different training episodes (around 60k, 100k, 250k and 600k timesteps),
displayed clockwise from the top-left to the bottom-left quadrant.
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Figure 5: Test success rate comparison between DiCuRL, SAC with random initial position, and SAC
with fixed initial position. Note that the success rate for the PointUMaze environment in Fig. 5a is
shown up to timestep 105, whereas the others are shown up to 106.

6 Conclusion and Limitations
In this work, we introduced DICURL, a novel approach that utilizes diffusion models to generate
curriculum goals for an RL agent. The diffusion model is trained to minimize its loss function while
simultaneously maximizing the expected value of Q and the AIM reward function. The minimization
of the diffusion loss helps capture the visited state distribution, while the maximization of Q and
AIM reward function helps generate goals at an appropriate difficulty level and at the same time
guide the generated curriculum goals closer to the desired goal. Furthermore, the generated goals
promote exploration due to the inherent noising and denoising mechanism of the diffusion model.
Our proposed approach has two main limitations. First, while diffusion models excel at handling high-
dimensional data, such as images [53], incorporating the AIM reward into a combined loss function
can hinder the curriculum goal generation in such settings as the AIM reward may underperform
in higher dimensionalities. Secondly, we employ the Minimum Cost Maximum Flow algorithm
to select the optimal curriculum goals from the set generated by the diffusion model. However,
alternative selection strategies could potentially be more effective. Future work will aim to address
these limitations and extend our approach to more complex environments.
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Supplemental Material

A Conditional Diffusion Model

Diffusion models [51, 54] are usually defined as Markov chains and trained using variational inference.
The forward diffusion process gradually adds Gaussian noise to the data, while the reverse diffusion
process subtracts the learned noise from the data.

Given the goal data g0 sampled from the real goal distribution g0 ∼ G, we can define the forward
diffusion process using Markov chains and add a small amount of Gaussian noise in each timestep
k according to a variance schedule {βk ∈ (0, 1)}Nk=1, and generate a sequence of noisy goal data
samples g1, . . . ,gN :

q (g1:N | g0) :=

N∏
k=1

q (gk | gk−1) (13)

q (gk | gk−1) := N
(
gk;
√
1− βkgk−1, βkI

)
.

As the index of the timestep k increases, the goal sample g0 gradually loses its features and becomes
an isotropic Gaussian noise when N →∞.

Instead of sampling data recursively for a given timestep k, we can sample gk in a closed form using
the reparameterization trick6:

gk ∼ N
(
gk;
√
1− βkgk−1, βkI

)
. (14)

Let αk = 1− βk and ᾱk =
∏N
i=1 αi. We can write:

gk =
√
αkgk−1 +

√
1− αkϵk−1 (15)

gk =
√
αkαk−1gk−2 +

√
1− αkϵk−1 +

√
αk(1− αk−1)ϵk−2 . (16)

We then merge two Gaussian distributions with different variance N (0, σ2
1) and N (0, σ2

2) into a new
Gaussian distribution N (0, σ2

1 + σ2
2). Specifically, we can merge the two equations above, where√

1− αk + αk(1− αk−1) =
√
1− αkαk−1:

gk =
√
αkαk−1gk−2 +

√
1− αkαk−1ϵ̄k−2 (17)

gk =

√√√√ N∏
i=1

αkg0 +

√√√√1−
N∏
i=1

αkϵ0 (18)

where ϵk ∼ N (0, 1).

Now, we can write:
gk =

√
ᾱkg0 +

√
1− ᾱkϵ (19)

q (gk | g0) = N
(
gk;
√
ᾱkg0, (1− ᾱk)I

)
(20)

Using the equation above, we can sample data in a closed form at any arbitrary timestep k.

As mentioned in the main text, the reverse diffusion process aims to recover the original input data
from the noisy (diffused) data. It learns to progressively reverse the diffusion process step by step,
and approximates the joint distribution pθ (x0:T ). This process is defined as:

pθ (g0:N ) := p (gN )

T∏
k=1

pθ (gk−1 | gk) (21)

pθ (gk−1 | gk) := N (gk−1;µθ (gk, k) ,Σθ (gk, k))

6The reparameterization trick works by separating the deterministic and the stochastic parts of the sampling
operation. Instead of directly sampling from the distribution z ∼ N (µ, σ), we can sample ϵ from the normal
distribution N (0, 1), multiply it by standard deviation σ, and add mean µ: z = µ+ σϵ
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The reverse conditional probability is tractable when conditioned by g0.

By Bayes rule, we have:

q (gk−1 | gk,g0) =
q (gk | gk−1,g0)q (gk−1 | g0)

q (gk | g0)
. (22)

As we assume that the diffusion model is a Markov chain, the future state depends only on the present
state, namely:

q (gk | gk−1,g0) = q (gk | gk−1) = N (gk;
√
αkgk−1, (1− αk)I) (23)

q (gk−1 | g0) = N (gk−1;
√
ᾱk−1g0, (1− ᾱk−1)I) (24)

q (gk | g0) = N
(
gk;
√
ᾱkg0, (1− ᾱk) I

)
(25)

q (gk−1 | gk,g0) =
N
(
gk;
√
αkgk−1, (1− αk)I

)
N (gk−1;

√
ᾱk−1g0, (1− ᾱk−1)I)

N (gk;
√
ᾱkg0, (1− ᾱk) I)

(26)

where:

N (gk;
√
αkgk−1, (1− αk)I) =

1

(2π)
n/2 |(1− αk)I|1/2

exp

(
−1

2
(gk −

√
αkgk−1)

T I

(1− αk)
(gk −

√
αkgk−1)

)
(27)

≈ exp

(
−
(gk −

√
αkgk−1)

2

2(1− αk)I

)
(28)

N (gk−1;
√
ᾱk−1g0, (1− ᾱk−1)I) =

1

(2π)
n/2 |(1− ᾱk−1)I|1/2

exp

(
−1

2
(gk−1 −

√
ᾱk−1g0)

T I

(1− ᾱk−1)
(gk−1 −

√
ᾱk−1g0)

)
(29)

≈ exp

(
− (gk−1 −

√
ᾱk−1g0)

2

2(1− ᾱk−1)

)
(30)

N
(
gk;
√
ᾱkg0, (1− ᾱk)I

)
=

1

(2π)
n/2 |(1− ᾱk)I|1/2

exp

(
−1

2
(gk −

√
ᾱkg0)

T I

(1− ᾱk)
(gk −

√
ᾱkg0)

)
(31)

≈ exp

(
− (gk −

√
ᾱkg0)

2

2(1− ᾱk)

)
(32)

We then can write:

q (gk−1 | gk,g0) ≈ exp

(
− 1

2I

((
gk −

√
αkgk−1

)
2

(1− αk)
+

(gk−1 −
√
ᾱk−1g0)2

1− ᾱk−1
−

(gk −
√
ᾱkg0)2

1− ᾱk

))

(33)

≈ exp

(
− 1

2I

((
gk −

√
αkgk−1

)2
(1− αk)

+
(gk−1 −

√
ᾱk−1g0)

2

1− ᾱk−1
− (gk −

√
ᾱkg0)

2

1− ᾱk

))
(34)

≈ exp

(
− 1

2I

((
g2
k − 2

√
αkgkgk−1 + αkg

2
k−1

)
(1− αk)

+

(
g2
k−1 − 2

√
ᾱk−1gk−1g0 + ᾱk−1g

2
0

)
1− ᾱk−1

− (gk −
√
ᾱkg0)

2

1− ᾱk

))
(35)

= exp

(
− 1

2I

((
−2√αkgkgk−1 + αkg

2
k−1

)
(1− αk)

+

(
g2
k−1 − 2

√
ᾱk−1gk−1g0

)
1− ᾱk−1

+ C (gk,g0)

))
(36)

≈ exp

(
− 1

2I

(
−
2
√
αkgkgk−1

(1− αk)
+

αkg
2
k−1

(1− αk)
+

g2
k−1

1− ᾱk−1
− 2
√
ᾱk−1gk−1g0

1− ᾱk−1

))
(37)
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= exp

(
− 1

2I

((
αk

1− αk
+

1

1− ᾱk−1

)
g2
k−1 − 2

(√
αkgk

1− αk
+

√
ᾱk−1g0

1− ᾱk−1

)
gk−1

))
(38)

= exp

(
− 1

2I

((
αk(1− ᾱk−1) + 1− αk
(1− αk)(1− ᾱk−1)

+

)
g2
k−1 − 2

(√
αkgk

1− αk
+

√
ᾱk−1g0

1− ᾱk−1

)
gk−1

))
(39)

= exp

(
− 1

2I

((
αk − ᾱk + 1− αk
(1− αk)(1− ᾱk−1)

)
g2
k−1 − 2

(√
αkgk

1− αk
+

√
ᾱk−1g0

1− ᾱk−1

)
gk−1

))
(40)

= exp

(
− 1

2I

((
1− ᾱk

(1− αk)(1− ᾱk−1)

)
g2
k−1 − 2

(√
αkgk

1− αk
+

√
ᾱk−1g0

1− ᾱk−1

)
gk−1

))
(41)

= exp

− 1

2I

( 1− ᾱk
(1− αk)(1− ᾱk−1)

)g2
k−1 − 2

 √
αkgk

1−αk +
√
ᾱk−1g0

1−ᾱk−1

1−ᾱk
(1−αk)(1−ᾱk−1)

gk−1


(42)

= exp

− 1

2I

( 1− ᾱk
(1− αk)(1− ᾱk−1)

)g2
k−1 − 2

(√
αkgk

1−αk +
√
ᾱk−1g0

1−ᾱk−1

)
(1− αk)(1− ᾱk−1)

1− ᾱk
gk−1


(43)

= exp

(
− 1

2I

((
1

(1−αk)(1−ᾱk−1)
1−ᾱk

)(
g2
k−1 − 2

√
αk(1− ᾱk−1)gk +

√
ᾱk−1(1− αk)g0

1− ᾱk
gk−1

)))
(44)

≈ N

gk−1;

√
αk(1− ᾱk−1)gk +

√
ᾱk−1(1− αk)g0

1− ᾱk︸ ︷︷ ︸
µ(gk,g0)

,
(1− αk)(1− ᾱk−1)

1− ᾱk︸ ︷︷ ︸
Σ(k)

I


(45)

where C (gk,g0) is a constant term with respect to gk−1 and is calculated using only gk, g0, and αk.

The Eq. (45) shows that at every step gk−1 ∼ q (gk−1 | gk,g0) follows a normal distribution with
mean µ(gk,g0) and variance Σ(k).

Given this, the goal is to learn a denoising model pθ (gk−1 | gk) by approximating the ground-truth
denoising transition q (gk−1 | gk,g0). This can be done by minimizing the KL divergence between
pθ (gk−1 | gk) and q (gk−1 | gk,g0).

The KL divergence between two Gaussian distributions N (x;µx,Σx) and N (y;µy,Σy) is defined
as:

DKL (N (x;µx,Σx) || N (y;µy,Σy)) =
1

2

[
log
|Σy|
|Σx|

− d+ tr(Σ−1
y Σx) + (µy − µx)TΣ−1

y (µy − µx)
]
.

(46)

The KL divergence between the denoising model pθ (gk−1 | gk) and the ground-truth denoising
transition q (gk−1 | gk,g0) is:

argmin
θ
DKL (q (gk−1 | gk,g0) || pθ (gk−1 | gk)) . (47)

The learning of the denoising model can be written as:

argmin
θ
DKL (N (gk−1;µ(gk,g0),Σ) || N (gk−1;µθ,Σ)) (48)

argmin
θ

1

2

[
log
|Σ|
|Σ|
− d+ tr(Σ−1Σ) + (µθ − µ(gk,g0))

TΣ−1(µθ − µ(gk,g0))

]
(49)
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argmin
θ

1

2

[
log 1− d+ d+ (µθ − µ(gk,g0))

TΣ−1(µθ − µ(gk,g0))
]

(50)

argmin
θ

1

2

[
(µθ − µ(gk,g0))

TΣ−1(µθ − µ(gk,g0))
]

(51)

argmin
θ

1

2

[
(µθ − µ(gk,g0))

T (I)−1(µθ − µ(gk,g0))
]

(52)

argmin
θ

1

2

[
∥µθ − µ(gk,g0)∥22

]
. (53)

We can rearrange Eq. (19) as follows:

g0 =
gk −

√
1− ᾱkϵ√
ᾱk

(54)

and rewrite µ(gk,g0) in Eq. (45) as follows:

µ(gk,g0) =

√
αk(1− ᾱk−1)gk +

√
ᾱk−1(1− αk)gk−

√
1−ᾱkϵ√
ᾱk

1− ᾱk
(55)

where ᾱk =
∏N
i=1 αi.

Then:

µ(gk,g0) =

√
αk(1− ᾱk−1)gk +

√
α1α2 . . . αk−1(1− αk)gk−

√
1−ᾱkϵ√

α1α2...αk

1− ᾱk
(56)

=

√
αk(1− ᾱk−1)gk

1− ᾱk
+

(1− αk)gk
(1− ᾱk)

√
αk
− (1− αk)

√
1− ᾱkϵ

(1− ᾱk)
√
αk

(57)

=

√
αk(1− ᾱk−1)gk

1− ᾱk
+

(1− αk)gk
(1− ᾱk)

√
αk
− (1− αk)

√
1− ᾱkϵ

(1− ᾱk)
√
αk

(58)

=

(√
αk(1− ᾱk−1)

1− ᾱk
+

(1− αk)
(1− ᾱk)

√
αk

)
gk −

(1− αk)
√
1− ᾱk

(1− ᾱk)
√
αk

ϵ (59)

=

(
αk(1− ᾱk−1)

(1− ᾱk)
√
αk

+
1− αk

(1− ᾱk)
√
αk

)
gk −

(1− αk)√
1− ᾱk

√
αk
ϵ (60)

=

(
αk − ᾱk + 1− αk
(1− ᾱk)

√
αk

)
gk −

1− αk√
1− ᾱk

√
αk
ϵ (61)

=
1
√
αk

gk −
1− αk√

1− ᾱk
√
αk
ϵ (62)

We can model the denoising transition mean as follows:

µθ (gk, k) =
1
√
αk

gk −
1− αk√

1− ᾱk
√
αk
ϵθ(gk, k) . (63)

Given this, the minimization of the KL divergence can be written as:

argmin
θ
DKL (q (gk−1 | gk,g0) || pθ (gk−1 | gk)) (64)

argmin
θ
DKL (N (gk−1;µ(gk,g0),Σ) || N (gk−1;µθ,Σ)) (65)

argmin
θ

1

2

[∥∥∥∥ 1
√
αk

gk −
1− αk√

1− ᾱk
√
αk
ϵθ(gk, k)−

1
√
αk

gk +
1− αk√

1− ᾱk
√
αk
ϵ

∥∥∥∥2
2

]
(66)

argmin
θ

1

2

[∥∥∥∥ 1− αk√
1− ᾱk

√
αk
ϵ− 1− αk√

1− ᾱk
√
αk
ϵθ(gk, k)

∥∥∥∥2
2

]
(67)

argmin
θ

1

2

(1− αk)2

(1− ᾱk)αk

[
∥ϵ− ϵθ(gk, k)∥22

]
. (68)

18



Thus far, we have only modeled the goal distribution pθ(g). To transform this into a conditional
diffusion model, we can incorporate the state s information at each diffusion timestep k [55] in Eq.
(21):

pθ (g0:N ) := p (gN )

T∏
k=1

pθ (gk−1 | gks) (69)

pθ (gk−1 | gk) := N (gk−1;µθ (gk, s, k) ,Σθ (gk, s, k)) .

To conclude, we can model the denoising transition mean by rewriting Eq. (70) based on the state s
as follows:

µθ (gk, s, k) =
1
√
αk

gk −
1− αk√

1− ᾱk
√
αk
ϵθ(gk, s, k) . (70)

B sT Strategy

In contrast to selecting optimal curriculum goals via bipartite graph optimization, as shown in Eq. 12
in the main text7 we performed an additional experiment where we considered only the state from the
final timestep T , under the assumption that it is closer to achieving the desired goal. The state sT at
the last timestep of each episode is then input into the diffusion model, which generates curriculum
goals to be achieved in the subsequent episode. The resulting variant is detailed in Algorithm 3, with
the RL training process described in Algorithm 4.

As demonstrated by this additional experiment, the assumption that the final state is closer to the
desired goal does not always hold true. As a matter of fact, the state at the last timestep in some
episodes might be even further away from the desired goal compared to the states in previous timesteps.
Consequently, the curriculum goals generated by the diffusion model may not gradually shift from
the initial position toward the desired goal. If the state at the last timestep is not progressively moving
towards the desired goal, the curriculum goals generated by the diffusion model may jump to different
areas within the maze environment. This can lead to a decrease in sample efficiency and a slower
success rate. This issue is illustrated in Fig. 6, where it can be seen, that particularly in the case
of PointSpiralMaze, the variant of our algorithm that makes use of this strategy (that we call “sT
strategy”) converges later than the main described in the main text.
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Figure 6: Test success rate for the original DICURL algorithm described in the main text compared
to a variant that makes use of the sT strategy.

7As a reminder, in the proposed algorithm we sample a mini-batch b (containing many states from different
timesteps) from the replay buffer B and provide it to the curriculum goal generator (i.e., the diffusion model) to
generate a curriculum goal distribution Gc, and then select the optimal curriculum goal gc using bipartite graph
optimization by maximizing the cost function given in Eq. 12.
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Algorithm 3 Diffusion Curriculum Goal Generator with the sT Strategy

1: Input: no. of reverse diffusion timestep N , training step M
2: for i = 1, . . . ,M do ▷ Training iterations
3: gN ∼ N (0, I)
4: for k = N, . . . , 1 do ▷ Reverse diffusion process
5: ϵ ∼ N (0, I)

6: gk−1 = 1√
αk

(
gk − βk√

1−ᾱk
ϵθ(gk, k, sT )

)
+
√
βkϵ ▷ using Eq. (9)

7: k ∼ Uniform({1, . . . , N})
8: ϵ ∼ N (0, I)
9: Calculate diffusion Ld(θ), Q(s,g0, π(s)), r(gd,g0) ▷ Calculate with the generated goal g0

10: Calculate total loss L = ξdLd(θ)− ξqQ(s,g0, π(s))− ξrr(g0, gd) ▷ Eq 11
11: θ ← θ − η∇θL ▷ Take gradient descent step and update the diffusion weights

return g0

Algorithm 4 RL Training with the sT Strategy

1: Input: no. of episodes E, timesteps T
2: Select an off-policy algorithm A ▷ In our case, A is SAC
3: Initialize replay buffer B ← ∅, gc ← gd and networks Qϕ, πψ , rφ
4: for episode = 0 . . . E do
5: Sample initial state s0
6: for t = 0 . . . T do
7: at = π(st, gc)
8: Execute at, obtain next state st+1

9: Store transition (st, at, rt, st+1, gc) in B
10: Sample a minibatch b from replay buffer B
11: gc ← DiffusionCurriculumGenerator(sT )
12: Update Q and π with b to minimize LQ and Lπ in Eq. (1) and in Eq. (2)
13: Update the AIM reward function rφ
14: success← 0 ▷ Success Rate
15: Sample a desired goal gd ∼ G
16: for i = 1 . . . ntestrollout do
17: at = π(st, gd)
18: Execute at, obtain next state st+1 and reward rt
19: if |ϕ(st+1)− gd| ≤ κ then
20: success =← success+ 1/ntestrollout

C Experimental Details

For implementing DICURL, we utilized the original implementation of OUTPACE [12] and aug-
mented this codebase with our diffusion model for curriculum goal generation. We conducted our
experiments on a cluster computer using an NVIDIA RTX A5000 GPU, 64GB of RAM, and a 4-core
CPU. For the PointSpiralMaze environment, the total compute time of the main method and the sT
strategy is approximately 23 hours and 5 hours, respectively. For the remaining environments, the
main method and the sT strategy require approximately 11.5 hours and 2.5 hours, respectively.

Baselines. The baseline CRL algorithms are trained as follows:

• HGG [19]: We utilized the default settings from the original implementation, which can be found
at https://github.com/Stilwell-Git/Hindsight-Goal-Generation.

• CURROT [23]: We adhered to the default settings of the original implementation, available at
https://github.com/psclklnk/currot.

• ALP-GMM [17], VDS [16], PLR [15], ACL [18], GoalGAN [14]: We followed the default settings
from the implementation available at https://github.com/psclklnk/currot.

20

https://github.com/Stilwell-Git/Hindsight-Goal-Generation
https://github.com/psclklnk/currot
https://github.com/psclklnk/currot


• GRADIENT [13]: We used the default settings from the implementation available at https:
//github.com/PeideHuang/gradient.

• OUTPACE [12]: We implemented the default settings from the implementation available at
https://github.com/jayLEE0301/outpace_official.

Training details. All baseline models, except for the GRADIENT method, were trained using the
Soft Actor-Critic (SAC) [48]. Although the original implementations of these algorithms primarily
use on-policy methods, adaptations were made in the CURROT repository to utilize the off-policy
SAC algorithm. This modification, available in the CURROT repository, allows for a more direct
comparison of sample efficiency across all models. The GRADIENT method was trained using
both the SAC and Proximal Policy Optimization (PPO) algorithms [56]. However, we present only
the results obtained with the PPO algorithm, as it outperforms SAC in the three considered maze
environments. All our algorithms’ hyperparameters used in the experiments are reported in Table 3.

Table 3: Hyperparameters for DICURL.
Parameter Value Parameter Value
Critic hidden dim 512 Discount factor γr 0.99
Critic hidden depth 3 rφ Update frequency 1000
Critic target τ 0.01 No. of gradient steps for rφ update 10
Critic target update frequency 2 No. of ensemble networks for rφ 5
Actor hidden dim 512 learning rate for rφ 1e-4
Actor hidden depth 3 RL optimizer Adam
Actor update frequency 2 Diffusion network updates per episode 25
RL batch size 512 Diffusion loss coefficient ξd 1
Init. temperature αinit of SAC 0.3 Q-function coefficient ξq 10
Replay buffer B size 1e6 AIM reward function coefficient ξr 1
Diffusion training iterations 300 Reverse diffusion timesteps 10
Diffusion learning rate 3e-4 Diffusion loss type l2
Diffusion update frequency 2500 No. of training timesteps 1e6

Environment details. In each task, the agent’s state s is represented as a vector, comprising its
position, velocity along the x and y axes, orientation angle, and angular velocity around the z-axis.
The agent’s actions are determined by its velocity and angular velocity. The agent starts each episode
from an initial state of [0, 0]. The desired goal distribution is derived by introducing uniform noise
to the desired goal position. The desired goal positions are set to [0, 8], [8, 16], and [8,−8], while
the dimensions of the map are 12 × 12, 12 × 20, 20 × 20, respectively for the PointUMaze, the
PointNMaze, and the PointSpiralMaze task. A task is considered successful when the agent reaches
the sampled desired goal within a threshold distance of 0.5.

Detailed results. We report in Table 4 the detailed results in terms of no. of timesteps needed to
reach a success rate of 0.3 for all the algorithms under comparison. It can be seen that most of the
algorithms do not reach this rate within the given budget.

D Generated Curriculum Goals

Fig. 7 and Fig. 8 show the differences between the curriculum goals generated by DICURL,
OUTPACE, GRADIENT, and HGG, respectively in the PointUMaze and PointNMaze environment.
As shown in the case of PointSpiralMaze reported in the main text, also in these two environments
DICURL manages to generate curriculum goals that explore the whole environment more effectively
than GRADIENT and HGG.

D.1 Dynamics of the Diffusion Process during Training

Considering the case of the PointUMaze environment, the curriculum goal sets, denoted as
g9,g8, . . . ,g0 in Fig. 10, generated during the initial phase of training (∼2000 timesteps), are
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Table 4: No. of timesteps (rounded) to reach success rate 0.3 (average ± std. dev. across 5 runs).
NaN indicates that a success rate of 0.3 is not reached within the maximum budget of 1e6 timesteps.

Algorithm PointUMaze PointNMaze PointSpiralMaze
DICURL (Ours) 25000 ± 3958 99000 ± 32031 305 ± 43225
OUTPACE 27600 ± 4176 106666 ± 25603 396875 ± 111451
HGG 34750 ± 14956 68000 ± 15000.0 NaN
GRADIENT 166986 ± 86132 755573 ± 65967 NaN
CURROT 700000 ± 234520 NaN NaN
ALP-GMM 660000 ± 205912 NaN NaN
GoalGAN 960000 ± 290516 NaN NaN
PLR 833333 ± 253859 NaN NaN
VDS 838461 ± 294927 NaN NaN
ACL 1000000 ± 316227 NaN NaN

(a) DICURL (b) OUTPACE

(c) GRADIENT (d) HGG

Figure 7: Curriculum goals generated by DICURL, OUTPACE, GRADIENT, and HGG in the
PointUMaze environment. The colors ranging from red to purple indicate the curriculum goals across
different episodes of the training, and the orange dot and red dot are the agent and desired goal,
respectively.

obtained through the reverse diffusion process. This process starts from Gaussian noise g9 and
culminates in the final curriculum goal set g0, as expressed in lines 5 and 7 in Algorithm 1. It can
be observed that the final curriculum goal set g0 is generated diagonally. This pattern arises due to
the combined loss function of the AIM reward and the Q-value, along with the diffusion loss, as
expressed in Eq. (11).

The AIM reward function, relative to the desired goal gd, and the Q-value, derived from a sampled
mini-batch b from the replay buffer B at timestep ∼ 2000, are depicted in Fig. 11a and Fig. 11b,
respectively, using a 10-level contour plot. It can be observed that the reward values increase
diagonally, while the Q-value has not yet shown a discernible pattern. As a result, the curriculum
goal set generated by the diffusion model exhibits a pattern similar to the reward value.
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(a) DICURL (b) OUTPACE

(c) GRADIENT (d) HGG

Figure 8: Curriculum goals generated by DICURL, OUTPACE, GRADIENT, and HGG in the
PointNMaze environment. The colors ranging from red to purple indicate the curriculum goals across
different episodes of the training, and the orange dot and red dot are the agent and desired goal,
respectively.

In the mid-training stage (∼15000 timesteps), the final curriculum goal set g0 reflects the explored
region of the environment, extending up to the top right corner, as shown in Fig. 12. This behavior
aligns with the agent’s exploration progress.

The AIM reward function in Fig. 13a exhibits higher and better-converged values compared to Fig.
11a, particularly in the top right corner. Similarly, the Q-value in Fig. 13b demonstrates its highest
values concentrated from the middle right side to the top right corner. These observations suggest
that the final curriculum goal set g0 has indeed been formed, encompassing the explored area up to
the top right corner.

In the near-optimal policy learning phase (∼ 30000 timesteps), the final curriculum goal set g0

encompasses the entire environment, extending from the initial position to the desired goal, as
depicted in Fig. 14. This behavior aligns with the agent’s progress towards achieving the optimal
policy.

The AIM reward function in Fig. 15a appears to be converging to the desired goal more slowly. The
Q-value in Fig. 15b demonstrates its highest values concentrated around the desired goal area. These
observations suggest that the final curriculum goal set g0 has indeed been formed, encompassing
the entire environment. Furthermore, it appears that the Q-value converges to the desired goal
more rapidly than the AIM reward function. This observation aligns with our choice of a higher
hyperparameter coefficient ξq for the Q-value function compared to hyperparameter coefficient ξr
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(a) DICURL (b) OUTPACE

(c) GRADIENT (d) HGG

Figure 9: Curriculum goals generated by DICURL, GRADIENT, and HGG in the PointSpiralMaze
environment. The colors ranging from red to purple indicate the curriculum goals across different
episodes of the training, and the orange dot and red dot are the agent and desired goal, respectively.

Figure 10: The curriculum goal set Gc generated by DICURL during the reverse diffusion process in
the early stage of the training (∼2000 timesteps) for the PointUMaze environment.

for the reward function in the total loss function shown in Eq. (11). This prioritizes the Q-value’s
influence on shaping the curriculum goals, promoting faster convergence towards the desired behavior.
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(a) AIM reward (b) Q-Value

Figure 11: Visualization of the AIM reward function and Q-function in the early stage of the training
(∼2000 timesteps) for the PointUMaze environment.

Figure 12: The curriculum goal set Gc generated by DICURL during the reverse diffusion process in
the middle stage of the training (∼15000 timesteps) for the PointUMaze environment.

(a) AIM reward (b) Q-Value

Figure 13: Visualization of the AIM reward function and Q-function in the middle stage of the
training (∼15000 timesteps) for the PointUMaze environment.
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Figure 14: The curriculum goal set Gc generated by DICURL during the reverse diffusion process in
the near-optimal stage of the training (∼30000 timesteps) for the PointUMaze environment.

(a) AIM reward (b) Q-Value

Figure 15: Visualization of the AIM reward function and Q-function in the near-optimal stage of the
training (∼30000 timesteps) for the PointUMaze environment.

E Robot Manipulation Tasks

To demonstrate the applicability of our method to different tasks, particularly in robot manipulation
tasks, we implemented our approach using the original HGG algorithm [19] repository, which can be
found at https://github.com/Stilwell-Git/Hindsight-Goal-Generation. We converted
the HGG code from TensorFlow to PyTorch to integrate it with our diffusion model, which is based
on PyTorch. We selected two robot manipulation tasks, FetchPush and FetchPickAndPlace, and
increased the environment difficulty by expanding the desired goal area. This is shown in Fig. 16c
and 16d, where the yellow area indicates the object sampling region and the blue area indicates
the desired goal sampling region. The action space is four-dimensional, where three dimensions
represent the Cartesian displacement of the end effector, and the last dimension controls the opening
and closing of the gripper. The state space is 25-dimensional, including the end-effector position,
position, and rotation of the object, the linear and angular velocity of the object, and the left and
right gripper velocity. More detailed information regarding the action space and observation space
of these robotic tasks can be found in the Gymnasium library documentation. For these additional
experiments, we compared our method with HGG and HER using the DDPG algorithm, to ensure
alignment with the baselines, using five different seeds. The results are shown in Fig. 16a and Fig.
16b, respectively for FetchPush and FetchPickAndPlace. Note that in this setting, all RL algorithms
(including ours) use a binary reward (i.e., a sparse reward). However, since our curriculum goal
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generation algorithm is based on the AIM reward, we implemented the AIM reward function solely
to generate curriculum goals while still using the sparse reward setting to train the DDPG algorithm
using the diffusion model to generate curriculum goals.
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Figure 16: (a, b) Test success rate with solid lines indicating mean success rates and shaded areas
variability over five seeds. (c, d) Overview of the two robot manipulation tasks. Blue and yellow
regions denote the sampling areas for objects and goals, respectively.

Code available at: https://github.com/erdiphd/DiCuRL/tree/robot_manipulation

F Test Success Rate in Maze Tasks (Simplified Visualization)

In Fig. 1 in the main text, we presented the success rate of ten different algorithms (including ours)
across the three maze tasks. To facilitate the visual comparison of the algorithms’ performance, we
provide in Fig. 17 a simplified visualization that reduces the line overlap by showing only the four
top-performing algorithms (including ours).
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Figure 17: Test success rate for the algorithms under comparison on the three maze tasks.
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