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Abstract

We introduce ParaNames, a multilingual par-
allel name resource consisting of 118 mil-
lion names spanning across 400 languages.
Names are provided for 13.6 million enti-
ties which are mapped to standardized entity
types (PER/LOC/ORG). Using Wikidata as
a source, we create the largest resource of
this type to-date. We describe our approach
to filtering and standardizing the data to pro-
vide the best quality possible. ParaNames
is useful for multilingual language process-
ing, both in defining tasks for name trans-
lation/transliteration and as supplementary
data for tasks such as named entity recogni-
tion and linking. We demonstrate an applica-
tion of ParaNames by training a multilingual
model for canonical name translation to and
from English. Our resource is released under
a Creative Commons license (CC BY 4.0).1

1 Introduction

Our goal for ParaNames is to introduce a massively
multilingual entity name resource that provides
names for diverse types of entities in the largest
possible set of languages and can be kept up to date
through a nearly automated preprocessing proce-
dure. A large resource of names of this type can
support development and improvement of multi-
lingual language technology applications, as it is
often important to know how real-world entities
are represented across various languages.

The correspondences of names across languages
are not always easy to model; they can involve
a mix of transliteration and translation and often
involve inconsistencies across languages or even
among names in a given language. As a concrete
example, some country names are translated in
Finnish, so United Kingdom is written as Yhdis-
tynyt kuningaskunta, a literal, word-by-word, trans-
lation. In contrast, smaller territories may or may

1https://github.com/bltlab/paranames

not be translated: the U.S. states of North Car-
olina and New York are written as Pohjois-Carolina
(with North translated) and New York, respectively.
Moreover, Finnish versions of the U.S. states are
often idiosyncratically translated, e.g. California
is represented as Kalifornia, whereas Colorado is
represented as Colorado.

The examples above demonstrate the complex
choices that language speakers make in represent-
ing named entities—even when only dealing with
Latin script—and underscore the need for a large-
scale, multilingual resources of entity name corre-
spondences to effectively model these phenomena.

Addressing this need is difficult. Most research
groups (ours included) lack the means to assemble
annotators in hundreds of languages to produce a
carefully manually curated resource with the cover-
age we desire. But even if we had sufficient means,
such a resource would quickly fall out of date and
would be difficult to incrementally grow with time.

Our approach is to instead try to adapt an exist-
ing, continuously maintained data source to serve
this purpose. Our method of adapting the resource
needs to be almost entirely automated to allow up-
dates as the upstream data source is modified. The
data source itself needs to cover as broad a set of
languages as possible, especially under-resourced
ones. And to have the most useful set of names
in each language possible, we need to try to exer-
cise proper quality control, for example ensuring
that the entities in each language are in the desired
script even when there are errors in the source data.

We selected Wikidata2 as our data source, as it is
particularly suited for the task because of its wide
coverage of entities and languages as well as its na-
ture as a perpetually updating collection, one which
enables continuous improvement and expansion. In
this paper, we present our approach to transform-
ing the Wikidata knowledge graph into a dataset
of person, location, and organization entities with

2https://www.wikidata.org
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parallel names.
However, our contribution lies not just in making

this resource available. We identify potential prob-
lems in the source data—such as the lack of stan-
dardization of the script(s) used in each language—
and provide a processing pipeline that addresses
them. In addition to ensuring consistency in the
scripts used for each language, we focus on mak-
ing the names as parallel as possible by removing
extraneous information that can accompany them.

The following sections describe the characteris-
tics of our dataset and our approach to constructing
it. While our goal is to promote ParaNames as a
useful resource, we examine the use of Wikidata
from a skeptical perspective, pointing out proper-
ties that may limit its usefulness.

We plan to provide regular updates to this re-
source to include corrections and improvements
to both Wikidata and our extraction process. The
Wikidata names we use as a source are CC0 (“no
rights reserved”) licensed,3 and our resource is li-
censed using the Creative Commons Attribution
4.0 International (CC BY 4.0) license.

2 Related work

While there is previous work in the construction of
multilingual name resources, we are not aware of
an openly-accessible resource containing the names
of millions of modern entities in many languages.

Wu et al. (2018) create a translation matrix of
1,129 biblical names, with each English name con-
taining translations into up to 591 languages.

Merhav and Ash (2018) release bilingual name
dictionaries for English and each of Russian, He-
brew, Arabic, and Japanese Katakana. However,
their resource is limited to a few languages and
only covers single token person names. In contrast,
our dataset includes hundreds of languages, enti-
ties other than persons, and consists primarily of
multi-token entity names.

The Named Entity Workshop (NEWS) shared
task has created parallel name resources across
a series of shared tasks. In the 2018 version of
the shared task (Chen et al., 2018a,b), participants
were asked to transliterate between language pairs
involving English, Thai, Persian, Chinese, Viet-
namese, Hindi, Tamil, Kannada, Bangla, Hebrew,
Japanese (Katakana / Kanji), and Korean (Hangul),
although the task did not include transliteration

3https://www.wikidata.org/wiki/
Wikidata:Copyright

between all pairs. The NEWS 2018 datasets are
hand-crafted and much smaller than ours, at most
30k names per language pair. Unlike our resource,
the datasets for these shared tasks are not fully pub-
licly available; the test set is held back and the
each of the five training sets is subject to different
licensing restrictions.

We do not claim to be the first to harvest
the parallel entity names available from Wikidata
or Wikipedia. There is scattered prior work in
this area, with one of the earliest explorations
at scale being performed by Irvine et al. (2010).
Steinberger et al. (2011) also collected names for
roughly 200,000 entities in 20 scripts and several
languages, using Wikipedia and news articles as
their data sources. Building on their work, Benites
et al. (2020) also used Wikipedia as a data source
and automatically extracted potential transliteration
pairs, combining their outputs with several previ-
ously published corpora into an aggregate corpus
of 1.6 million names. While all these works pro-
duced collections of entities that are more modern
than those produced by e.g. Wu et al. (2018), the
total number of names is still far smaller than our
present resource.

Specifically for lower-resourced languages,
many approaches to named entity recognition and
linking for the LORELEI program (Strassel and
Tracey, 2016) used Wikidata, Wikipedia, DBpe-
dia, GeoNames, and other resources to provide
name lists and other information relevant to the
languages and regions for which systems were de-
veloped. However, while ad-hoc extractions of
these resources were integrated into systems, we
are unable to identify prior attempts to create a
transparent, replicable extraction pipeline and to
distribute the extracted resources with wide lan-
guage coverage.

3 Data extraction and quality challenges

To construct our dataset, we began by extract-
ing all entity records from Wikidata and ingesting
them into a MongoDB instance for fast processing.
Each entity in Wikidata is associated with several
types of metadata, including a set of one or more
names that different languages use to refer to it.
Given that we are working with such a large-scale
dataset, there are important challenges that arise
when working with the data, which we describe in
this section.

https://www.wikidata.org/wiki/Wikidata:Copyright
https://www.wikidata.org/wiki/Wikidata:Copyright


3.1 Language representation
The number of languages that entities have la-
bels in varies wildly across Wikidata. For exam-
ple, the entry for Alan Turing (https://www.
wikidata.org/wiki/Q7251) will show his
name written in over a hundred languages, includ-
ing many that use non-Latin scripts. Internally,
each language is referred to using a language code.
However, many of the Wikimedia language codes
that Wikidata uses do not correspond one-to-one
with natural languages.4 Often there are several
Wikimedia codes for a given spoken language,
varying in script or geography. For example, the
Kazakh language is associated with the Wikimedia
language codes kk (Kazakh), kk-arab (Kazakh
in Arabic script), and kk-latn (Kazakh in Latin
script). These language codes can potentially be
helpful in learning to transliterate between differ-
ent scripts of the same language. At other times,
the language codes are specific to geography rather
than writing system. In the case of Kazakh, there
are three main geography-specific language codes:
kk-cn (Kazakh in China), kk-kz (Kazakh in
Kazakhstan) and kk-tr (Kazakh in Turkey).

In our analysis and the resource we distribute,
if there is only a single name for a given language
code across the entities we select, we do not include
that name in our resource as having a single name
would not constitute meaningful representation of
the language.

3.2 Script usage
While language codes can identify a specific script
for a language, unfortunately many Wikidata labels
do not conform to the scripts used by each language.
In many cases, this is simply a data quality issue,
such as with Greek where approximately 8.9% of
ORG entities are written in Latin script rather than
the Greek alphabet.5

4The relationship between Wikimedia language codes
and other language codes is rather complex. Originally, the
Wikimedia language codes were designed to comply with
RFC3066, but there are inconsistencies and standardization
is unlikely to occur soon. Some, but not all, of the language
codes are identical to modern BCP 47 codes (RFC5646). In
this paper, we try to distinguish between the Wikimedia lan-
guage codes—which may identify a language along with a
script, geographical region, or dialect—and higher-level lan-
guage identifiers which use only first two letters of the lan-
guage code. When we provide the total number of languages
covered, we use the higher-level identifiers to prevent double-
counting one language written using multiple scripts.

5We confirmed with a Greek speaker that this represented
a data issue and not meaningful variation within the language

However, in other cases, the presence of several
scripts can also reflect real world-usage depending
on the language, as many languages commonly use
several scripts. As an example, Kazakh uses both
the Cyrillic and Arabic alphabets, thus multiple
scripts are to be expected across a collection of
names and our resource reflects this diversity.

3.3 Providing entity types

Even though entities often have detailed informa-
tion about what they represent, Wikidata does not
directly categorize entities as instances of higher-
level types such as location (LOC), organization
(ORG), and person (PER). To obtain this informa-
tion, we chose to extract entity types based on the
Wikidata inheritance hierarchy when constructing
our resource. Specifically, we identified suitable
high-level Wikidata types—Q5 (human) for PER,
Q82794 (geographic region) for LOC, and Q43229
(organization) for ORG—and classified each Wiki-
data entity that is an instance of these types as the
corresponding named entity type.

While the instance-of relation is transitive—
i.e. all instances of a subtype are instances of the
higher-level type—we noticed that taking all sub-
types of these high-level types led to many entities
that were not individual persons to be classified as
PER, such as Government secretaries of Policies
for Women of the State of Bahia (Q98414232). To
exclude such entities, we required that PER entities
must also explicitly be an instance of Q5 (person)
in addition to any subclass types.

We did not observe similar problems for LOC
and ORG entities, so we kept the typing rules un-
changed for them. If we had imposed a more
stringent type requirement as we did for PER, it
would decrease the number of entities by 3,075,536
for LOC (3,078,459 to 2,923) and 2,137,550 enti-
ties for ORG (2,196,303 to 58,753). For PER the
change in number of entities was relatively small
(8,730,734 to 8,726,412).

As shown in Table 1, a relatively small number
of entities get assigned to multiple types. While
this is a result of multiple-inheritance in the entity
type hierarchy of Wikidata, having multiple types is
not incorrect as an entity can represent several dif-
ferent types. In our resource, we opted to preserve
this information, as assigning only a single type to
complex entities could make our dataset less useful
by ignoring inherent entity typing uncertainty.

about how names are written.

https://www.wikidata.org/wiki/Q7251
https://www.wikidata.org/wiki/Q7251
https://datatracker.ietf.org/doc/html/rfc3066
https://meta.wikimedia.org/wiki/Wiki_language_ISO_639-1_%E2%86%92_BCP_47_proposal
https://meta.wikimedia.org/wiki/Wiki_language_ISO_639-1_%E2%86%92_BCP_47_proposal
https://datatracker.ietf.org/doc/html/rfc5646
https://www.wikidata.org/wiki/Q98414232


Figure 1: Name counts across the 75 languages with the most names (languages identified by first two letters of
Wikimedia language code, log10 y-axis).

Entity type Count Percentage

PER 8,725,777 63.83%
LOC 2,747,869 20.10%
ORG 1,865,255 13.65%
Mixed 330,793 <2.5%

Total 13,669,694 100.0%

Table 1: Number of entities and percentage of all entities
assigned to each combination of LOC, ORG and PER
in ParaNames.

A visualization of the name counts for the 75
languages with the most entity labels in Wiki-
data is shown in Figure 1. The number of entity
names in Wikidata varies greatly across languages,
and counts are distributed according to a Zipf-like
power law distribution where a few languages con-
tain most of the names. As expected, many of the
largest languages are also large in terms of number
of speakers. However, there are notable exceptions,
such as Asturian, which contains the fourth largest
number of entity names, despite only having fewer
than a million native speakers. We suspect that this
is an artifact of non-human editing on Wikipedia,
and many of these entities appear to be copies of the
English name. We discuss this further in Section 5.

The relative proportions of entity types also seem
to vary, with PER entities comprising the bulk of
names for most languages. There are exceptions,
however. For instance, in Ukrainian, LOC enti-

ties account for approximately 45% of the names,
which is substantially larger than the approximately
22% of English entities which are of type LOC.

4 Improving data quality

To ensure our resource is of the highest quality
possible, we identified two properties that all lan-
guages in our corpus should adhere to for maximal
usefulness. First, for each language, all entities in
a language should be written in script(s) that match
its real-world usage. Second, parallel names in our
corpus would ideally have the same information on
both sides; additional information like titles that
appear in one language and not the other should be
removed.

4.1 Script standardization

For the first property, we chose to normalize the
names for each language by filtering out names that
are not in the desired script(s) for the language. An
example of this would be a Russian entity label like
Canada which is not written in Cyrillic.

While we explored automated methods of doing
this, ultimately we decided that manually construct-
ing a list of allowed scripts for each language would
yield the best results. For each language, we used
Wikipedia as an authoritative source to look up
which scripts are used to write the language, and
filtered out all names whose most common Uni-
code script property is not among the allowed ones.



We used the PyICU library6 to identify the most
frequent Unicode script tag in each name based on
individual characters.

To quantify how much this filtering changed the
entity names associated with each language, we at-
tempted to measure script uniformity for each lan-
guage. For each language, we aggregated the Uni-
code script tags produced by PyICU across names
for each language and computed the entropy of
this distribution, calling this quantity script entropy
and used it as a proxy for script consistency within
a language’s names. Languages whose names are
consistently written in a single script will have near-
zero entropy.

The filtering process decreased the average script
entropy from 0.142 to 0.022. After filtering, 463
Wikimedia language codes remained with a total
of 118,894,875 names across 13,669,694 entities.

4.2 Matching information across languages

We observed that some names contain additional
information in parentheses following the actual to-
kens of the entity name, intended to help disam-
biguate the name from other similar-looking enti-
ties. For instance, the entity with the English label
Wang Lina (boxer) (Q60834172) has a Russian la-
bel which contains the translation of word boxer in
parentheses. However, this is not the case for all
languages: for example, the Spanish name for the
entity is simply Wang Lina.

To standardize the amount of information per
name across languages, we remove all parentheses
and tokens inside them using a regular expression.

5 Limitations

5.1 Single name per language code

Our dataset only uses the “label” property in Wiki-
data to identify names for entities. One of the
potential limitations of this approach is that a given
entity can only have a single label within a single
Wikimedia language code, even though there may
be multiple possible transliterations of an entity
name for that language code. This can be espe-
cially problematic for languages that use more than
one script but for which a finer-grained language
code the specifies the script, such as sr-cyrl,
is not available. For example, Bosnian only has
the language code bs but is commonly written in
Cyrillic and Latin scripts.

6https://gitlab.pyicu.org/main/pyicu

There is a possible solution in Wikidata for this
limitation. There is an “also-known-as” (AKA)
property, which for many entities contains useful
examples of real-world names used to refer to it
and can include alternative transliterations. Unfor-
tunately, it often includes names that only loosely
correspond to the canonical name of the entity. For
example, AKAs for the late U.S. Supreme Court
justice Ruth Bader Ginsburg (Q11116) contain not
only her full name, Ruth Joan Bader Ginsburg, but
also common aliases from popular culture, such
as Notorious RBG. In the case of Donald Trump
(Q22686) the AKAs contain other variations of his
name (Donald John Trump, Donald J. Trump, etc.),
but also pseudonyms that he has used that do not
correspond to his actual name (John Barron, John
Miller, David Dennison, etc.). While this informa-
tion could be argued to be useful for downstream
tasks such as entity linking, we felt that these al-
ternative names introduced potentially unwanted
variation in the names across languages. For this
reason, we chose not to include the also-known-as
fields in our dataset at this time.

There are other datasets that do not share the
limitation of only having one name for an entity
per language. For example, the NEWS 2018 shared
task dataset (Chen et al., 2018a,b) allows for multi-
ple correct reference transliterations. Participants
in that shared task also produced a ranked list of
candidate translations, which can help handle the
arbitrary nature of picking from an otherwise syn-
onymous list of candidates.

5.2 Wikidata quality issues

Another limitation of our resource is our limited
ability to address cases where Wikidata contains
labels that may have been copied from one lan-
guage to another without scrutiny. While our pre-
processing pipeline removes names that appear in
an incorrect script for a given language—for exam-
ple, a Latin-script named copied into a language
that does not use the Latin script—names blindly
copied from one language into another that are in
the correct script cannot reliably be detected.

Thus, a Latin-script language like Asturian
which contains many names on Wikidata but has
few speakers—raising the question of whether
those names were added by actual speakers of the
language—may have many names in our resource
that were copied from English without any human
review. We cannot automatically filter out these

https://www.wikidata.org/wiki/Q60834172
https://gitlab.pyicu.org/main/pyicu
https://www.wikidata.org/wiki/Q11116
https://www.wikidata.org/wiki/Q22686


names, and collecting native speaker judgments on
each one would be cost-prohibitive. While heuris-
tic approaches like computing the percentage of
names exactly equal to English could be employed,
as many names are identical across languages, this
may not be a meaningful heuristic.

5.3 Nicknames

Another source of variation not addressed in
this work is nicknames, which can create non-
parallelism. For example, while the English Wiki-
data label for Joe Biden uses the nickname Joe, a
minority of the labels in other languages use forms
of Joseph.

However, it can be difficult to differentiate the
use of nicknames from ordinary transliteration of
the full name, which may show the affects of phono-
logical adaptation or morphological simplification.
For example, the first name of Konstantinos Ypsi-
lantis (Q2272090) may be written with the nom-
inative -os suffix of the original Greek in some
languages but appear without it in others (Polish:
Konstantyn, Slovenian: Konstantin, etc.).

Unlike removing undesirable nickname variation
like Joe/Joseph and Will/William, normalizing the
dataset to always include or remove the -os suffix
in the name of cross-language consistency would
overly simplify the translation task.

6 Experimental setup

6.1 Task definition

To demonstrate an application of ParaNames, we
use it to train models that translate entity names
from many languages to English and from English
to many languages. We call this task canonical
name translation, as the task is to translate the
Wikidata label (canonical name) for an entity into
the label in another language.

It is important to clarify what this task is and
what it is not. We do not refer to this task as
name transliteration because not every name pair is
strictly transliterated; often the mapping includes
elements of transliteration, translation (especially
for organization names), and sometimes morpho-
logical inflection/deinflection as well. The task is
also not the translation of a name within a sen-
tence, which often requires correct morphological
inflection of the name in its sentential context.

Language Script Names % Train

Arabic Arabic 500,000 11.1%
Japanese Kanji, Kana∗ 500,000 11.1%
Swedish Latin 500,000 11.1%
Russian Cyrillic 500,000 11.1%
Persian Arabic 457,200 10.2%
Vietnamese Latin 429,185 9.6%
Lithuanian Latin 282,074 6.3%
Hebrew Hebrew 205,704 4.6%
Korean Hangul 203,042 4.5%
Latvian Latin 177,577 4.0%
Armenian Armenian 161,957 3.6%
Greek Greek 149,515 3.3%
Kazakh Cyrillic 124,574 2.8%
Urdu Arabic 103,803 2.3%
Thai Thai 72,112 1.6%
Georgian Georgian 70,965 1.6%
Tajik Cyrillic, Latin 52,574 1.2%

Total 100.0%

Table 2: Parallel training data statistics and the script(s)
used to write the names in our dataset. The develop-
ment and test sets were each balanced to 5,000 names
per language. ∗Kana jointly refers to the two Japanese
syllabaries Hiragana and Katakana.

6.2 Data selection

For our experiments, we translate named entities
from 17 languages—Arabic, Armenian, Georgian,
Greek, Hebrew, Japanese, Kazakh, Korean, Lat-
vian, Lithuanian, Persian (Farsi), Russian, Swedish,
Tajik, Thai, Vietnamese, and Urdu—into English
and vice versa, using a single multilingual model
for each translation direction.

We chose these languages as they cover a wide
geographic distribution,7 as well as several differ-
ent orthographic systems, language families and
typological features. While there is overlap be-
tween the languages in terms of scripts, some, such
as Tajik and Persian, are often considered closely
related despite using different scripts.

While many entity labels for Latin-script lan-
guages are identical to the English label, this is not
always the case. For example, Vietnamese relies
heavily on diacritics, and English names are often
spelled phonetically and inflected when written in
Latvian (e.g. Dzo Baidens for Joe Biden). By in-

7Unfortunately, we were not able to achieve quite as wide
geographic distribution as we hoped because we were unable
to find an African language with useful data for this task in
our resource. All the Latin-script African languages that we
explored had almost all of their names identical to English,
and the non-Latin script languages had too few names.

https://www.wikidata.org/wiki/Q2272090


cluding a small number of Latin-script languages in
our experiments, we are able to assess our model’s
performance on such languages without overly in-
flating performance numbers by having a large part
of the evaluation set consist of names written iden-
tically to English.

The languages we selected also have varying
amounts of data available in our resource. All
the languages we selected had sufficient names
to allow for the development and test sets to be
equally balanced across languages (5k names per
language), but there was an order of magnitude
difference between the language with the fewest
names available for the training data (Tajik, 50k)
and those which we limited to 500k names in train-
ing (Arabic, Japanese, Russian, Swedish) to avoid
oversampling. Due to limits in the computational
resources available to us, we are not able to per-
form experiments in a larger number of languages;
however, we believe this to be a representative set
for the purpose of demonstrating the tasks that can
be defined using ParaNames.

Data splitting To create the parallel data for this
task, we extracted all Wikidata IDs that had names
in English and at least one of the other languages
in our selected set. We divided the Wikidata IDs to
either the train, development, or test set using an
80/10/10 split. The overall statistics of the parallel
data can be seen in Table 2. While per-ID splitting
does not guarantee identical language stratification
across train, development, and test sets, we employ
it to avoid a data leakage scenario where the En-
glish side of a given entity name might appear in
more than one of our train, development, or test sets.
Notably, this leakage does occur in the data split
created by Wu et al. (2018) because they split the
data by source-target name pairs, not whole entities.
To further balance our datasets and avoid overly
biasing our models towards the higher-resourced
languages, we also capped the maximum number of
names in our splits. For training data, we allowed
up to 500,000 pairs, whereas for development and
test, we set a limit of 5,000 names.

Lack of manual annotation The test set used in
evaluation was extracted directly from our resource
and no additional cleaning or manual annotation
was performed, except for script standardization
and parenthesis removal, as outlined in Section 3.
We believe this approach to be reasonable, as script
standardization only filters out names but does not

alter those which are included. Most of the lan-
guages featured in our experiments use a non-Latin
script and the prevalence of entities in incorrect
scripts was the largest data quality issue. By mini-
mizing the amount of manual intervention, we also
maximize the extent to which our experiments cor-
respond to translating between names that have
been produced through actual usage of the lan-
guage, as opposed to heuristics.

Special tokens After creating the data splits, we
augmented the source side of each name pair with a
“special token” that indicates information about the
non-English language. In the case of X→ En mod-
els, this corresponds to the source name and in En
→ X models the target name. The purpose of the
special token is to help our model better manage the
multilingual training setting by keeping languages
separate, especially ones with potentially overlap-
ping scripts such as Tajik, Russian and Kazakh
or Swedish, Latvian, and Lithuanian. We exper-
imented with what information to include in the
special token(s); details are given in Section 7.

6.3 Evaluation metrics

We evaluate using three metrics: 1-best accuracy
(where each a name translation must match the ref-
erence exactly), character error rate (CER), com-
puted analogously to word error rate but at the char-
acter level, and mean F1-score based on longest
common subsequence (Chen et al., 2018b).

Our use of mean F1-score is motivated by its
use in the original NEWS 2018 Shared Task on
Machine Transliteration, the most similar shared
task to our experiments. The authors define the
mean F1-score as the average of the individual
F1-scores of each candidate-reference pair. The
F1-score of individual candidate-reference pairs is
defined the usual way, with precision and recall
computed using the longest common subsequence:

LCS(C,R) = |C|+ |R| − ED(C,R) (1)

Precision(C,R) =
LCS(C,R)

|C|
(2)

Recall(C,R) =
LCS(C,R)

|R|
(3)

Intuitively, LCS measures the overlap between
candidate and reference strings, computed in a way
that accounts for character order. This ensures that
pairs that are anagrams of each other do not receive



high scores even though they overlap completely
in terms of unordered characters.

6.4 Model details
The model we use is a simple character-level
Transformer-based translation model trained from
scratch. We use the model structure and hyperpa-
rameters from past transliteration experiments by
Moran and Lignos (2020) with minor changes. We
use a 4-layer Transformer with a hidden layer size
of 1024, embedding dimension of 200, 8 attention
heads, and a learning rate of 0.0003, with a dropout
probability of 0.2. The label smoothing parameter
is set to 0.1, and batch size is set to 128. We use
the Adam optimizer for a maximum of 75,000 up-
dates. Each experiment is repeated 5 times using
random seeds ranging from 1917 to 1921. A single
NVIDIA RTX 3090 GPU is used for both training
and decoding. For each experimental condition
(i.e. direction, source-side special token setting,
and language), training the model took roughly 9
hours and evaluation took roughly 15-30 minutes.
We implement our model using fairseq (Ott et al.,
2019).

7 Results

We first performed a baseline experiment using
a source-side special token that only conveys the
language being translated into (for English to all
languages) or out of (for all languages to English).
We then performed a second set of experiments
where we modified the information contained in
special tokens to assess the effects on performance.

Results reported in all tables are the mean value
and the standard deviation of the mean (standard er-
ror) computed across training five models with dif-
ferent random seeds. All values have been rounded.
Accuracy and F1 are reported out of 100 points for
readability. For CER, 1.0 reflects a 100% error rate
(lower scores are better).

7.1 Language-only special token baseline
As our first experiment, we evaluated canonical
name translation performance in both En→ X and
X→ En directions using language special tokens
on the source side. The overall results for both
translation directions, computed on the test set, are
given in Table 3. The last row (“Overall”) gives
micro-averaged performance across all languages.

X→ English When translating to English, our
model performs best on Swedish and Vietnamese,

with 1-best accuracy in the 80-90% range for
both languages. This is unsurprising, as both lan-
guages use the Latin script and contain many names
spelled identically to English. Immediately follow-
ing them is Latvian, where accuracy is lower as
many names need to be inflected and the names
generally match English less often.

Kazakh and Tajik, both written in the Cyril-
lic script, immediately follow Swedish and Viet-
namese, which makes sense as well since Cyrillic
can be transliterated to Latin script relatively un-
ambiguously. Russian, on the other hand, seems to
perform considerably worse than the other Cyrillic-
script languages, perhaps due to names being
longer in Russian and the use of patronymics.

Model performance is consistently worst on He-
brew. The most likely cause is lack of vowels in the
Hebrew names, which the model must infer when
translating to English.

When qualitatively inspecting model outputs, we
noticed that often our model relies too heavily on
transliteration when some words must be translated
or vice versa. Many outputs were also incorrect be-
cause they lacked extra information that was only
present on the target side and omitted on the source
side. For example, tokens like Stream in Cuiva
Stream (Q21412684) are only present in the En-
glish name and cannot be learned by seeing the
non-English source label.

English→X When translating from English, the
performance rankings of the top languages are sim-
ilar to when translating to English. Swedish and
Latvian have the highest accuracy, followed by
Kazakh, Tajik, and Georgian. We again find that
the model performs worse on Russian than other
languages that use the Cyrillic script.

For Hebrew, the model performs much better
than when translating from English, as it does
not have to infer the vowels, only delete them.
For Thai, the reverse is true and the English-Thai
direction performs significantly worse than Thai-
English. Since the Thai script indicates vowels
using combining diacritics, we hypothesize this
might be more difficult for the model to get exactly
correct than English where vowels are written out
explicitly. This might be improved by experiment-
ing with different forms of Unicode normalization,
which we did not utilize in our experiments.

Metrics While CER and accuracy show broad
separation across the languages, mean F1-score is

https://www.wikidata.org/wiki/Q21412684


X→ En En→ X

Language Accuracy CER F1 Accuracy CER F1

Swedish 88.25 ± .02 0.08 ± .00 97.15 ± .01 85.60 ± .04 0.10 ± .00 96.11 ± .02
Vietnamese 80.75 ± .02 0.17 ± .00 94.08 ± .01 48.86 ± .01 0.35 ± .00 82.87 ± .01
Latvian 67.86 ± .02 0.14 ± .00 95.19 ± .01 69.28 ± .07 0.13 ± .00 95.49 ± .01
Kazakh 55.38 ± .04 0.16 ± .00 93.93 ± .01 58.69 ± .09 0.14 ± .00 94.85 ± .02
Tajik 49.62 ± .05 0.20 ± .00 92.77 ± .01 54.38 ± .02 0.18 ± .00 93.82 ± .02
Lithuanian 47.39 ± .03 0.28 ± .00 89.53 ± .01 50.76 ± .09 0.23 ± .00 91.61 ± .03
Thai 43.94 ± .05 0.29 ± .00 89.91 ± .01 14.80 ± .04 0.42 ± .00 83.01 ± .02
Armenian 39.92 ± .05 0.28 ± .00 90.04 ± .01 50.45 ± .05 0.22 ± .00 92.41 ± .01
Georgian 34.44 ± .02 0.29 ± .00 89.29 ± .01 51.82 ± .04 0.22 ± .00 92.56 ± .01
Korean 33.27 ± .05 0.32 ± .00 88.46 ± .01 38.63 ± .05 0.33 ± .00 88.18 ± .01
Russian 32.81 ± .06 0.38 ± .00 84.80 ± .02 44.59 ± .04 0.33 ± .00 89.81 ± .02
Urdu 31.92 ± .03 0.23 ± .00 91.48 ± .01 14.14 ± .08 0.45 ± .00 80.74 ± .03
Japanese 29.00 ± .04 0.33 ± .00 87.79 ± .01 28.70 ± .01 0.42 ± .00 84.42 ± .02
Persian 28.68 ± .05 0.28 ± .00 89.84 ± .02 22.90 ± .05 0.41 ± .00 81.64 ± .05
Arabic 25.74 ± .03 0.32 ± .00 89.23 ± .01 41.70 ± .02 0.28 ± .00 89.40 ± .01
Greek 24.70 ± .03 0.35 ± .00 86.60 ± .01 29.67 ± .06 0.36 ± .00 86.88 ± .01
Hebrew 15.24 ± .07 0.44 ± .00 84.58 ± .02 35.71 ± .03 0.34 ± .00 88.16 ± .01

Overall 42.88 ± .02 0.27 ± .00 90.27 ± .01 43.57 ± .02 0.29 ± .00 88.94 ± .01

Table 3: Canonical name translation performance on the test set using our baseline configuration with language
special tokens on the source side, sorted by descending accuracy for the X→ En task.

always above 80, even in cases when the accuracy
is low and CER is high. For example, Hebrew to
English translation has an accuracy of 15%, a CER
of .44, but an F1-score of 84.58. While we report
the mean F1-score metric here for completeness be-
cause it was used in the best-known transliteration
shared task, our results suggest that it may be the
least discriminating of the metrics we use.

7.2 Finding the optimal special tokens

In addition to adding source-side language tokens
to our parallel data, we also hypothesized that in-
corporating other kinds of information could be
helpful. Entity type information can potentially be
helpful in guiding the model decoder, as the canon-
ical name translation task may vary depending on
the type of entity being translated. In general, most
person names are transliterated while organization
names tend to include more translation, and many
location name pairs contain tokens on one side that
are absent from the other. Script information can
also be useful when dealing languages that are writ-
ten in several scripts or to help encourage transfer
across languages that share a script.

To investigate these hypotheses, we repeated Ex-
periment 1 using various different kinds of spe-
cial token settings: a language token (<ru>) in
conjunction with either a type token (<PER>), a

script token (<Cyrillic>), or both. We also per-
formed an ablation experiment by removing special
tokens when possible.

Entity type tokens were generated from the
PER/LOC/ORG type information in our resource
inferred from Wikidata types. For the small number
of entities that mapped to multiple types, an arbi-
trary one was chosen. Script tokens were generated
using the PyICU library as with script filtering. For
each name, the special token reflected the most fre-
quent Unicode script used in that particular name
(not necessarily in the language in general).

For the X→ English direction, we experimented
with the following special token configurations:
no special token; script only; language only; lan-
guage and script; language and entity type; lan-
guage, entity type, and script. For English → X
we only evaluated having a language token and
language and entity type tokens, as fewer config-
urations were possible. The language token must
always be present for the model to know what lan-
guage to translate into, so we did not experiment
with removing it. We could not use the script to-
ken for English → X as it is computed from the
non-English (target) side of the translation; using
it would effectively leak specific information about
the test data as part of the model’s job is to predict
which script to use in the case of a language that



X→ En En→ X

Language Accuracy CER F1 Accuracy CER F1

Swedish 88.17 ± .03 0.08 ± .00 97.13 ± .01 85.69 ± .02 0.10 ± .00 96.13 ± .01
Vietnamese 80.96 ± .01 0.17 ± .00 94.11 ± .01 48.78 ± .03 0.35 ± .00 82.89 ± .01
Latvian 68.64 ± .03 0.14 ± .00 95.28 ± .01 70.50 ± .04 0.12 ± .00 95.79 ± .00
Kazakh 56.33 ± .05 0.16 ± .00 94.01 ± .00 59.78 ± .07 0.13 ± .00 95.00 ± .01
Tajik 50.36 ± .03 0.20 ± .00 92.84 ± .01 54.83 ± .04 0.17 ± .00 93.99 ± .01
Lithuanian 48.06 ± .06 0.27 ± .00 89.72 ± .01 54.21 ± .05 0.20 ± .00 92.62 ± .02
Thai 45.38 ± .07 0.28 ± .00 90.12 ± .02 15.07 ± .05 0.41 ± .00 83.43 ± .02
Armenian 40.70 ± .08 0.27 ± .00 90.14 ± .01 51.78 ± .06 0.21 ± .00 92.43 ± .01
Georgian 35.56 ± .05 0.29 ± .00 89.40 ± .01 53.13 ± .05 0.22 ± .00 92.68 ± .01
Korean 35.20 ± .04 0.31 ± .00 88.98 ± .01 39.29 ± .04 0.33 ± .00 88.34 ± .01
Russian 32.92 ± .04 0.38 ± .00 84.82 ± .03 45.68 ± .03 0.32 ± .00 89.94 ± .01
Urdu 32.74 ± .04 0.22 ± .00 91.62 ± .01 14.23 ± .06 0.45 ± .00 80.76 ± .03
Japanese 29.53 ± .04 0.32 ± .00 87.90 ± .01 28.61 ± .04 0.42 ± .00 84.64 ± .01
Persian 29.47 ± .04 0.27 ± .00 89.92 ± .02 22.60 ± .07 0.42 ± .00 81.81 ± .05
Arabic 27.07 ± .05 0.31 ± .00 89.51 ± .01 41.67 ± .03 0.28 ± .00 89.33 ± .01
Greek 25.74 ± .08 0.35 ± .00 86.81 ± .01 30.18 ± .03 0.36 ± .00 86.88 ± .01
Hebrew 16.34 ± .03 0.42 ± .00 84.89 ± .01 36.00 ± .03 0.33 ± .00 88.23 ± .01

Overall 43.72 ± .02 0.27 ± .00 90.42 ± .00 44.24 ± .01 0.29 ± .00 89.11 ± .00

Table 4: Canonical name translation performance of the best special token configuration. For X→ En, the best
configuration is having language, type, and script information, and for En→ X, it is having language and type
information. Languages are sorted by descending accuracy on the X→ En side. Boldface indicates statistically
significant performance differences from the language-only special token baseline.

uses multiple scripts. This leakage is relevant since
each entity in our dataset only has a single name
per language (see Section 5.1).

The full results of our experiments across all lan-
guages and special token settings can be seen in Ta-
ble 5. A more interpretable visualization of the data
is given in Figures 2 and 3 which contain “swarm
plot” visualizations of our results across special to-
ken conditions and different metrics. These enable
viewing of all data points for overall performance
across languages; the spread of points for each con-
figuration gives the variation due to the different
random seeds used in training.

For the X→ English direction, we can see that
using no special token or a script-only special to-
ken perform similarly, and there are clear improve-
ments from adding language and entity type spe-
cial tokens. There appears to be some marginal
improvement from adding the script special token
to language-only and language and entity type set-
tings. For the English→ X direction, we can see
that adding entity type information on top of the
language provides a clear improvement.

Regardless of metric, the differences are rela-
tively small in our ablation study. When translating
to English, the overall accuracy when no special to-

ken is used is 42.55, adding a language-only special
token increases that to 42.88, and adding type infor-
mation on top of that increases it to 43.63 (Table 5).
Most languages behave similar to the overall trend,
even though the effects vary slightly across lan-
guages. At one extreme, the average improvement
for Korean when using language and type tokens
compared to the language tag -only baseline is 1.93,
substantially larger than the micro-averaged im-
provement of 0.75. On the other hand, for Swedish
the mean change from baseline is -0.08, which is
significantly lower than the micro-averaged change.
Overall we would have predicted that the language
special token would have more impact than entity
type information. This underscores the importance
of using an entity type special token for this task.
The limited usefulness of the script token suggests
that our model is already able to determine the nec-
essary script information via the language special
token, and that the benefit from additional script
information is marginal. This can be explained by
the fact that most languages we work with consist
of names written in only a single script. As a result,
given a language, the script is trivial for the model
to deduce.

Table 4 shows the results on our best special



Figure 2: Canonical name translation performance across special token conditions for the X→ English direction.

Figure 3: Canonical name translation performance across special token conditions for the for English→ X direction.

token setting. As the results within a language
tend to be quite similar across special tokens, we
performed statistical significance testing to assess
whether there are differences between the various
special token settings. For each language, met-
ric, and translation direction, we performed a two-
tailed Mann-Whitney U test, which is a nonpara-
metric alternative to the two-sample t-test and re-
quires no assumptions about the distribution of the
data. For each test, we compared the baseline to
our best special token setting: language and type
tokens for English → X, and language, type and
script tokens for X→ English. Our null hypothesis
was that there is no difference between the medians
of the two groups. In Table 4, we use boldface
to indicate where significant deviations from the
language-only token baseline were observed and
where a statistically significant result was obtained
at the p < 0.05 level.

8 Ethics and broader impact

We believe that the creation of this resource will
benefit the speakers of the included languages by
enabling improvements to language technology and
access to information in more languages. This re-
source consists only of information voluntarily pro-
vided to a user-edited database regarding notable
entities, and does not include data collected from
sources like social media that users did not know
would become part of a public dataset.

However, like any language technology resource,
this work could have unanticipated negative impact,
and this impact could be magnified because some
of this resource contains data in the languages of
marginalized and minoritized populations.

A potential risk in using this resource is that
quality issues in Wikidata can be passed to down-
stream systems, resulting in unexpectedly poor per-
formance. As an extreme example of this, much of
the content of Scots Wikipedia and associated con-
tent in Wikidata was found to have been created or



edited by someone with minimal proficiency in the
language,8 and this data was used in the training
of Multilingual BERT (Devlin et al., 2019). We
encourage users of this resource who build systems
to collaborate with native speakers to verify data
quality in the specific languages used.

9 Conclusion

ParaNames enables the modeling of names cross-
linguistically for millions of entities in over 400
languages. While we use Wikidata as our source,
we have not simply taken its data as-is. Through
careful analysis of the source data, we have de-
veloped an approach to processing it to create a
massively multilingual name corpus where names
are in the expected scripts and all entities have us-
able entity type information. We do not claim that
this resource will provide perfect data. However,
to the best of our knowledge it does provide the
broadest coverage of entities and languages avail-
able of any resource to date. The release of this
resource enables multifaceted research in names, in-
cluding name translation/transliteration and named
entity recognition and linking, especially in lower-
resourced languages.

In addition to describing our process for creat-
ing this resource, we have performed experiments
for a canonical name translation task enabled by
it. We have demonstrated the value of providing
entity type information in this task and established
that while for some languages a current off-the-
shelf model can perform relatively well, for many
languages there is much room for improvement.
While our experiments have been constrained by
the computational resources available to us, we be-
lieve an important area for future work is to use
more advanced models to perform the canonical
name translation task and to do so at larger scale,
including more languages in the models.

8Shock an aw: US teenager wrote huge slice of Scots
Wikipedia, The Guardian, August 26th 2020.

https://www.theguardian.com/uk-news/2020/aug/26/shock-an-aw-us-teenager-wrote-huge-slice-of-scots-wikipedia
https://www.theguardian.com/uk-news/2020/aug/26/shock-an-aw-us-teenager-wrote-huge-slice-of-scots-wikipedia


None Script only Language only Language + script Language + type Language + type + script

Accuracy CER F1 Accuracy CER F1 Accuracy CER F1 Accuracy CER F1 Accuracy CER F1 Accuracy CER F1

Arabic 25.46 ± .07 0.32 ± .00 89.23 ± .01 25.54 ± .04 0.32 ± .00 89.19 ± .02 25.74 ± .03 0.32 ± .00 89.23 ± .01 26.00 ± .04 0.32 ± .00 89.28 ± .01 27.24 ± .01 0.31 ± .00 89.54 ± .01 27.07 ± .05 0.31 ± .00 89.51 ± .01
Greek 24.82 ± .03 0.36 ± .00 86.57 ± .00 24.98 ± .02 0.35 ± .00 86.66 ± .01 24.70 ± .03 0.35 ± .00 86.60 ± .01 24.84 ± .03 0.35 ± .00 86.70 ± .01 25.72 ± .06 0.35 ± .00 86.80 ± .01 25.74 ± .08 0.35 ± .00 86.81 ± .01
Persian 28.78 ± .06 0.27 ± .00 89.94 ± .01 29.22 ± .03 0.27 ± .00 89.98 ± .01 28.68 ± .05 0.28 ± .00 89.84 ± .02 28.75 ± .06 0.27 ± .00 89.90 ± .01 29.49 ± .05 0.27 ± .00 89.90 ± .02 29.47 ± .04 0.27 ± .00 89.92 ± .02
Hebrew 15.02 ± .03 0.44 ± .00 84.52 ± .01 15.37 ± .02 0.43 ± .00 84.62 ± .01 15.24 ± .07 0.44 ± .00 84.58 ± .02 15.16 ± .03 0.44 ± .00 84.58 ± .01 16.38 ± .02 0.42 ± .00 84.93 ± .01 16.34 ± .03 0.42 ± .00 84.89 ± .01
Armenian 39.81 ± .06 0.28 ± .00 90.05 ± .00 39.68 ± .06 0.28 ± .00 90.01 ± .01 39.92 ± .05 0.28 ± .00 90.04 ± .01 39.84 ± .02 0.27 ± .00 90.06 ± .01 40.33 ± .03 0.27 ± .00 90.11 ± .00 40.70 ± .08 0.27 ± .00 90.14 ± .01
Japanese 28.65 ± .03 0.33 ± .00 87.71 ± .01 28.89 ± .07 0.33 ± .00 87.81 ± .01 29.00 ± .04 0.33 ± .00 87.79 ± .01 28.96 ± .04 0.33 ± .00 87.83 ± .01 29.21 ± .02 0.32 ± .00 87.88 ± .01 29.53 ± .04 0.32 ± .00 87.90 ± .01
Georgian 34.52 ± .03 0.29 ± .00 89.26 ± .01 34.66 ± .03 0.29 ± .00 89.31 ± .01 34.44 ± .02 0.29 ± .00 89.29 ± .01 34.61 ± .06 0.29 ± .00 89.33 ± .01 35.43 ± .02 0.29 ± .00 89.34 ± .01 35.56 ± .05 0.29 ± .00 89.40 ± .01
Kazakh 56.06 ± .03 0.16 ± .00 94.04 ± .00 55.91 ± .04 0.16 ± .00 94.02 ± .00 55.38 ± .04 0.16 ± .00 93.93 ± .01 55.41 ± .06 0.16 ± .00 93.93 ± .01 56.44 ± .03 0.16 ± .00 94.02 ± .01 56.33 ± .05 0.16 ± .00 94.01 ± .00
Korean 33.74 ± .03 0.32 ± .00 88.57 ± .01 33.53 ± .05 0.32 ± .00 88.54 ± .02 33.27 ± .05 0.32 ± .00 88.46 ± .01 33.58 ± .04 0.32 ± .00 88.59 ± .01 35.22 ± .03 0.31 ± .00 88.97 ± .01 35.20 ± .04 0.31 ± .00 88.98 ± .01
Lithuanian 46.21 ± .02 0.29 ± .00 89.34 ± .01 46.46 ± .02 0.28 ± .00 89.39 ± .01 47.39 ± .03 0.28 ± .00 89.53 ± .01 47.51 ± .03 0.28 ± .00 89.58 ± .01 47.81 ± .05 0.28 ± .00 89.66 ± .01 48.06 ± .06 0.27 ± .00 89.72 ± .01
Latvian 66.01 ± .03 0.15 ± .00 94.88 ± .01 66.08 ± .04 0.15 ± .00 94.89 ± .01 67.86 ± .02 0.14 ± .00 95.19 ± .01 68.16 ± .05 0.14 ± .00 95.22 ± .01 68.69 ± .05 0.14 ± .00 95.27 ± .01 68.64 ± .03 0.14 ± .00 95.28 ± .01
Russian 32.95 ± .04 0.38 ± .00 84.78 ± .01 32.86 ± .03 0.38 ± .00 84.75 ± .01 32.81 ± .06 0.38 ± .00 84.80 ± .02 33.16 ± .06 0.38 ± .00 84.87 ± .02 33.17 ± .04 0.38 ± .00 84.82 ± .01 32.92 ± .04 0.38 ± .00 84.82 ± .03
Swedish 88.20 ± .02 0.08 ± .00 97.13 ± .01 88.12 ± .00 0.08 ± .00 97.09 ± .00 88.25 ± .02 0.08 ± .00 97.15 ± .01 88.20 ± .03 0.08 ± .00 97.13 ± .01 88.18 ± .02 0.08 ± .00 97.10 ± .01 88.17 ± .03 0.08 ± .00 97.13 ± .01
Tajik 47.34 ± .05 0.21 ± .00 92.51 ± .01 47.34 ± .06 0.21 ± .00 92.51 ± .00 49.62 ± .05 0.20 ± .00 92.77 ± .01 49.91 ± .05 0.20 ± .00 92.79 ± .01 50.03 ± .03 0.20 ± .00 92.81 ± .01 50.36 ± .03 0.20 ± .00 92.84 ± .01
Thai 44.12 ± .04 0.29 ± .00 89.94 ± .02 43.89 ± .05 0.29 ± .00 89.89 ± .01 43.94 ± .05 0.29 ± .00 89.91 ± .01 44.03 ± .04 0.29 ± .00 89.95 ± .02 45.35 ± .07 0.28 ± .00 90.10 ± .01 45.38 ± .07 0.28 ± .00 90.12 ± .02
Urdu 30.79 ± .04 0.24 ± .00 91.06 ± .01 30.65 ± .04 0.23 ± .00 91.11 ± .01 31.92 ± .03 0.23 ± .00 91.48 ± .01 32.06 ± .07 0.22 ± .00 91.51 ± .01 32.31 ± .06 0.22 ± .00 91.59 ± .01 32.74 ± .04 0.22 ± .00 91.62 ± .01
Vietnamese 80.83 ± .03 0.17 ± .00 94.07 ± .01 80.87 ± .02 0.17 ± .00 94.07 ± .01 80.75 ± .02 0.17 ± .00 94.08 ± .01 80.85 ± .03 0.17 ± .00 94.07 ± .02 80.71 ± .03 0.17 ± .00 94.05 ± .01 80.96 ± .01 0.17 ± .00 94.11 ± .01

Overall 42.55 ± .01 0.27 ± .00 90.21 ± .00 42.59 ± .01 0.27 ± .00 90.23 ± .00 42.88 ± .02 0.27 ± .00 90.27 ± .01 43.00 ± .01 0.27 ± .00 90.31 ± .00 43.63 ± .01 0.27 ± .00 90.40 ± .00 43.72 ± .02 0.27 ± .00 90.42 ± .00

Arabic - - - - - - 41.70 ± .02 0.28 ± .00 89.40 ± .01 - - - 41.67 ± .03 0.28 ± .00 89.33 ± .01 - - -
Greek - - - - - - 29.67 ± .06 0.36 ± .00 86.88 ± .01 - - - 30.18 ± .03 0.36 ± .00 86.88 ± .01 - - -
Persian - - - - - - 22.90 ± .05 0.41 ± .00 81.64 ± .05 - - - 22.60 ± .07 0.42 ± .00 81.81 ± .05 - - -
Hebrew - - - - - - 35.71 ± .03 0.34 ± .00 88.16 ± .01 - - - 36.00 ± .03 0.33 ± .00 88.23 ± .01 - - -
Armenian - - - - - - 50.45 ± .05 0.22 ± .00 92.41 ± .01 - - - 51.78 ± .06 0.21 ± .00 92.43 ± .01 - - -
Japanese - - - - - - 28.70 ± .01 0.42 ± .00 84.42 ± .02 - - - 28.61 ± .04 0.42 ± .00 84.64 ± .01 - - -
Georgian - - - - - - 51.82 ± .04 0.22 ± .00 92.56 ± .01 - - - 53.13 ± .05 0.22 ± .00 92.68 ± .01 - - -
Kazakh - - - - - - 58.69 ± .09 0.14 ± .00 94.85 ± .02 - - - 59.78 ± .07 0.13 ± .00 95.00 ± .01 - - -
Korean - - - - - - 38.63 ± .05 0.33 ± .00 88.18 ± .01 - - - 39.29 ± .04 0.33 ± .00 88.34 ± .01 - - -
Lithuanian - - - - - - 50.76 ± .09 0.23 ± .00 91.61 ± .03 - - - 54.21 ± .05 0.20 ± .00 92.62 ± .02 - - -
Latvian - - - - - - 69.28 ± .07 0.13 ± .00 95.49 ± .01 - - - 70.50 ± .04 0.12 ± .00 95.79 ± .00 - - -
Russian - - - - - - 44.59 ± .04 0.33 ± .00 89.81 ± .02 - - - 45.68 ± .03 0.32 ± .00 89.94 ± .01 - - -
Swedish - - - - - - 85.60 ± .04 0.10 ± .00 96.11 ± .02 - - - 85.69 ± .02 0.10 ± .00 96.13 ± .01 - - -
Tajik - - - - - - 54.38 ± .02 0.18 ± .00 93.82 ± .02 - - - 54.83 ± .04 0.17 ± .00 93.99 ± .01 - - -
Thai - - - - - - 14.80 ± .04 0.42 ± .00 83.01 ± .02 - - - 15.07 ± .05 0.41 ± .00 83.43 ± .02 - - -
Urdu - - - - - - 14.14 ± .08 0.45 ± .00 80.74 ± .03 - - - 14.23 ± .06 0.45 ± .00 80.76 ± .03 - - -
Vietnamese - - - - - - 48.86 ± .01 0.35 ± .00 82.87 ± .01 - - - 48.78 ± .03 0.35 ± .00 82.89 ± .01 - - -

Overall - - - - - - 43.57 ± .02 0.29 ± .00 88.94 ± .01 - - - 44.24 ± .01 0.29 ± .00 89.11 ± .00 - - -

Table 5: Canonical name translation results for the X→ English (top) and English→ X directions across different special token settings.
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