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Abstract

Language recognition tasks are fundamental in
natural language processing (NLP) and have been
widely used to benchmark the performance of
large language models (LLMs). These tasks also
play a crucial role in explaining the working mech-
anisms of transformers. In this work, we focus on
two representative tasks in the category of regular
language recognition, known as ‘even pairs’ and
‘parity check’, the aim of which is to determine
whether the occurrences of certain subsequences
in a given sequence are even. Our goal is to ex-
plore how a one-layer transformer, consisting of
an attention layer followed by a linear layer, learns
to solve these tasks by theoretically analyzing its
training dynamics under gradient descent. While
even pairs can be solved directly by a one-layer
transformer, parity check need to be solved by
integrating Chain-of-Thought (CoT), either into
the inference stage of a transformer well-trained
for the even pairs task, or into the training of a
one-layer transformer. For both problems, our
analysis shows that the joint training of attention
and linear layers exhibits two distinct phases. In
the first phase, the attention layer grows rapidly,
mapping data sequences into separable vectors.
In the second phase, the attention layer becomes
stable, while the linear layer grows logarithmi-
cally and approaches in direction to a max-margin
hyperplane that correctly separates the attention
layer outputs into positive and negative samples,
and the loss decreases at a rate of O(1/t). Our
experiments validate those theoretical results.
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1. Introduction

Transformers (Vaswani et al., 2017) have become founda-
tional in modern machine learning, revolutionizing natural
language processing (NLP) tasks such as language model-
ing (Devlin et al., 2018), translation (Wang et al., 2019),
and text generation (Radford et al., 2019). Among these,
language recognition tasks are fundamental to NLP and
are widely used to benchmark the empirical performance of
large language models (LLMs) (Bhattamishra et al., 2020;
Deletang et al., 2023). Beyond their practical applications,
these tasks hold significant potential for uncovering the un-
derlying working mechanism of transformers. A growing
body of research has explored the expressiveness and learn-
ability of transformers in these settings (Strobl et al., 2024;
Hahn & Rofin, 2024; Chiang & Cholak, 2022; Merrill &
Sabharwal, 2023; Hahn, 2020). Despite this, there has been
little effort to understand transformers’ training dynamics
in language recognition tasks.

In this work, we take the first step towards bridging this gap
by focusing on two fundamental pattern recognition tasks
in formal language recognition, known as ‘even pairs’ and
‘parity check’ problems, and explore how transformers can
be trained to learn these tasks from a theoretical perspective.
Specifically, the objective of the ‘even pairs’ problem is to
determine whether the total number of specific subsequences
in a binary sequence is even, and the objective of the ‘parity
check’ problem is to determine whether the total occurrence
of a single pattern is even. These tasks are particularly
compelling for studying transformers because they require
the model to recognize parity constraints and capture global
dependencies across long sequences, which are essential
for real-world applications such as syntax parsing and error
detection in communication systems.

For the two problems of our interest, the even pairs prob-
lem has not been studied before theoretically. The parity
check problem has recently been studied in Kim & Suzuki
(2024b); Wen et al. (2024), which characterized the train-
ing dynamics of CoT for learning parity. However, Kim &
Suzuki (2024b) analyzed the training of an attention layer
only, leaving more general characterization of joint train-
ing of feed-forward and attention layers yet to be studied.
Wen et al. (2024) analyzed three iteration steps in training
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without establishing the convergence of the entire training
process. Our goal is to develop a more general training
dynamics characterization, including joint training of the
attention and linear feed-forward layers, the convergence
rate of the loss functions, and the implicit bias of the train-
ing parameters. Furthermore, while both the ‘even pairs’
and ‘parity check’ problems are classification tasks, existing
theoretical studies on transformers in classification settings
(Li et al., 2023; Tarzanagh et al., 2023b;a; Vasudeva et al.,
2024; Deora et al., 2023; Yang et al., 2024a; Magen et al.,
2024; Jiang et al., 2024; Sakamoto & Sato, 2024) have pri-
marily focused on cases where class distinctions are based
on identifiable features. In contrast, these language recog-
nition tasks will pose unique challenges, which require the
transformer to leverage its attention mechanism to uncover
intricate dependencies inherent in data sequences. By ex-
ploring these tasks, our work will offer new insights into the
fundamental mechanism of transformers.

In this work, we investigate how a one-layer transformer,
consisting of an attention layer followed by a linear layer,
learns to perform the ‘even pairs’ and ‘parity check’ tasks.
We will theoretically analyze the model dynamics during
the training process of gradient descent, and examine how
transformer parameters will be guided to converge to a so-
lution with implicit bias. Here, we will jointly analyze the
training process of the attention layer and linear layer, which
will be significantly different from most existing analysis
of the training dynamics of transformers for classification
problems, where joint training is not studied (Huang et al.,
2024a; Tarzanagh et al., 2023b; Kim & Suzuki, 2024b; Li
et al., 2024b).

Our major contributions are four-fold:

First, for the even pairs problem, we identify two distinct
learning phases. In Phase 1, both linear and attention layers
grow rapidly, inducing separable outputs of the attention
layer. In Phase 2, the attention layer remains almost un-
changed, while the dynamics of the linear layer is governed
by an implicit bias, which converges in direction to the
max-margin hyperplane that correctly separates the atten-
tion layer’s outputs into positive and negative samples. We
also show that the loss function decays to the global min-
imum sublinearly in time. To the best of our knowledge,
this is the first theoretical study on the training dynamics of
transformers for the even pairs problem.

Second, we innovatively leverage the insights from the even
pairs problem and Chain-of-Thought (CoT) to solve the par-
ity check problem through two different approaches. In the
first approach, we introduce truncated CoT into the infer-
ence stage of a trained transformer. We demonstrate that a
transformer, well-trained on the even pairs problem but with-
out CoT training, can successfully solve the parity check
problem in a zero-shot manner (without any additional train-

ing) using truncated CoT inference. Such a surprising result
is based on the intricate connection between the even pairs
problem and the parity check problem. For the second ap-
proach, it trains a one-layer transformer with CoT under
teacher forcing, where we further include the training loss
of even pairs to stabilize the training process. We show
that with a two-phase training process, similarly to that of
the even pairs problem, gradient descent provably renders a
one-layer transformer that can solve parity check via CoT.

Third, we introduce a novel analytical technique for study-
ing joint training of attention and linear layers. Specifically,
we employ higher-order Taylor expansions to precisely an-
alyze the coupling between gradients of two layers and its
impact on parameter updates in Phase 1. Then we incorpo-
rate implicit bias principles to further characterize the train-
ing dynamics in Phase 2. Since all parameters are actively
updated, we must bound the perturbations in the attention
layer and analyze their effects on the linear layer. This is
achieved by carefully designing the scaling factor in the
attention mechanism, which not only stabilizes training but
also underscores its critical role in transformer architectures.

Finally, we conduct experiments to validate our theoreti-
cal findings, demonstrating consistent parameter growth,
alignment behavior, and loss convergence.

2. Related Work

Due to the recent extensive theoretical studies of transform-
ers from various perspectives, the following summary will
mainly focus on the training dynamics characterization for
transformers, which is highly relevant to this paper.

Learning regular language recognition problems via
transformers. Regular language recognition tasks are fun-
damental to NLP and are widely used to benchmark the em-
pirical performance of large language models (LLMs) (Bhat-
tamishra et al., 2020; Deletang et al., 2023). Theoreti-
cal understanding of transformers for solving these tasks
are mainly focusing on the expressiveness and learnabil-
ity Strobl et al. (2024); Hahn & Rofin (2024); Chiang &
Cholak (2022); Merrill & Sabharwal (2023); Hahn (2020).
Among these studies, several negative results highlight the
limitations of transformers in learning problems such as par-
ity checking. Notably, Merrill & Sabharwal (2023) demon-
strated that chain-of-thought (CoT) reasoning significantly
enhances the expressive power of transformers. We refer
readers to the comprehensive survey by Strobl et al. (2024)
for a detailed discussion on the expressiveness and learn-
ability of transformers. Regarding the study on the training
transformers, Kim & Suzuki (2024b); Wen et al. (2024)
showed that it is impossible to successfully learn the parity
check problem by applying transformer once. They further
developed CoT method and showed that attention model
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with CoT can be trained to provably learn parity check. Dif-
ferently from Kim & Suzuki (2024b), our work analyzed
the softmax attention model jointly trained with a linear
layer with CoT for learning parity check. Our CoT training
design is also different from that in Kim & Suzuki (2024b).
Further, Wen et al. (2024) studied the sample complexity
of training a one-layer transformer for learning complex
parity problems. They analyzed three steps in the training
procedure without establishing the convergence of the entire
training process, which is one of our focuses here.

Training dynamics of transformers with CoT. CoT is
a powerful technique that enables transformers to solve
more complex tasks by breaking down problem-solving into
intermediate reasoning steps (Wei et al., 2022; Kojima et al.,
2022). Recently, training dynamics of transformers with
CoT has been studied in Kim & Suzuki (2024b); Wen et al.
(2024) for the parity problems (as discussed above) and in
Li et al. (2024a) for in-context supervised learning.

Training dynamics of transformers for classification
problems. A recent active line of research has focused
on studying the training dynamics of transformers for clas-
sification problems. Tarzanagh et al. (2023b;a) showed that
the training dynamics of an attention layer for a classifi-
cation problem is equivalent to a support vector machine
problem. Further, Vasudeva et al. (2024) established the
convergence rate for the training of a one-layer transformer
for a classification problem. Li et al. (2023) characterized
the training dynamics of vision transformers and provide a
converging upper bound on the generalization error. Deora
et al. (2023) studied the training and generalization error
under the neural tangent kernel (NTK) regime. Yang et al.
(2024a) characterized the training dynamics of gradient flow
for a word co-occurrence recognition problem. Magen et al.
(2024); Jiang et al. (2024); Sakamoto & Sato (2024) studied
the benign overfitting of transformers in learning classifica-
tion tasks. Although the problems of our interest here (i.e.,
even pairs and parity check) generally fall into the classifica-
tion problem, these language recognition tasks pose unique
challenges that require transformer to leverage its attention
mechanism to uncover intricate dependencies inherent in
data sequences, which have not been addressed in previous
studies of the conventional classification problems.

Training dynamics of transformers for other problems.
Due to the rapidly increasing studies in this area, we include
only some example papers in each of the following topics.
In order to understand the working mechanism of transform-
ers, training dynamics has been intensively investigated
for various machine learning problems, for example, in-
context learning problems in Ahn et al. (2024); Mahankali
et al. (2023); Zhang et al. (2023); Huang et al. (2023); Cui
et al. (2024); Cheng et al. (2023); Kim & Suzuki (2024a);
Nichani et al. (2024); Chen et al. (2024); Chen & Li (2024);

Yang et al. (2024b), next-token prediction (NTP) in Tian
et al. (2023a;b); Li et al. (2024b); Huang et al. (2024a);
Thrampoulidis (2024), unsupervised learning in Huang et al.
(2024Db), regression problem in Boix-Adsera et al. (2023),
etc. Those studies for the classification problem and CoT
training have been discussed above.

Implicit bias. Our analysis of the convergence guarantee
develops implicit bias of gradient descent for transformers.
Such characterization has been previously established in
Soudry et al. (2018); Nacson et al. (2019); Ji & Telgarsky
(2021); Ji et al. (2021) for gradient descent-based optimiza-
tion and in Phuong & Lampert (2020); Frei et al. (2022);
Kou et al. (2024) for training ReLU/Leaky-ReLLU networks
on orthogonal data. More studies along this line can be
found in a comprehensive survey Vardi (2023). Most rele-
vant to our study are the recent works Huang et al. (2024a)
and Tarzanagh et al. (2023b;a); Sheen et al. (2024), which
established implicit bias for training transformers for next-
token prediction and classification problems, respectively.
Differently from those work on transformers, our study here
focuses on the even pairs and parity check problems, which
have unique structures not captured in those work.

3. Problem Formulation

Notations. All vectors considered in this paper are column
vectors. For a matrix W, ||W|| represents its Frobenious
norm. For a vector v, we use [v]; to denote the i-th coor-
dinate of v. We use {e; };¢[4) to denote the canonical basis
of R, We use ¢(v) to denote the softmax function, i.e.,
[¢(v)]; = exp(vi)/ 3, exp(e] v), which can be applied
to any vector with arbitrary dimension. The inner product
(A, B) of two matrices or vectors A, B equals Trace(ABT)
Trace(ABT). For a set X, we use X™ to denote the Carte-
sian product of n copies of X, and X'<" = Up_, X'~

In this work, we consider pattern recognition tasks in the
context of formal language recognition, which challenges
the ability of machine learning models such as transformers
to recognize patterns over long sequences.

First, we introduce the general pattern recognition task in
binary sequence. The set of all binary sequences is denoted
by {a,b}SEmax, where L.y is the maximum length of
the sequence. The pattern of interest is a set of sequences
P = {p1,...,pn} C {a,b}<Imax Given a sequence X
and a pattern P, let Np be the number of total matching
subsequences in X, where a subsequence of X matches if
it equals some p; € P. The pattern recognition task is to
determine whether Np satisfies a predefined condition, such
as whether Np is even.

In the following, we describe two representative tasks that
are particularly interesting in the study of regular language
recognition due to their simple formulation and inherent
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learning challenges. More details about formal language
recognition (which includes regular and non-regular lan-
guage recognition) can be found in Deletang et al. (2023).

Even pairs. The pattern of interest is P = {ab,ba}. For
example, in the sequence X = aabba, there is one ab and
one ba, resulting in a total of two, which is even.

Parity check. The pattern of interest is P = {b}. In other
words, this task is simply to determine whether the number
of bs in a binary string X € {a, b}’ is even or odd.

Although even pairs may appear to involve more complex
pattern recognition than parity check, it can be shown that
this task is equivalent to determining whether the first and
last tokens of the sequence are equal, which can be solved
in O(1) time (Deletang et al., 2023). However, parity check
usually requires O(L) time complexity given an L-length
sequence since we need to check every token at least once.

In this work, our aim is to apply transformer models to solve
these problems while leveraging these tasks to understand
the underlying working mechanisms of transformer models.

Embedding strategy. We employ the following embedding
strategy for each input binary sequence. For a token a at
position ¢, its embedding is given by £} = ez_1, and for
a token b at position ¢, its embedding is given by E} =
eg¢. Such an embedding ensures that token embeddings
are orthogonal to each other, which is a widely adopted
condition for transformers.

One-layer transformer. We consider a one-layer trans-
former, denoted as Ty : R¥*Lmax — R, which takes a
sequence of token embeddings as input and outputs a scaler
value, and 6 includes all trainable parameters of the trans-
former. Specifically, let X = [z1,...,2] denote the
input sequence, where x;, € Re foreach 1 < ¢ < L
and L is the length of the sequence. Let the value, key
and query matrices be denoted by W,,, W, W, € R4*d,
Then, the attention layer is given by W, 25:1 ZTope, Where
o = [p(X TW W21 /\)]e, and XA € R is a scaling pa-
rameter. Hence, the one-layer transformer has the form
To(X) = Wu.W, X0, zeps, where W, € R de-
notes the linear feed-forward layer. For simplicity, we
reparameterize W, W, as u and W;W, as W, as com-
monly taken in Huang et al. (2023); Tian et al. (2023a);
Li et al. (2024b). Hence, the transformer is reformulated as
To(X) = uT Yo, wepe. where @y = [p(X T Wap, /)],
and all trainable parameters are captured in 0 = (u, W).
We will call W and u respectively as attention and linear
layer parameters.

When the transformer is used to for the regular language
recognition tasks, for a given input X, it will take the sign
(i.e., 1 or —1) of the transformer output Ty(X) as the pre-
dicted label. For the even pairs task, a positive predicted

label 1 means the input sequence contains even pairs, and
—1 otherwise. Similarly, for the parity check task, a positive
predicted label 1 means the input sequence contains even
number of the pattern of interest, and —1 otherwise.

Learning objective. We adopt the logistic loss for these
binary classification tasks. We denote [ = Ufgaf Iy, as the
training dataset, where I, denotes the set of all length-L se-
quences. An individual training data consists of a sequence
X0 = [2{, ... 2] and a label y,, € {1,~1}, where
n is the index of the data. With slight abuse of notation,
we also use the notation n € I, to indicate that X (™ has
length L. Then, the loss function can be expressed as:

L(u, W)
= Y hmes \Tln > ner, log (1+exp (—ynTo(X (™)) .

The use of 1/|I| in the loss function ensures that sequences
of different lengths contribute equally to training.

Our goal is to train the transformer to minimize the loss
function, i.e., to solve the problem ming_, ) L(u, W).
We adopt a 2-phase gradient descent (GD) to minimize the
loss function £(u, W) as follows. We adopt zero initializa-
tion, i.e., 8 = 0. Then at early steps ¢t < ¢ (to be specified
later), we update 0 = (u, W) as follows:

U1 = Ut — NV Ly, Wipr = Wy —nAVw Ly,

where 7 is the learning rate, and L, is the abbreviation of
E(ut, Wt)

After step tg, we update 6 as follows:

U1 = U — NV Ly, Wi =Wy =V Ly

We remark that such a learning rate schedule can be viewed
as an approximation of GD with decaying learning rate or
Adam (Kingma, 2014). To be more specific, Adam updates
the parameter in the form of 6,1 = 0; — nm;/\/vs + 6,
where m; =~ g;, v; &~ gf, € is a positive constant, and g; is
the gradient. Thus, during the early training steps, Adam’s
update behaves closely to the high learning rate regime in
GD. In the subsequent training steps when the gradient is
relatively small, Adam behaves similar to vanilla GD due to
the constant € in the denominator /vy + €.

4. Even Pairs Problem

In this section, we characterize the training dynamics of a
one-layer transformer for learning the even pairs task. For
simplicity, we choose I, = {a, b}~.

Key challenges. The key challenge in this analysis arises
from the joint training of the linear and attention layers. The
intertwined updates of these layers create a coupled stochas-
tic process, complicating the analysis of parameter evolution.
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Furthermore, since every token contributes to both positive
and negative samples, this leads to gradient cancellation
during analysis, making the analysis more difficult.

To address the above challenges, we employ higher-order
Taylor expansions to precisely analyze the coupling between
gradients of two layers and its impact on parameter updates.
We next present our results for these two phases and explain
the insights that these results imply. Before we proceed, we
introduce the following concepts.

Token score. We define the token score of E}’, w € {a, b}
as (u¢, E}’), which quantifies the alignment between the
token embedding and the linear layer.

Attention score. For a given attention layer W;, we define
the (raw) attention score of E}” as (E}’, WtEg’/), w,w €
{a,b}. For token xzy, its attention weight is given by
¢o = [¢(X "W,z p)]e, which is proportional to the exponen-
tial of its attention score. Importantly, it is the differences
between the attention scores of different tokens that govern
the attention weight distribution.

Relationship with the transformer output. Consequently,
the transformer output T(X) for an input X is a weighted
average of the token scores of x,, with the attention weights
¢ serving as the weighting factors.

4.1. Phase 1: Rapid Growth of Token and Attention
Scores

In Phase 1 of training, the linear and attention layers exhibit
mutually reinforcing dynamics, with the featuring dynamics
captured in the following theorem.

Theorem 4.1 (Phase 1). Let —w denote the flip of token
w € {a,b}. Choose A\ = Q(L2,.),to = O(1/(NLax)),
and ) = O(min{1/Lyax, 1/A\?/3}). Then, for all t < t,,
the parameters evolve as follows:

(1) The dynamics of linear layer u is governed by the fol-
lowing inequalities.

<utaEiu> e(nt)v vwa
(ug, B = —0(n*t?), Ve > 2, Vw,
(ug, BY — BY) < —Q(n*t?), V> 3,Vw.

(2) The dynamics of attention layer W is governed by the
following inequalities. For any length L < Ly, we have

(BEY — B \W,EP) > Q(*t?), Ve > 2,Yw,w'

(BY — By WLEY) > Q(n*t?), V0> 2 Yw,w'

(BY" — BY" WLEY) > Q(n*t), V> 3,Yw,w' v
Theorem 4.1 characterizes the following featuring dynamics

of the linear and attention layers in Phase 1. (a) The first
equation of part (1) indicates that there is a rapid growth of

the first token score. This is because sequences of length
L = 1 (which always have positive labels) dominate the
early training, and create an initial bias for the first token. (b)
The first two equations of part (2) indicate that the attention
weight of the first token increases in positive samples (Where
last token E} and first token E7}’ share the same value w),
and is suppressed in negative samples. In other words,
the attention layer allocates more weights on non-leading
tokens (with ¢ > 2) in negative samples. Consequently,
the transformer output of the negative samples relies more
on the token scores at non-leading positions. In order to
minimize the loss, those token scores become increasingly
negative, as shown in the second equation of part (1). (¢) The
last equation of part (1) indicates that the token score of the
second token decreases faster than other non-leading tokens,
as it appears more frequently across samples. This rapid
token score decrease drives the attention layer to allocate
more attention weight on it over other non-leading tokens
to reduce the loss, as shown in the last equation in part (2).

Due to the fact that attention weight is determined by the
differences between attention scores, Theorem 4.1 suggests
that at the end of Phase 1, the attention layer focuses on the

first token (with o{™"*)

> 1/L for length-L samples) in pos-
itive samples, and on the second token (with gaén’to) >1/L
for length- L samples) in negative samples. Hence, the atten-
tion layer maps data samples to satisfy a separable property.
To be more specific, we first introduce the definition of

separable data.

Definition 4.2 (Separable dataset). A dataset of d-
dimensional vectors and their labels {(v(™, 7, )}N_, are
separable if there exists u € R? such that

(u,ynv'™) >0, V1<n<N.

Intuitively speaking, a dataset is separable indicates that
there exists a hyperplane that can correctly separate the
positive and negative samples into two half-spaces.

At the end of Phase 1, the attention layer W, maps data

samples to Zle xin)goﬁn’t"). It can be shown that if the
linear layer has parameter v = E§ + EY — ES — E%, then,
the predicted label of the data sample, which is the sign of
u'’ ZZL:l xén’)cpén’t“), matches with the ground-truth label

Yn, 1.€., (U, Yn Zle :cé")cp@"’t”)> > 0 for all n. Thus, we

have the following proposition.

Proposition 4.3. Ler v(") = Zlel xé”)gayl’t(’) with label
Yn. Then, at the end of phase 1, the dataset {(v\"™),y,)} is
separable by w = E§ + E? — E5 — E%.

We note that at the end of Phase 1, the linear layer is trained
to be u,, which may not necessarily separate the attention
layer’s outputs. In fact, the continual training into Phase
2 will further update the linear layer, so that the attention
layer’s outputs can be separated by it.



Training Dynamics of Transformers

4.2. Phase 2: Margin Maximization and Implicit Bias

In this phase, the transformer shifts focus from rapid feature
alignment to margin maximization, driven by the implicit
bias of gradient descent.

Since the outputs of the attention layer at the end of Phase 1
become separable, we can define the max-margin solution
of the corresponding separating hyperplane as follows.

whp = argmin u]

s.t. <u,yn Zlel xﬁn)apgn’m)> >1, Vnel

The following theorem characterizes the training dynamics
of Phase 2, which shows that the linear layer will converge
to the above max-margin solution in direction.

Theorem 4.4 (Phase 2). There exists a constant to = Q(1)
and T = O()\2/3/(77Lmax)), such that forto <t <T, we
have ||u¢]] > Q(logt), and

. 2
uy o Ypp N> L(__1 1
(e mezg) = 1= 3 (o — n)
Moreover, we have ||Wy — Wy, || < O(1).

Theorem 4.4 characterizes the following dynamics of the
linear and attention layers in Phase 2. (a) The norm ||u; || of
the linear layer continues to grow logarithmically to increase
the classification margin. (b) The updates of the attention
layer W} is negligible due to the scaling factor A, as indi-
cated by |W; — W, || < O(1). Hence, attention patterns at
the end of Phase 1 persist, i.e., in both positive and negative
samples, the attention scores of the first and second tokens
still dominate, respectively. (¢) The linear layer u enters a
regime governed by implicit bias, which converges to the
max-margin solution for separating the attention layer’s out-
puts. This dynamics is also observed in an empirical work
(Merrill et al., 2021).

Theorem 4.5 (Convergence of loss). Fort < T, we have
* 2
Li =0 (LmaxHUEPH )

nv't

. g 1/2
Theorem 4.5 indicates that the loss converges to O (%) .

Therefore, as long as the scaling factor A = Q(ff ), the

loss can achieve arbitrarily small value €. The full proof in
this section can be found in Appendix B.

In summary, the trained transformer utilizes its attention to
decide if two tokens are equal and the linear layer increases
the classification margin and enable fast loss decay.

5. Parity Check Problem

The parity check problem is generally considered to be more
difficult than the even pairs problem. For instance, it has

been shown in Pérez et al. (2021) that it is impossible to
recognize parity by applying transformer once. However,
it has recently been shown in Kim & Suzuki (2024b) that
chain-of-thought (CoT) can serve as an advanced approach
to solving such a task.

In this section, we provide two new approaches to solv-
ing the parity check problem, by integrating CoT with the
solution for the even pairs problem studied in Section 4.
The first approach solves parity check by applying the one-
layer transformer well-trained for even pairs via a truncated
CoT-type inference, which does not require any additional
training. The second approach trains a one-layer transformer
with CoT under teacher forcing, where GD provably renders
a transformer that solves the parity check problem.

5.1. Approach 1: Inference via Truncated CoT

Inspired by the 2-state machine, we show that by simply tak-
ing inference via truncated CoT, the one-layer transformer
well-trained for the even pairs problem can solve parity
check efficiently without additional training.

To formalize this, we first outline the method to solve parity
check through the lens of a 2-state finite automaton. Recall
that the parity check problem is to determine whether the
number of bs in a binary string X € {a, b} is even or
odd. Given an X = wjws - - - wp,, the automaton initializes
its state s; to wy and updates s; for ¢ > 2 sequentially as
follows. At each step ¢ > 2, the state transits to s;41 = a
if s; = wyqq, or s441 = b if 84 # wy1. For example,
for X = abb, the state transitions are s; = a — S = b
(as s1 # wy = b) — s3 = a (as ss = ws = b). The
character a of the last state indicates that the sequence takes
even parity (we equate 1 with token a and —1 with token
b). It is worth noting that the core step of parity check
involves comparing two characters each time, which is also
performed in even pairs except that the characters to be
checked are fixed to be the first and last tokens.

Inspired by this observation, we propose the following in-
ference method via truncated CoT to solve parity check.

Inference via truncated CoT. Recall that the even pairs
problem is equivalent to labeling whether the first and the
last tokens are the same. Hence, the transformer trained
for even pairs can provide correct labels for such a task
during the inference. We thus propose truncated CoT that
leverages the label predicted by the trained transformer for
even pairs iteratively to obtain the answer for parity check.
Such an inference process runs as follows, with the pseu-
docode provided in Algorithm 1. Given a binary sequence
X =wy -+ wg, ateachiterationt € {1,..., L—1} of CoT,
it performs the following steps: (1) check whether the first
and the last tokens of X are equal by applying the one-layer
transformer trained for even pairs; (2) append the predicted
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Algorithm 1 Truncated CoT
Input: Binary sequence X = w; ---wyp,
fort e {1,...,L—1}do
Predict y;, = Tg,.(X)

Letwpyy =aifyy =landwpyy =bify, = —1.
Update X = wyyq - Wr44.

end for

Output y; ;.

label y = a or y = b to the end of the sequence X (we
equate 1 with token a and —1 with token b); (3) remove the
first token in X to maintain the sequence length. Then after
L — 1 iterations, the final prediction provides the parity of
the original input sequence.

5.2. Approach 2: Training with CoT under Teacher
Forcing

In this section, we train a one-layer transformer with the full
version of Chain-of-Thought (CoT) to solve the parity check
problem. Unlike the truncated CoT described in Section 5.1,
we keep the original sequence and only append the predicted
label to the end of the sequence at each iteration.

To explain how we train a one-layer transformer to execute
CoT learning of parity, we first describe how the parity of a
sequence can be obtained via CoT step by step.

For a given sequence X = w; - - - wr,, with length Lo, we
generate CoT inputs X', ..., XZo~1 and their correspond-
ing labels to learn the parity as follows. First, let X! = X.
Foreacht € {1,...,Ly — 1}, take X" and compare its to-
kens wr,,1¢—1 and wy. If they are the same, let wy, 1 = a;
otherwise, let wr,++ = b. Then set wr, 4+ to be the la-
bel of X*, and append wr,,+; to the end of X' to obtain
Xt =y - wp, 44 for the next step of CoT. Finally, the
label war,,—1 is the parity of X (See Figure 1).

2-step CoT

|

=>| b

input a b b

output

Figure 1. An illustration of CoT on input abb, where Lo = 3.

Training design. To train a transformer to learn each step
1 <t < Ly — 1 of CoT, our dataset should be labeled
to compare the token wr,,++—1 (last token of the input se-
quence of the current CoT step) and w;, and such a label is
used to train (supervise) the transformer to conduct the ¢-th
step of CoT correctly. Thus, to train the ¢-th step of CoT, we

use the set I, of length- L sequences (where L = Lo+t —1),
and for each sequence X ONY L, setits label y? to be 1 if
the last token matches the token at position L — Ly + 1 = t,
and —1 otherwise. The superscript ‘p’ in y® indicates that
the label is constructed for parity check. Thus, the train-
ing of CoT will use data sequences with length L where
Ly < L < 2Ly — 1 and the total loss is given by

,CCOT(u, W)
2Lo—1 n
=211, |11L\ ner,, 108 (1+exp (_yZTO(X( )))) )

where we adopt the one-layer transformer described in Sec-
tion 3 with the dimension d > 2L — 2.

Furthermore, we observe in our experiments that if
we directly train transformers over the above CoT loss
Lcor(u, W), the gradient vanishes. Interestingly, initializ-
ing transformer by that trained for even pairs helps to avoid
such a case. Motivated by such an observation, we introduce
the even pairs loss to regularize the training process. To this
end, we include data sequences with length L < L for the
even pairs loss, and label those sequences by their even pairs
labels. Namely, for any sequence X (), where n € I, with
L < Ly, set the label y;, to be 1 if the last token matches
the first token, and —1 otherwise. The superscript ‘e’ in y,
indicates that the label is constructed for even pairs. These
data sequences provide a regularization loss given by

EReg(u,W)
Lo—1
=205 |171L\ ZnEIL log (1 + exp (‘ZUZTH(X(”))» .

The role of the regularization loss is to initially guide the
linear layer to rapidly increase along the direction of solving
even pairs problems, which will also initialize the parame-
ters to learn parity check in a stable way. We note that such
regularization is also equivalent to data mixing technique.

Hence, the total training loss for parity check is given by
EParity = ACC’OT(U; W) + EReg (U, W) (1)

We minimize the above loss function by gradient descent as
described in Section 3 for training the parity check problem.
In the following, we choose I, = {a, b} for simplicity.

5.3. Training Dynamics of Approach 2

The training process of CoT under teacher forcing can also
be divided into two training phases. Below, we present the
theoretical characterization of those two phases.

Theorem 5.1 (Phase 1). Let —w denote the flip of token w €
{a,b}. Choose A = Q(L2,,.) and tg = O(1/(NLax))-
Then, for all t < tq, the parameters evolve as follows:

(1) The dynamics of linear layer u is governed by the fol-
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lowing inequalities.

<utaEiu> e(nt)v Vw,
(ug, By = —O(n*t?), VI > 2,Yw,
(u, By — EY) < =Q(n°t%), V0> 3,Vw.

(2) The dynamics of the attention layer W is governed by
the following inequalities. For any length L < Lg, we have

(BY — BY \WLEY) > Q(nt?), Ve > 2,Yw,w,
(BY" — E7" WLEY) > Q(n?t?), V> 2,Yw,w',
EY — EBY" W,EY) > Q(n*t), V> 3,Yw,w,w'.
< 2 ¢ t L> = (7] ) = J, 3 5

For length L > Ly, let {y = L — Ly + 1, and we have

(B — BY \WLEP) > QUP2), VL # by, Yw, v,
(EY — B0\ WEY) > QUPt?), VL # by, Yw, ',
(BY — BY" WLEY) > Qn't), V£ 1 Lo, Yw,w',w'.

Since the loss function in Equation (1) is regularized by
the loss of even pairs, the linear layer u exhibits the same
dynamics as the even pairs problem in Theorem 4.1. The
key difference between CoT training in Theorem 5.1 and
even pairs training in Theorem 4.1 lies in attention dynamics
on sequences with length L > Ly, which are labeled for
CoT training of parity check. In particular, the last three
inequalities in Theorem 5.1 suggests that it is the token at
position L — L + 1 that differs most from other tokens.

At the end of Phase 1, the outputs of the attention layer
are also separable. Namely, there exists a linear classifier
that provides correct labels for all CoT steps, i.e., labels
all training sequences with length Ly < L < 2Ly — 1
correctly. As a by-product, such a linear classifier also
provides correct even pairs labels for the sequences with
L < Ly. For those separable data sequences, we define thee
max-margin solution for the separating hyperplane as

Ugor = argmin [ull,

(n) n n
s.t. <u7yn f:()f )xg )cp((g ’t°)> >1, Vnel,

where L(X (™)) denotes the length of X (™). Note that u¥, -
slightly abuses notation as the dataset also includes se-
quences with lengths L < L for even pairs.

The following theorem shows that the training enters Phase 2
if we continue to update the parameters by gradient descent,
during which the attention layer has negligible change, but
the linear layer converges to the max-margin solution ug .

Theorem 5.2 (Phase 2). There exists a constant to = Q(1)
and T = O(N?/3 ) (nLax)), such that for ty <t < T, we

41N 1— Loss . 6 i l E if W,Ej‘w
W3 : & 31 : e e
a | < | .| |
SHIEAEIE S el
10 R -3 1 h} )
| | —ell! : <y : |
0 300 600 900 0 300 600 900 0 300 600 900
Step Step Step

Figure 2. Results of one-layer transformer on even pairs. From the
left to the right: (1) Loss decay over training. (2) Token scores at
first three positions. (3) Attention scores in length-3 sequences.

—— Loss
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Figure 3. Results of one-layer transformer on parity check. From
the left to the right: (1) Loss decay over training. (2) Token scores
at first three positions. (3) Attention scores in length-5 sequences.

have ||u¢]] > Q(logt), and

. 2
g Uoor \ > 1 _ L 1 - 1
< llwell” lug ozl > = 2 \Bllugorll el ) -
Moreover, we have ||W; — Wy, || < O(1).

The above theorem also implies that the total loss converges
sublinearly, which further implies that both the CoT and
regularization losses enjoy the same decay rate.

Theorem 5.3. For t
Lmax““éoTW)
0 (7f .

nvt

< T, we have »CParity,t =

6. Experiments

In this section, we provide experiments on synthetic datasets
to verify our theoretical findings. Specifically, we choose
Limax = 6, Lo = 4. Then, we train u and W by gradient
descent with step size n = 0.1. We choose £y = 100, and
A = 2. As observed in Figures 2 and 3, the first plot in
each figure shows the rapid decay of the loss to the global
minimum. The second plot shows the dynamics of token
scores at the first three positions, where the first token score
grows (blue curve) and the second and third token scores de-
crease (green and orange curves) during training. The third
plot illustrates dynamics of the attention weights, where
the first token receives more attention in positive samples
(blue curve) and less attention in negative samples (orange
curve). These plots validate our theoretical findings on dy-
namics of token scores and attention scores characterized
in Theorem 4.1 and Theorem 5.1. Furthermore, the ver-
tical blue dashed line in these plots indicates the end of
first phase. The vertical orange dashed line in these plots
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indicates 5 =~ 600 in Theorem 4.4 and Theorem 5.2, where
||ug|| starts to grow logarithmically (second plot of both
figures).

Additional Experiments. In Appendix D, we conduct more
experiments on different configurations of scaling parameter
A and the two-phase learning dynamics.

All experiments are conducted on a PC equipped with an
15-12400F processor and 16GB of memory.

7. Conclusion

In this work, we provide a theoretical characterizing of
two training phases to uncover how a one-layer transformer
can be trained to solve two regular language recognition
problems: even pairs and parity check. In order to charac-
terize the joint training of attention and linear layers, we
employ higher-order Taylor expansions to precisely ana-
lyze the coupling between gradients of two layers and its
impact on parameter updates. Our results not only offer
deeper insights into the training behavior of transformers
but also highlight the critical role of CoT in solving par-
ity problems. Experimental validation further supports our
theoretical findings, confirming key aspects of parameter
evolution and convergence. The analysis tools developed in
this work can be useful for future understanding the implicit
biases and training dynamics of transformers in structured
learning tasks.
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A. Auxiliary Lemmas and Equations

Lemma A.1 (Gao & Pavel (2017)). The softmax function with scaling factor X is %-Lipschitz continuous. Mathematically,
we have

16(/2) — S/ < ~llz — 3l

(n,t) _ ©XP (<zgn) 7I/Vtm(L“) >/)‘)

By Lemma A.1 and ¢, ST (( ™y ("))/A) , we have the following inequalities, which will be itensively used in
o1 €X x, Wy

the subsequence proofs.

L
n n,/ n, n’/ W—W/
g™ — o <A S Tl f>_<p§t>\2§7” tA el

Let J(z) = log(1 + e~*) be the logistic loss. We also frequently use the following Taylor expansion about —.J' ().
! AV / 1 1 1 3
|[J(x)" — J(z")| < |z — 2|, TFem@) ———z || <z 2)

A.1. Gradients Calculation

Recall that the loss at time step ¢ is

Lmax

DY J< ol o7 >>

nely,

For simplicity, we use the following notation. For each sample n and time step ¢, we define
1

Jo =
(m.) 1+ exp(ynTe (X ™))’

where T,(X™) =u] 3, xgn)gpémt). Therefore, the gradients can be written as follows. The gradients at time ¢ are

Limax
VuLi = ZzLZJ(’ﬂtyan[ (P(nt)
nely,
Vwle= A ix oL Z (n t)ynzut le (Pgn R ( ng(nt ”)> (”))
nelr

Note that |V, Lt]| < Lax and ||V Le]] < ||ue]| Limax/A. We will also frequently use the following projection of gradients
on each token embeddings.

w 1 ot
(VLo Bf) =350 2 Jaowedd™,
L>¢ nEIL,C(;cén))=w
" w 1 n,t n n
(B, (VwLEE) = 57 > Ty (ul ol = 1(x).
ne[L7c(m§")):C(w(L")):w
—w w 1 i / "
<E1 ,(VW['t)EL>:727L Z J(nt) (n,t) (u;rx(ln)iT(X( )))7
nely o(a{")#c(zy")=w
" w 1 n,t Y n
nEIL,C(wEn)):C(LL’(Ln)):w

(

(")) is the character of token embedding 2\™. For example, C(EY) = w.

where C(z,
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B. Proofs of Even Pairs Problem

In this section, we provide the full proof of training dynamics of transformers on even pairs problem. Before proceeding to
analyzing phase 1 and phase 2, we first show that the token scores only depend on the position, which helps us to reduce the
complexity of the subsequent proof.

Lemma B.1. During the entire training process, for any w € {a, b}, we have
—w
ut,Ee <Ut, >, sz 1.
For attention scores, we have the following equalities.

(EY W,EY) = (B, W,EL").
(EY \W,EY) = (E;",W,E¥), V> 2.

Proof. Note that the results are valid for ¢ = 0. Assume the results hold at time ¢, we aim to prove the results hold for ¢ + 1.
It suffices to prove the following equalities.

(VuLy, Ef) = (Vi Ly, E*w> , V>, 3)
(EY, (VYwL)EY) =(E; ", (NwL)E}Y), V{>2, )
(EY,(VwL)EY) = (Er ", (VwLe)EL"Y). Q)

We first show that Equation (3) is true.
For ¢ > 2, we have

(VuLo, BEY =3 > Jgyae™”

L>¢ nEIL,C(zyL)):w

=> > ! @ Yoy

L2l per, o(al™)=w 1+ exp(ynTe (X))

For any n € I, satisfying C(acy)) = w, let n/ be the sample that only replace w with —w at the ¢-th position. Then, due

to the induction hypothesis, we have <p(" - @"/’t), and Ty (X 2")) =T (Xé"/)). Since ¢ > 2, changing one token at the
position ¢ does not change the label, we have Yn = Yn’- Therefore, we have

<Vu£t,EzU> - <Vu£t,E€_w> 5 V€ Z 2

For ¢ = 1, we have,

(VuLly, BY) = Z Z J(/n,t)yn(pgn’t)

L>1 nGIL,C(ZEYL)):'UJ

X = e

L3 per, o@™ymw + T exp(yn Ty (X["))

Now, for any n € I, satisfying C(xgn)) = w, let n/ be the sample that flips the first and the last token at the same time.

Then, due to the induction hypothesis, we have 4,9(" b — 9052" t), Yn = Yns and Tt(Xén)) = Tt(XZ/). Therefore, we have
(VuLly, EY) = (Vo Ly, ETY).

We conclude that Equation (3) is true.

13
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Then, we show that Equation (4) is true. For ¢ > 2, we have

w w 1 n n n
(B, (VwLy)EY) = oL > Iln, t)%ﬁﬂé Y ( uf 2y — T, (X ))>
nEIL,C(ZEEH)):C(Z(Ln)):w

1 -1 (nt) (T, (n) (n)
=z > — Ty (X ))
2L 1 T, (X)) (ut e TR

nelr cai™)=c(@(™)=w + exp (yn o( ))

For any n € I, satistyfing C(chn)) =C(x (n)) = w, let n/ be the sample that only replace w with —w at the ¢-th position.

Then, due to the induction hypothesis, we have "™ - %(zn/,t), and Tt(X]g")) =Ty(X gnl)). Since ¢ > 2, changing one
token at the position ¢ does not change the label, we have y,, = y,,». Therefore, we have

(BY,(VwLy)EY) =(E;",(VNwL)E}), Vl{>2.
We conclude that Equation (4) is true.

Finally, we show that Equation (5) is true.

Note that
w w 1 n,t n
(BY, (VwLy)EY) = 9L Z J(n t)@( ) (“t xg - Tt(X£ )))
nEIL,C(x(ln)):C(a:(L")):w
1 -1 n,t n n
S o (Tl 1 (xE)
nEIL,C(x(ln)):C(m(L")):w 1 +exp (ynTt (X ))

Now, for any n € I, satisfying C(x §">) = C(z (n)) = w, let n’ be the sample that flips the first and the last token at the
same time, i.e., C(:cgn )) = C(z} (n’ )) = —w. Then, due to the induction hypothesis, we have @En’t) = gogn Dy = yo and
T (X 2")) = Tt(Xén )). Therefore, we have

(VuLle, BY) = (VuLy, ETY).

We conclude that Equation (5) is true.

Therefore, the proof is complete by induction. O

Due to above lemma, for each length L, we only need to analyze two types of sequence, i.e., the one with positive label

and the one with negative label. We use X EF) = [E{, EY, ..., EY¥s] to represent the sequence with positive labels, and
X f) = [E]",EY,..., E%] to represent the sequence with negative labels.
B.1. Phase 1

In this section, we characterize the training dynamics in phase 1. In general, we prove the results by induction. First, we
characterize the initialization dynamics.

Lemma B.2 (Initialization). At the beginning (t = 2, 3), for the linear layer, we have

(uz, EY") = O(nt), Yuw,
(ug, B = —O(n?*t?), VI >2,Vuw,
(ug, BY — EF) < —Q(n*t?), VI > 3,Vuw.

For the attention layer, we have

2
er - py s 20 (%), v

14
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2
(B;™ — Y, W3EY) < —Q (’2) .V,

2
(EY — E¥,WyE}) > 0 (”L) . Ve 3,

Proof. Since J(,, o) = 3, and @&”70) = 1 forn € Iy, (the length is L), we have

<u17EiD> = 77<_VU£O7E1w>
L!uax 1
n,0
=N Z oL Z (*J(/n,O))ynSDS o

nEIL,C(IE")):w

where the last equality is due to the cancellation between positive and negative samples whose length is greater than 1. Due
to the same reason, for any ¢ > 2, we have

(ur, Bf") = n(=VuLo, EY’)

max

L
1 n,0
kD DR D DR G/ A

L=2 nEIL,C(ac;")):w
=0

Regarding the attention, for any token E}”/, we have
(By' \WAEY) = n\(E}, (~VwL1)EY)
1 n,0 n n
=5 > Tl 0)Un} )(Ugl"g ) —To(X )))
nEIL,C(mén))w’,c(r(;)):w
=0,
where the last inequality is due to the fact that ug = 0.

In summary, at time step 1, only the token score at the first position increases, and all other token scores remain 0, and the

(n1) _

attention scores are all 0, resulting ¢, % for n € I,. Note that, we also have

!/

—J s —
(1) 1 + exp(41)

el —Ji nel;.

1 +exp(—4%)

Next, we characterize the token scores and attention scores at time step 2.

(ug, BY') = (u1, EY’) + n(=VuL1, EY’)

max

L
n 1 n,0
=1 +n Z Y Z (—J(/n,o))yvﬁﬁg )
L=2 nEIL,C(mEM):w

_n,n 1 RW ( 1 1 )1
4 21+exp(n/4) 2 \1+exp(gF) 1+exp(—4F)/) L

L=2
Thus,
" \ , TR nn
EYy - <) 2L 2L
(ug, EY") 4’—2’1+exp(n/4) 2’+LZQ2L 2L

15
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3n*

8 )
where the last inequality is due to the Lipchitz continuity of f(z) = 1/(1+e®) (with Lipchitz constant 1) and Y7, 1/L? <
1.

< =

Similarly, for £ > 2, we have

(ug, Ef") = n(=VuLy, EY’)
Lmax 1

_ (n,0)
=0 50 > (Il
L=t neIL,C(a:I(,"))zw

B 2 1+exp &) l+exp(—4)/) L

g u
7]2

I /\

| /\

4

In addition, regarding the difference of token scores, we have

<u2,E5”—E,?>:%X”< ! _ ! )1_L§“fn( o 1 )1
2 \1+exp(sf) l1+exp(—75)) L &= 2\1+exp(sf) 1+exp(—75)/) L
SV 1 1 1
— L:2§ <1 +exp(&) 1 —&—exp(—&)) I
=16

where ¢ > 3.
Therefore, we already prove that
(ug, EY’) = O(nt), Vuw,
(ug, B = —O(n*t?), VI > 2,Vuw,
(ug, BY — By < —Q(n*t?), V>3, Y.

Next, we analyze the attention score.

MEY — BY, (~Vw L) BY) = op 3 (<)ol ((m, BY) - 1))

n€I+

o Y Tt (e B - )

nEIL,C(a:(zn)):w

1 1 1
= 9uy. B — Ew
T B B — (. B

1 1 1 n
LM SR N (S
8Tt o) L <<“1 2) 9L

@ 1 1 3n? 1 7

> .- p_ZL — w

= 8L 1+ exp(4f) [ 4 ]+8L2L<u1’ 2)
1 1 n

8L 1 + exp(—4%) AL

16
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Yo (1),

where (a) is due to the Lipchitz continuity of f(z) = 1/(1 + ), and (b) is due to (uy, EY) < —n?/16.

Similarly, for negative samples, since, we only flip the label y,, from 1 to -1, we directly have

MET” - By, (-VwL)Ey) < -2 (7).

Following the same argument and algebra, we have

MEY - By, (~Vw L) Ef) > 9 (1)
Q

which implies that
2
(Y — By, WaEY) > Q (L)
(E;" — EY ,W3E}) < —Q
Since (uy, E}’) = 0 for all £ > 2, we have
MEY — By, (=VwL1)EL) = 0.

Finally, we aim to show that at time step ¢ = 3, the attention layer also distinguishes between non-leading tokens. This can
be done by noting that (us, EY — E7) < —Q(n?). Specifically, we have

n\NEy — Ef, (=VwL2) EY))

n n,2 w n
= o > (~ TS (2, BY) = T2(X))
nEIL,C(z;')):C(w(L")):w
77 n,2 w n
Y Z (_J(/n,z))yn@ ) (<U2»Ez ) — T2(X( ))>

nEIL,C(ac;")):C(x(L"))zw

(a) M , w w
& LTS (2, ) — (ug, BY)]
n - w w
— 5 (T )eh 7 [(u, BY) — {uz, BY)]

>Q(n'/L),
where (a) is due to the fact that (pgnz) are equal for any ¢ > 2, and the last inequality follows from that (us, F’) —
(ug, ) < —Q(n?). and (—J/, 5, — (~J[_)) < —Qn/L).
Thus, the proof is complete. O

Then we prove Theorem 4.1 through induction. Note that the statement in the following is essentially the same as that in
Theorem 4.1 due to Lemma B.1.

Theorem B.3 (Restatement of Theorem 4.1). Choose A = Q(L2,.),to = O1/(NLmax)), and n =
O(min{1/Lyax, 1/X*/3}). we have

(1) The dynamics of linear layer u is governed by the following inequalities.
<ut7EiU> :@(nt)7 Vw € {a/b}7

17
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(ug, BY) = —O(n*t?), Ve > 2,Yw € {a, b},
<ut7EéU - E?) < _Q<772t2)7 Yw € {a/b}

(2) The dynamics of attention layer W is governed by the following inequalities. For any length L < Ly .x, we have
(EY — B \WiEL) > Qn*t?/L), VL > 2,

(EY — E7Y , WLEY) > Q(n*t?/ L),V > 2,

w _ pw w 773t2 ti‘l
(B — BY, WeE}) 2 @ { (14 73 , V>3,

Proof. By Lemma B.2, we know that the results hold true for ¢ = 3. In the following, suppose the results are true for ¢.

We will intensively use the following fact that characterize the norm of attention parameter W;. Since

Lmax

|vwct|<22 > Zu EPyp™

nelr | {=1
S O(Lmaxnt)»
we have
t—1
Wil < ZWHVWESH < O(Lmax772t2)’
s=0

We first show that the dynamics of each token score (u;, E}’) is true.

For the first token, we have

Limax
1

<_vu£t7Eiv> = Z 27 Z (_J(/n,t))yn@gnﬂt

L=1 nEIL,C(wzn)):w
1 1
=2 Trom (BT

Lmax

+22L > o)™

nEIL,C(xg")):w

+ Z oL Z (_J(/n,t) + J(/n,())) ynpt™?

)

+ Z Y Z (—J(n, t))yn( () 90(1n 0))

(a) 1 n 1 1 1
4 2 \1+exp({ug, B)) 2

,0 n,t n,0
+ 2.5 > ( J(nt)+<](no>>yn% )+Z oL > (“Tln)n (%0( 'l ))7

nelr c(z{™)=w L=2 " nel

where (a) follows from the fact that J,, oy = %, and go(n 0) = tifne Iy,

Then, by the Lipchitz continuity (Lemma A.1), we have

18
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Hence,
1 (Sl 1 1 1 e 2wy
(—Vuly, BYY — ~| < =[u, BV + Y = ‘_ ’ 1 2|w,
L 1 LZ:22L nezL,%m ol 1+ exp(ynTe(X ™)) | L LZZQ 2 A
(@) 1 g 1/1 . 3 Lunax W2l
< gl BN+ 352 X L<4‘Tt(x( 0|+ x| >+"‘A
L=2 nEIL7C(x§n)):w
(b) 1 " Lmax 1 . LmaX”Wt”
< Sl BV + X 57 <11<HZ3<XL|<Ut»Ez >|) o metel
L=2 - =
1 L2t
< §|<utaEiu)>|(1 + longax) + +
< O(nt),

where (a) is due to Equation (2), (b) follows from it = O(1), and the last inequality follows from A = Q(L2 ), and
induction hypothesis.

Similarly, for £ > 2, we have

Lo
w o~ 1 n,
<_vu£taEZ > = 27 Z (_J(/n,t))yn@é Y
L=t nEIL7C(a:E7n)):w
Lmax
n,t n,t
=> 5 R G AT D N € (A I
L=¢ ne]z7c($2")):w nEIZ,C(wEn)):w
Lmax
=3 (T )t = (et
= 1 (+.1))%e (=) %t
L=(
S S S VN B P NP 23 o)
< 2 3 (a g — g = R + Ol B ) o
(b) Lmax 4 L (+,t) (=5t w (=t
<Y 6 [ T + el N B | o
L=¢ =1
(C) Lmax 1 nt 1 L 9.9
= -0 ( I (L P
L=¢ =2

where (a) is due to Equation (2), (b) follows from nt = O(1), and (c) is due to the induction hypothesis.

In addition, for any ¢ > 3, we have
w w 1 ) ]
(~Vale BY = Bf) = 3 7 (=4 )eb ™ = (=L )i

+ > (T @ = o) = (=) = o))

L=/{
(a)
< —Q(nt)
(L Lo 331 (LEFD _ L+
- 5= TTUX )+ 007 ) (9577 = oY)
L=¢

19
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- (506 (5570 - o))

(®) & Wt
L=t

< —Q(nt),

where (a) follows from the same argument of the previous analysis on (—V,, L, E}’), and Equation (2), (b)) is due to the
fact that Ty (X (™) > 0, {" — ™" > 0, and the last inequality follows from A = Q(L2,,.).

Therefore,

ot
(upy1, EY°) — ut 7] )‘

t
w n
= 277<_vu£&E1 ) — 1
s=2
Similarly, for £ > 2,

t

<ut+17 E;U> = Z n <7V1L£53 E5)>

s=2
< —Q(n*t?).

In addition,

t

<U't+17E§U - Elw> = ZU <_vu[’SvEéﬂ - E}U>
s=2

< —Q(n*t?).
We conclude that the dynamics of v, in Phase 1 is true.

Then, we show that the dynamics of WV, in Phase 1 is true.

In the following, we fix the length L, and focus on the L-th column of W,.

We denote
Ay = (B} — By, W,E})
By = (B} — By WiEY)
Ay) = (BY — B WiE}),

which are three quantities we aim to analyze.

Due to the gradient update in phase 1, We have
t+1 t w w "
ALY — AY =g\ (BY — B, (-VwL)EY)
n n,t 0 n
~ 9L Z (_Jén,t))wg ) (<Ut,Ei‘> —T(X( )))

nEIZr

U n, w n
Y et (B - T(X™))

nEIL,C(.'cé")):w

- g(_‘]fﬂ)) [ (e, BEY = T(XD)) = 0 (e, BY) = 1(XD) )]
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w 1 -, w _
(=T (e B =100 )+ (=T )b (s BY) = (X))

(@) M 1 1 ; w , w s >
8 (2 — T X )+ o<|Tt<X<+)>3>> (2687 (e, BY) = 579 (s, BY) = (2007 = o) (X )]

_|_

® |3

-1 @ + 3T + o(m(X”)P)) o (1 B + IT(XO)])

®) 2 1 1 1 1
> nQ | Snt — =n*t* — —nt | —nO | —n*t* + —nt
> (Ln 77 Ln> nO (77t + 13m
2

n°t

oL
< L ) ’

where (a) is due to Equation (2), and () follows from the induction hypothesis. Thus,

t 2,2
1 s+1 s 2 n t
A 23 (A - ) < Al =0 (1)),

s=2

Y]

Similarly, for any ¢ > 2, we have
BYMY — BY = qMEY - BT, (~Vw L) EY)

n n, " .
=g X ™ ((un B - T(X™))

nEIL,C(IE")):C(z(Ln)):w

(—J o)™ ((, BY) = (X))

where (a) is due to Equation (2), and the induction hypothesis. Thus,

2,42
t+1 n°t
s 20 (1)

Finally, we show that the attention score at the second position surpasses those of other no-leading tokens.

‘We have
ALY — Al = g NEY — B, (~VwL)EY)

n n, w n
~ oL Z (—J(’n,t))ynwé ! (<“tvE2 ) — (X! )))

nely ,C(z(zn) ):C(x(Lm )=w

n n, w n
- o > (~Tna)unet™” (e, BE) = (X))

nEIL7C(IE")):C(w(L")):w
n )t w )t w it )t
= = T) [ 667 e, BY) = oM s, BY) = (570 = o)1)
n —t w —t w —t —t -
— L) [ BY) = o (un, B = (05" = o yT(X )]

77 9 w E w ) I
= = (= T) [ BY) = T (—u, B + (0570 = ol 1(x)]
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+ LT [N BY) — o (e, ) + (047 = )10
@ —gm t)wé*’” [exp(AL) /0) (—u, ) — (—ug, BE) + (exp(A5] /A) = DT(XH)]
+ LT el [exp(AG) /) (—ur, BY) = (—ue, BY) + (exp(A)/3) = DT(X )]
+ g( J(_ p)es (exp (AL /\) — 1)( (X)) = T(XT))
= (Tl = (T a)el™)
% |(—ue BY) = (—ur, B) + (exp(A5) /3) = 1) (s, BY) +T(X))]
+ LI el (exp(Af) /3) = 1) (1(X7) = T(x )
(g ) (Zt (exp( $/N) - 1) 77Lt> - n0 ( (exp( VIRV 1) Wm)

L2 L)

- )\ 9

(0) 342 ‘ (t)

9 (77 t ( 1 Lmdxnt)) Ay
L

where (a) follows from the definition of softmax, (b) is due to the induction hypothesis, and (c) is due to A = Q(Lyax). By

noting that A;‘? > n*/L, we have
2 4
® > A/
AL Q<(1+ ALB) ok

We conclude that the dynamics of 1V, in Phase 1 is true.

B.2. Phase 2

In this section, we analyze the training dynamics during Phase 2. Roughly speaking, both the linear layer’s parameter
vector u; and the attention layer’s parameters increase in norm over time. However, due to the scaling factor A, the linear
layer dominates the loss reduction, contributing more significantly to optimization progress than the attention layer. In the
following, we leverage implicit bias theory to demonstrate that the growth of ||u;|| induces a sublinear convergence rate for
the loss, governed by O(1/t). On the other hand, the attention layer does not change significantly.

First, we show that at the end of phase 1 (¢ = t;), the attention layer make data samples separable.

Proposition B.4 (Restatement of Proposition 4.3). Let v(™ = S5 2™ (1) Then, at the end of phase 1, the dataset
{(v"™, y,)} is separable.

Proof. Letu=>_ (E}" — EY). Then, for any positive sequence, where y,, = 1, we have

we{a, b}

(4, yn ZW cpé" fo) <P(1n’t°) _ (pgn,to)

= 3" (exp ((BY — EY ,W,EY)) — 1)
>0,

where the last inequality is due to Theorem 4.1.

Similarly, for any negative samples, we have
L
n n,t n,t n,t
i 3 2640) = ) 4

— ™) (exp ((EY — By, W,EY)) —1)
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> 0,
where the last inequality is due to Theorem 4.1.

Thus, The proof is complete. O

Parameter setup. Before we present the technical lemmas, we first introduce two parameters. Let

b\ )\2/3 2\2/3
T = min , =
3||U*EP||77Lmax 22/377Lmax 22/377Lmax
Co =2log4Lmax + 2

We remark that since A = (L2

max

), T is well defined. We first provide the property of T'. Note that for any ¢, we have

el < Nlup = s, || + [luss |

t
<Y IV.L
s=0

< Nhmaxt

Similarly,

t
n
Wy = Wil < > VWL

s=tg

t
n
S X Z ||usHLmax

S:to
272 42
< M Linaxt

A

Therefore, for any ¢ < T', we have

. A
Il IIWe = Wil < 5 and Jlug|[[[We = Wi || <

| >

Next, we provide the key lemma in phase 2, which characterizes the alignment of the gradient —V, £, and the logarithm
growth of ||ug]|.

Lemma B.5. Let uy,p be the solution of the following problem.
L
U p = argmin |jul|, <u,yn Z(pén’t‘))xén)> >1, Vnely,L>1.
(=1
Then, for all to <t < T, we have
<—vuct7“f> < <1+ ColluEMl> <—vu£t, Ugp >
(e | e | [upll

* " . 9
[Juell = W log(t —tg — 1) — 3”“;“P” log 9ugpll '
n

and

Proof. First, note that for any ¢ < T, we have the following lower bound of Cj.

Ch > )\IOg 4Lmax + 2||ut||HWt - Wto”
0> . .
A= [lugpll[We = Wy, ||
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We aim to show that £ (ujp, (Ll + Co) W) < £(u, W),

Since uy is not the optimal solution of the problem

arg min |jul|, <u yanp(" oto) (n)> >1, Vnelp,L>1,

we have at least one sample n of length L such that

7yn Z 90(" ,to) (n) 3 ,
H“EPH

samples satisfies the same inequality.

which implies there are at least 27!

Hence, for this n, we have

ynTt(X( < ynz(p(nt (n)>

L
<ut7yn2¢(” o) (”)> <ut,yn2(s0/(gn " wén’to))x§n)>

=1
U W, — W,
< H*tH +Hut||H t to”

lugpl A

where the inequality is due to the Cauchy’s inequality and the Lipchitz continuity of softmax function (Lemma A.1)

Thus,

Lmax

Ll W) = 3 57 3 tog (1 e (-nmx))
nely,
1 o (1o (el =)
2 lugzpll A
> }eXp 3 HT:tH el W — Wto“) ’
4 luipll A

where the last inequality follows from log(1 4+ x) > & when x € (0, 1)
On the other hand, we have

L L L
< Mn,t>$§n)> _ < z@g“’t°>xgn>> N < S (0 - wgnvf°>>x;”>>
/=1

/=1 =1
W, — W,
> 1 g | VS el

where the inequality is due to the definition of u}» and Cauchy’s inequality
Thus,

i 2 ) ) (- () (1))
Ugp

A [upll
< Lijax exp | — ||Ut|| + ||Ut||||Wt _ WtOH exp 10g4Lmax M
lugpll A

A
= 1exp <—| e _ [l || [|[Wy — Wt0>

4 [ukpll A
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Therefore, we conlucde that £ (uji; P ( luell 4 C’0> ) < L(ug, Wy).

vk H

Since L(u, W) is convex respect to u for any W4, by the first order optimality, we have

<Vu£t,u*EP < ||Ut|| + Co> — 'I.Lt> S 0
lugpll
By rearranging, we conclude that

< \v4 £t7 >< <1+CO||UEP||>< v Ety U‘EP >
e e lupll

Next, we show that the norm of u; grows at least logarithmically.

On one hand, we have

upp \ X1 (m.5) ()
(o) =2 5 (- ><||u ||Z@ >
Upp L=1 nelr EP
LmELX
LZ ( 1 _||W5—Wt0>
2298 2 T exp( Tu(X™)) \Jufp | )
@1 1 ( 1w Wmn)
21+ exp (el + W, — Wi I/2) NIl A
(b) 1 1
>

3llugpll1 4 2exp (HH ”) 7

where (a) follows from the non-optimality of us, and (b) is due to that [|Wy — Wy, ||/A <
Thus,

n s—1 1
[Jus|| > STt > oy el
Ugp s'=tg 1+ 2€Xp (Hu*s H)
EP

Let t;, = max;{t|Vs < ¢, ||us|| < k}. We next show that ¢;, has an upper bound.
We have for any ¢ < ty,

n (t —to)
ufpll 1+ 2exp( Hu*’;pl\)

= |

k>l =
3|l

Thus,

3w k
t—t()g”EPH(k—l—uto||)<1+2exp< . )>
n ||UEPH
9wt |2 k k
ool (Yo ()
n ||“EP|| HUEP”
14wk 5|2 2k k
< Mgl (B ()
7 3ugpll lugpl

* 2
< 1|ugp|| exp( 55 > ’
n 3upll

where the last inequality is due to = + 1 < e®. Hence, t; has upper bound:

14]|ut 5|2 5k
e —to < uipll exp ( - ) _
n

3||UEPH

IN
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Therefore, by the definition of ¢;, we have

|ty t1l| > &

5 14|jugpl?

Equivalently, we have

: F 14[jut ||
[lae | > Mlog(t*tofl)f 3Hu5EpH log llutpl .

We conclude that the norm of u; grows at least logarithmically.
The proof is complete.
O

In the following, we show that there exists a threshold ¢-, such that after time step 5, the transformer can correctly label the
data, which eventually leads to loss decay.

Lemma B.6 (Formal version of Theorem 4.4). There exists to such that for any t > ts, we have
" 2
()= (- )
Juel " Nlugpll /= 2 \6llugpll  luell )

5wl
Y To(X ™) >
6HUEP||

and
(6)

Proof. The proof consists of two parts that leverage Lemma B.5 in a different way. In the first part, we aim to find an
interval [to, t3] such that the result holds. In the second part, we aim to prove that for any ¢ > 3, the result holds.

e ugpl?
14 ||u* 5
tl :t0+1+E1:)eXp<*) .
] 3Allugpll

Then, we have

el =

u =
tl| = A 9

where A will be determined later.

We aim to find an interval [t5, ¢3] such that Equation (6) is true.

By Lemma B.5, for ¢t > ¢, we have

<—vuct,“t> < <1+ COIIUEMI> <—vu£t, Upp >
[ [ lugpll

< (1+ ACouipl) <—vu£n —Er >

lugpl

which implies

(oo 280 g (oo o)
t+1 — = 1 — YWy 77
T el /) T 14+ AGy[ugpll \ T el

1 ( lJteg1 — wel|?
> | e |l = el = —%7——
1+ ACo|[up| 2[jue

1 n?L2 . A
> - _ _ I max2 )
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By telescoping from ¢; to ¢ — 1 and rearranging, we have

< Ut Upp >> 1 (1_ lun |l QL?ndxA(t—tl)> Nl
[uell” lugpll /-~ 1+ ACo[lugpl| [ | 2]t [ |

Now choose t5 such that

9l|upll 5|, ||
to=tog+1+ exp ~ ,
Ui 3A[Jufpll

which gives us |lu|| > w-

Thus,

< U Upp >> 1 <1 lue, | n*Lia Al —t1)> |l
luel ™ lwgpll /-~ 1+ ACo||ujp| [ ]| 2| e ]|

(@ ACo||up| L

>l = 2 —n“L A3t —11)/2

- 1 +AOO||U*EPH ||ut1||/Hut|| n max ( 1)/
ACo|lupll s

>l - —— = — 2A = L At —1)/2,

= 1+ AG|uppl ! (t—t1)/

where (a) follows from ||us|| > ||uy, |/A > 1/A2, and the last inequality is due to that ||uy, ||/||u]| < A.

By choosing A = © (m), and noting that ¢t < T = 7]);/3 , we conclude that for ¢ € [ta,T], the following
EP max

inequalities hold.
- - e )
el [ p

< \/MWEP” FAA P LE A (E = 1) /2

*
Ut Upp

lwll Mlugpll

1+ AGy|ujpll e

< VA2 [up ]| + 4+ 12 LE 0 (15 — 11) /2

max

1
~ 6flugpl

1 1
= 6llugpll el

where the last inequality is due to that ||u|| > 1/A.

Hence,
ynTt(X(n = <Ut, Yn Z (pen R (n)>

(@) B

L
U n n * n, n U W - W
”*t” < EP?yTLZgO( ) > < ||utl|7,yn2¢§ o) g )>_|t”ft0|

lupll lupll — A
[| ]| I Uy Uty ‘ [l ||[|[Wy — Wi, ||
= Ut” - ¥ -
lugpll ||Ut|| lugpll A
O JJug| 1
> e — ] 5 -
|uipll |u EP” el
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5l
6llupl

where (a) follows from Cauchy’s inequality and the Lipchitz continuity of softmax function (Lemma A.1), and (b) is the
due thatt < T.

The proof is complete.

]
Theorem B.7 (Restatement of Theorem 4.5). Recall that T = © (n);/S ) For anyt < T, we have
Et — O <Lmax||U*EP||2>
't
Proof. By Lemmas B.5 and B.6, we have proved that for any 7" > t > ¢5, we have
5[[ue |
ynTo(X (M) > 0L v,
6[uppll
e ugpl (e —to—1)
us t—to —
lugl] > SRR 10g TE— 0 =2
5 4lugpll
Thus,
Lmax 1
£o=" o log (1+exp(-pTu(X ™))
L=1
14lufpl® 1
< Lpaxlog |1+
= & ( Vi—tg—1
<0 <LmaX||“*EP||2> )
't
Finally, since T = © ( 22/3 ) we note that
N Lmax
1/2L2.5 * 2
n max”uEP”
LT <0 ( \1/3 .
O

C. Proofs of Parity Check Problem

In this section, we provide the proof of training dynamics of transformers on parity check with CoT. Our strategy is similar
to that used in Appendix B. Since once the data after the attention layer is separable, the analysis of the dynamics would be
the same. Hence, we omit the phase 2 analysis in parity check and focus on showing that at the end of phase 1, the attention
layer makes the data separable.

We first show that the token scores only depend on the position, which helps us to reduce the complexity of the subsequent
proof.

Lemma C.1. During the entire training process, for any w € {a, b}, we have
(u, BY) = (w, E; "), VL> 1.
For attention scores, when L < Lg, we have the following equalities.
{ (BY ,WyEY) = (E7" W, EL").
(By, WiEL) = (B ", W,EL), V2.
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When L > Ly, let £y = L — Lo + 1, then we have the following equalities.

(BP WEP) = (E; ", W,EL").
(BY \WLEY) = (B, W,EY), L+ l.

Proof. We only check the last two equalities when L > Ly, since the others can proved similarly to Lemma B.1.

Note that the results are valid for ¢t = 0. Assume the results hold at time ¢, we aim to prove the results hold for ¢ 4 1. It
suffices to prove the following equalities.

(B, (= EY) = (E.", (-VwL)E;"). )
<Ee,(fvw£t>EL>:<E;” —VwL)EY), W+ L. ®)

We first show that Equation (8) is true.
For 0 # £y = L — Lo + 1, we have

w w 1 ,t T
(B (VwLy)EY) = oL Z Iln, t)ympgn ) ( [V - t(Xél))>
nEIL,C(xE")):C(:c(L")):w
1 -1 (n.t) ( (n) (n) )
- = U CT(X
2L 2 1+ exp (T, (X ) nPe (e e «XL7)

nEIL,C(zzn)):C(m(Ln)):w

(n))

For any n € I, satistyfing C(x C(x (")) = w, let n/ be the sample that only replace w with —w at the ¢-th position.

Then, due to the induction hypothesis, we have (pén’t) = gpgn,’t), and Tt(XI(:")) = Tt(Xlg"/)). Since ¢ > 2, changing one
token at the position ¢ does not change the label, we have y,, = y,,». Therefore, we have

(B, (VwL)EY) = (E;",(VwL)EY), V=2
We conclude that Equation (8) is true.

Then, we show that Equation (7) is true.

Note that
w w 1 n n n
(Ep, (VwL)EY) = 5V Z Tln)® o (U:xg )Ty (X ))>
nely clzy)=c(z{")=w
== > o (uf " —T(x})).

(n)
nEIL,C(zég)):C(mi”)):w L+ €Xp (ynTt (XL ))

Now, for any n € I, satisfying C(z (")) (:E(L")) = w, let n’ be the sample that flips the £,-th and the last tokens at the

same time, i.e., C(z, (n’ )y = ¢(aV (n’ )) = —w. Then, due to the induction hypothesis, we have @E”’t) = @gn,’t), Yn = Ypn’ and

(X(")) = Tt(X( )) Therefore, we have
< (Vwﬁt)E“’> <E[O“’, (Vwﬁt)ng>.
We conclude that Equation (7) is true.
Therefore, the proof is complete by induction. O
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Due to above lemma, for each length L, we only need to analyze two types of sequence, i.e., the one with positive label and

the one with negative label. We also use Xfr) = [EY, EY,...,EY¥s] to represent the sequence with positive labels, and
X f) = [ET",EY,..., E%] to represent the sequence with negative labels, similar to Appendix B.

Next, we characterize the initialization dynamics.

Lemma C.2 (Initialization). At the beginning (t = 2, 3), for the linear layer, we have
(ug, EY"Y = O(nt), Vuw,
(ug, BY) = =©(1°1%), VL >2,Yw,
(ug, BY — B’ < —Q(n*t?), VL > 3,Vuw.

For the attention layer, when L < Ly we have

3

2
(EYY — Ey ,\W3E}) > Q <L> ,  Yw,

2
(B{" — EY, W3EY) < —Q (’2) .V,

=%

(BY — B, W3EY) > 0 ( ) . Ve 3w,

When L > Lg, let by = L — Lo + 1 we have

(B, — B \W3E}) > Q ) Ve # Lo, Y,

7N
==

3

2
(BY — BY,W3EY) > Q (L) . VE# Lo, Y,
2

(EY — B W3EY) > Q (”L> .Vl b, 1, Y.

Proof. Since J(,, 0) = 3, and gol(zn’o) = 1 forn € Iy, (the length is L), we have

<u17EiU> = 77<_vu£0»EiU>

max

L
1 n,0
=1 50 D (=T {0y )ynot"”

L=1 nGIL,C(Ii")):w

4 )
where the last equality is due to the cancellation between positive and negative samples whose length is greater than 1. Due
to the same reason, for any ¢ > 2, we have

<U1,E;)> = n<_vu‘CO7E;)>

max

L
1 n,0
=0y 5T S (o)uaet™?

L=2 nEIL,C(:vy")):w

=0

Regarding the attention, for any token E;;”/ , we have
(B, WiEY) = n\E, (-Vw L) )

1 n,0 n
=5z > Tonoypmet™” (ug ™ = To(X))

nelyr ,C(rgm Yw’ 7C(xg”):w
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=0,
where the last inequality is due to the fact that uy = 0.

In summary, similar to what happens in even pairs problem, at time step 1, only the token score at the first position increases,

and all other token scores remain 0, and the attention scores are all 0, resulting go(n D = 1 for n € I,. Note that, we also
have
—J/ ;ne.ﬁ' —J :;neff
(n,1) — 1 —|—exp(iL)’ L» (n,1) 1 —|—exp(—&)’ L

Next, we characterize the token scores and attention scores at time step 2.

<u2’ Eiv> = <7.L1, Eiu> + 77<7vu£1a Eiv>

n n,0
=3 tnd. o D (=T {0y )ynot"™”

nEIL,C(xi")):w

Lmax
no L NE ( 1 1 ) 1
21+exp(n/4) = 2 \1+exp(5f) 1l4exp(—g5%)/ L

Thus,

2n n 1 g T
Ew — < P —— oL 2L
(uz, EY") 4’—2’1+exp(n/4 2’ =2l 2l

sy
-8

where the last inequality is due to the Lipchitz continuity of f(z) = 1/(1+e®) (with Lipchitz constant 1) and Y7, 1/L? <
1.

Similarly, for £ > 2, we have

<u27EEU> = 77<_vu£17EEU>

L
max | )
=0 50 > Han)me
L=t nEIL,C(IE")):w
—Z”( -
= 2 \1+exp(5f) 1+exp(—5%)/ L
Lmax
< _ .
- 412
)
2
Ui
<-L.
2

In addition, regarding the difference of token scores, we have

(g, B — E?) LZ‘““ " ( 1 1 ) 1 Li 0 ( 1 1 ) 1
U2, - = = - —_— — — — —
T e Uren(d)  Trew(—4)) L 2 \Tven(yp) T+ew(—4p)) L

_Z (1+eXp o) 1+expl)( ))flJ
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,'72

< EY:E
- 16

where ¢ > 3.

Therefore, we already prove that

(ug, EY"y = O(nt), Vuw,
(ug, BY) = —O(n*t?), V> 2,Vw,
(ug, BY — By < —Q(n?*t?), V€ > 3,Vuw.

Next, we analyze the attention score. For any length L < Lg, the proof follows the same steps in Lemma B.2. Here, we just

present the results.

MEY — EY, (-VwL)E}) > Q (%) ,
MET" = By (~VwL)EY) < - (7).

In addition,
MEY = By, (-VwLa)Ey) 2 2 (1)

MET" - By (-VwL)Ey) < -0 (1),

which implies that for any L < L, we have
2
et - By W) 2 0 (%)

2
(E7" — Ey ,W3E}) < Q(L>

Next, we show that the initial dynamics of attention scores in sequence with length L > L

Recall that /g = L — Lo + 1. We have

ME" — EY (=VwL)EY) 2L S (Tl (<u1,E;;g>—4L

nel,
1 n,l w U
T 9L Z (—J('n,1))yn<p§ )(<Ut7E1>_E)
TLGIL,C(CE(17L)):’LU
1 1 1 n
8 1+ exp( )Z[_2<“1’Ef°> {us, BY) + 4L}
1 1 1 n
1 L () - 1)
81+ exp(L) 7 (B - 7
(a) n
> -
2(z):

where (a) is due to the Lipchitz continuity of f(z) = 1/(1 4 €%) and (uy, EY’) > Q(n).

Similarly,
(B - BY, (-VwL)By) < -9 (1)),
Since (u1, E}’) = 0 for all £ > 2, we have

MEY — By, (=Vw£Ly)EY) = 0.
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Finally, we aim to show that at time step ¢ = 3, the attention layer also distinguishes between first and other tokens. This

can be done by noting that (us, Y — EZ) > () for £ # {y. More importantly, Lp§+’2) > {72

nNEY — B, (=VwL2)EY)
1 n, w n
T oL > O (<uQ,E1 ) — To(X >))

nEIL,C(z;')):C(w(L")):w

Ui n, w n
—oF > (=Tl (2, BE) = T2(X))

nEIL,C(ac;")):c(x(L")):w

Specifically, we have

(a) M )2 w )2 w
2 L) [ (2, BY) = "D fua, B
n )2 w )2 w
— LT ) [, B — " (ua, B
> Q(n*/L),

where (a) is due to the fact that @&"’2) are equal for any ¢ > 2 and ¢ # ¢y, and the last inequality follows from that
(ug, EY") = (ua, B) > Q).

Thus, the proof is complete. O

For the rest of the proof, the steps follow the same as in Appendix B. Specifically, by induction, we have

Theorem C.3 (Phase 1). [Restatement of Theorem 5.1] Let —w denote the flip of token w € {a, b}. Choose X = Q(L2,.)
and to = O(1/(nLmax)). Then, for all t < tq, the parameters evolve as follows:

(1) The dynamics of linear layer u is governed by the following inequalities.
<uta Eiﬂ> = @(7775)7 Vw,
(ug, BYY = —O(n?*t?), VL >2,Vu,
(ug, BY — B’y < —Q(n*t?), V> 3,Vw.

(2) The dynamics of the attention layer W is governed by the following inequalities. For any length L < L, we have
(EY — By, WiEY) > Q(P*#), VL > 2,Yw, v,
(EY — B7WoBY) > Q(n?t?), V0> 2,Yw,w,
(BY — B WLEY) > Q(n*t), V> 3,Yw,w',w'".

For length L > Ly, let {y = L — Ly + 1, and we have
(B — BY \WiBP) > Qn?t?), VL # o, Yw, ',
(BY' — E;" WEY) > Q(*t?), VL # lo,Yw,w,
(BY — BY" WLEY) > Q(n't), Y#1,0,Yw,w' v

Therefore, at the end of phase 1, i.e., t < ¢y, the dataset {( eL=1 xyb)cpg"’t“), Yn)} is separable. This fact enable us to
performa the same implicit bias analysis as in Appendix B. Thus, we conclude that similar theorems Theorem 5.2 and

Theorem 5.3 hold true.

D. Additional Experiments

Imapct of the scaling parameter \. We first select two additional A configurations for training on the Even Pairs task to
demonstrate that the training dynamics remain consistent with those reported in the main paper.

Two-phase dynamics. As shown in Figure 6, the two-phase phenomenon naturally emerges even when a fixed step size
is used throughout the entire gradient descent training process. Notably, this behavior also appears in real-world datasets:
Figure 7 demonstrates that the two-phase learning dynamics persist when training with NanoGPT (Karpathy, 2023).
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Figure 6. Training dynamics of training transformer on even pairs using vanilla GD (constant learning rate) and A = 2.
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Figure 7. Results of nanoGPT, trained on ’shakespeare’ dataset. Configuration: block-size=64, batch-size=12, n-layer=4, n-head=4,

n-embd=128
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