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Abstract

Recent advancements in natural language pro-
cessing have led to the proliferation of large
language models (LLMs). These models have
been shown to yield good performance, us-
ing in-context learning, even on unseen tasks
and languages. However, their performance on
African languages is largely understudied rela-
tive to high-resource languages. We present
an analysis of three popular large language
models (mTO, LLaMa 2, and GPT-4) on five
tasks (news topic classification, sentiment clas-
sification, machine translation, question an-
swering, and named entity recognition) across
30 African languages, spanning different lan-
guage families and geographical regions. Our
results suggest that all LLMs produce lower
performance for African languages, and there
is a large gap in performance compared to
high-resource languages (such as English) for
most tasks. We find that GPT-4 has an av-
erage or good performance for classification
tasks, but very poor results on generative tasks
such as machine translation. Surprisingly, we
find that mTO had the best overall performance
for cross-lingual QA, better than the state-
of-the-art supervised model (i.e. fine-tuned
mT5) and GPT-4 on African languages. Over-
all, LLaMa 2 showed the worst performance,
which we believe is due to its English and code-
centric (around 98%) pre-training corpus. Our
findings confirm that performance on African
languages remains challenging for current large
language models and that there is a need for
additional efforts to close this gap.

1 Introduction

Large language models have risen to the fore of
natural language processing and also become in-
creasingly commercially viable. These models
have empirically demonstrated strong performance
across both tasks and languages (Brown et al.,
2020; Lin et al., 2021; Chowdhery et al., 2022;
Chung et al., 2022). However, their performance

on low-resources languages, such as African lan-
guages, is largely understudied. This is problematic
for two primary reasons: ideally our approaches
to language understanding should be applicable to
all languages and advances should be ensured to
benefit all language users.

In this paper, we conduct an extensive analysis
of large language models for 30 African languages
from different language families and geographi-
cal locations. Our evaluation covers three popular
LLMs: mTO (Muennighoff et al., 2023) (derived
from mT5 (Xue et al., 2021) through multitask
prompted fine-tuning), LLaMa 2 (Touvron et al.,
2023), and GPT-4. We evaluate the models on five
tasks: news topic classification, sentiment classifi-
cation, machine translation, named entity recogni-
tion, and question answering.

Our results suggest that commercial language
models do not perform well on African languages.
In particular, we note a large disparity in perfor-
mance depending on the task: models perform bet-
ter for classification tasks than generative tasks,
such as question answering and machine transla-
tion. We also find performance to be worse for low-
resource languages compared to high-resources
ones.

Our evaluation shows that GPT-4 achieves more
than 80% of the performance of fully-supervised
fine-tuning on news topic classification and senti-
ment classification, but a bit lower performance—
62% of full-supervised fine-tuning on named en-
tity recognition respectively. On the other hand,
performance of generative tasks like machine
translation (MT) was poor. In comparison to
MT evaluation on high-resource languages (e.g.
English-German and French-German), our evalua-
tion shows the gap in performance between LLM
and full-supervised fine-tuning is wider for African
languages.

In general, other LLMs have worse results than
GPT-4 on most tasks. However, for cross-lingual



QA, mTO had the best overall performance, even
exceeding the state-of-the-art supervised model (i.e.
fine-tuned mT5). Overall, LLaMa 2 records the
worst performance due to its limited multilingual.
Our work sheds light on the need to ensure the
inclusion of African languages in the development
of large language models, given their inevitable
adoption in our daily lives.

2 Languages and evaluation tasks

We cover 30 African languages from four lan-
guage families (Afro-Asiatic, Niger-Congo, Nilo-
Saharan, and English-Creole). Appendix A shows
the languages and tasks we evaluated on.

2.1 Evaluation tasks and datasets

News Classification: MASAKHANEWS (Ade-
lani et al., 2023) is a multilingual news classifi-
cation dataset covering 16 typologically-diverse
languages spoken in Africa, including English and
French.

Sentiment Classification: AFRISENTI (Muham-
mad et al.,, 2023) is a multilingual sentiment
classification dataset for 14 languages spoken in
Africa. The goal of the task is to classify tweets as
positive, negative, or neutral.

Named Entity Recognition (NER): For NER,
we make use MASAKHANER-X (Ruder et al.,
2023)—a subset of MASAKHANER (Adelani
et al., 2021, 2022b) that has been converted to be
suitable for evaluating generative models (i.e. the
input “Jens is an employee of Amazon” should pro-
duce “PERSON: Jens && ORG: Amazon” as an
output) and covers 20 African languages.

Question Answering (QA): AFRIQA (Ogun-
depo et al., 2023) is a cross-lingual, open-retrieval,
question answering (XOR QA) dataset, which con-
sists of more than 12,000 examples across 10
African languages. In this setting, the answer and
context are provided in a high resource language,
while the question is in an African language.

Machine Translation (MT): MAFAND-MT
Adelani et al. (2022a)' is a professionally trans-
lated, news domain dataset which covers 16
African languages. Here, we compare the perfor-
mance of fine-tuning M2M-100 on few thousand

'While Flores-200 is a larger benchmark, it was used for in-
structing fine-tuning of mTO0 model, so, it is no longer suitable
as an evaluation set.

parallel sentences to the performance of GPT-4.
The reason we compared to this setting is because
pre-trained M2M-100 was trained on few African
languages, only 8 out of 16 languages are covered
by the model. An effective way to add a new lan-
guage to the model is to fine-tune a pre-trained MT
model on few high-quality parallel data.

3 Experimental Setup

We focus our evaluations on the following LLMs:
mT0-13B (-MT), LLaMa 2 13B, and GPT-4.> mTO0-
13B (Muennighoff et al., 2023) is an LLM obtained
by fine-tuning mT5-XXL (a 13B parameter size
text-to-text model and also the largest) on a col-
lection of multitask prompted datasets known as
xP 3 (Crosslingual Public Pool of Prompts) while
mTO0-13B-MT was fine-tuned on xP3mt where
prompts are provided in 20 languages (machine-
translated from English).3 LLaMa 2 (Touvron et al.,
2023) is a popular, publicly available LLM with
chat functionality, the number of parameters ranges
from 7B to 70B; we make use of the 13B chat
model since it is the largest model that can fit a sin-
gle A100 GPU. GPT-4 is a transformer-style model
pre-trained to predict the next token followed by
a set of instructions in a prompt based on human
feedback.

3.1 Prompt Templates

We designed our prompts in a zero-shot cross lin-
gual manner, that is, the prompt context and query
is designed in English, while the text to be analyzed
is provided in the target African language. For each
task, we designed simple prompts that tend to rea-
sonable results on few examples of the training
set. We prompt the LLMs using only English since
it has been shown that English prompts perform
better, on average, than in-language prompts (Lin
et al., 2021; Shi et al., 2022). As such, we do not
explore prompting in the target language for both
tasks. Appendix B provides details on the prompt
used for each task.

3.2 State-of-the-art (SotA) models
Here, we compare the performance GPT-4 on
African languages with:
1. State-of-the-art: fully-supervised setting re-
sults i.e. pre-trained language models fine-

*We specifically use gpt-4-0613.
*https://huggingface.co/datasets/
bigscience/xP3mt
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High-resource ‘

African languages

Model Size eng fra ‘ amh hau ibo lin lug pem orm run sna som swa tir xho yor ‘ avg
Fine-tune: SotA

AfroXLMR-large 550M 93.1 91.1 \ 944 922 934 937 899 92.1 988 927 954 869 87.7 895 973 94.0 \ 92.7
Prompting of LLMs

GPT-4 - 84.7 82.6 | 91.1 744 822 824 841 947 788 885 781 797 792 757 815 937|856
mTO 13B 64.7 583 | 648 656 63.6 623 567 744 574 588 826 523 578 520 69.7 61.7 | 628
mT0-MT 13B 68.7 58.0 | 63.5 72.1 705 634 741 818 563 614 721 56.0 58.1 552 846 740|674
LLaMa 2 13B 61.0 45.1 7.1 372 607 66.1 632 704 226 634 69.6 488 505 39 613 41.1|476

Table 1: News Classification Results: We compare the F1-score of various LLMs’ results with that of the current
state of the art result obtained from Adelani et al. (2023). Best results per language are in bold.

High-resource ‘

African languages

Model Size eng por-mz ‘ amh arq ary hau ibo kin pem swa tso twi yor ‘ avg
Fine-tune: SotA

AfroXLMR-large 550M  68.1 71.6 ‘ 61.6 683 56.6 80.7 79.5 70.6 68.7 634 473 643 741 668
Prompting of LLMs

GPT-4 - 66.1 60.4 72 632 564 419 651 573 64.1 645 223 519 539 | 5569
mTO 13B 41.2 16.0 | 67.2 504 37.0 405 267 363 63.6 209 47.5 435 356 | 426
mTO-MT 13B 37.2 1651 702 585 346 361 272 395 507 187 421 359 237 | 39.7
LLaMa 2 13B 52.8 3231 105 262 374 255 351 342 243 497 305 239 240 | 292

Table 2: Sentiment Analysis Results: We compare the F1-score of various LLMs’ results with that of the current
state of the art result obtained from Muhammad et al. (2023). Best results per language are in bold.

tuned on labelled training data.

2. High-resource languages (HRL) (e.g. En-
glish or French): provide when available.

By comparing with high-resource languages, we
can compare the gap in performance with SotA
for low-resource African languages. We provide
details of the SotA models in Appendix C.

4 Results

Here, we discuss the key findings in comparing
LLMs performance on African languages with
SotA models across the five different tasks. We
further report the gap in performance when com-
pared to HRLs. *

Large gap persists between the performance of
HRLs and African languages Table 3 shows the
QA results, which clearly demonstrates that provid-
ing questions in English/French which is also the
language of the context passage achieves signifi-
cantly better performance than providing questions
in an African language both for the fully-supervised
setting and prompting setup. The performance
gap is as wide as —45.2 and —36.4 for GPT-4
and LLaMa 2 but smaller (—11.5) for mT0-13B
and mTO-13B-MT. Similarly, for machine transla-
tion (Table 4), for fr-deu and en-deu, GPT-4 gave
better performance than the baseline M2M-100,

*We provide some examples of several LLM outputs in
Table 10

while the other LLMs seem to struggle in this di-
rection with ChrF score of 22.4 — 25.0, their per-
formance is better than the average performance on
African languages (17.1). The drop in performance
is even wider for the direction of fr-deu (45.0) and
en-deu (53.2) when compared to the average perfor-
mance on African languages (23.8). For the classi-
fication tasks, we also observe this trend, however,
some African languages also have similar impres-
sive performance.

GPT-4 achieves more than 80% of SotA’s per-
formance on classification tasks For news topic
classification (Table 1), the performance on En-
glish (84.7) and French (82.6) is very similar to the
average performance on African languages (85.6),
possibly due to the simplicity of the task. Although
for sentiment classification (Table 2), there is a gap
in performance for English (—10.8) and Mozam-
bique Portuguese (—5.1). Other LLMs generally
perform subpar compared to GPT-4.

mTO0 achieves better performance than SotA
on cross-lingual QA  Surprisingly, we find mTO
achieved the best performance (see Table 3) even
when the questions are provided in an African lan-
guage. We hypothesize that this performance is
probably due to the large number of QA datasets in
xP3, which was used for creating the mTO model.

Fine-tuning with multilingual prompts helps
mT0-13B-MT to be competitive on MT Our
evaluation shows that mTO-13B-MT significantly



Question human-translated to EN/FR

Question in an African languages

Model Size bem fon hau ibo kin swa twi yor zul| avg|bem fon hau ibo kin swa twi yor zul| avg
Fine-tune: SotA

mT5-base 580M 48.8 414 58.5 66.6 60.8 523 554 446 549 ‘ 60.2 ‘ 29 51 258 417 255 294 52 119 247 ‘ 19.1
Prompting of LLMs

GPT-4 60.2 564 659 781 41.6 665 627 741 68.7|66.1 | 184 228 17.0 250 237 222 212 190 19.2 | 209
mTO 13B 744 70.7 788 844 723 721 756 793 794 | 76.1 | 458 440 70.7 795 702 71.8 52.7 72.6 743 | 64.6
mTO-MT 13B 761 739 803 837 748 707 738 779 803|768 | 469 464 683 81.7 713 699 47.6 69.5 744 | 64.0
LLaMa 2 13B 63.5 556 705 755 635 654 626 746 63.1|66.0 | 277 356 255 372 22,6 429 237 249 241|296

Table 3: Cross-lingual Question Answering Results: We compare the F1-score of various LLMs’ results (both

target and high resource) with that of the current state of the art result obtained from Ogundepo et al. (2023).

French Centric

English Centric

Model Size deu bam bbj ewe fon mos wol ‘ deu hau ibo lug pem swa tsn  twi yor zul ‘ avg
xx-fr/en

M2M-100 418M 519 456 26.5 309 275 170 338 | 57.6 351 46.1 464 367 68.6 558 452 351 352|390
GPT-4 66.7 108 73 155 6.1 11.0 147 | 663 147 21.8 232 588 19.8 21.7 21.1 13.6 207 | 18.7
mTO 13B 272 272 162 263 247 161 23.1 | 289 320 312 369 449 254 284 26.1 357 348 |28.6
mTO-MT  13B 631 329 139 331 279 163 27.7| 682 38.1 46.8 487 569 57.1 535 382 40.8 544 | 39.1
LLaMa2 13B 450 17.8 153 212 182 17.1 18.0| 532 174 231 292 548 329 240 244 208 226|238
fr/en-xx

M2M-100 418M 59.0 48.2 23.1 309 27.6 16.7 35.7 | 5336 433 50.0 39.0 640 564 52.0 382 359 512|408
GPT-4 574 49 52 59 33 57 53| 603 36.1 357 38.64 534 59.0 436 320 18.1 451|187
mTO 13B 154 86 87 118 69 123 11.0| 161 154 235 215 342 231 173 121 63 19.6 | 155
mTO-MT  13B 249 17.7 11.5 201 9.1 146 165 | 250 23.11 385 28.6 483 483 343 299 152 381|262
LLaMa2 13B 224 132 65 168 11.0 109 151 | 224 147 163 141 214 413 244 195 104 203 | 17.1

Table 4: Machine Translation Results: We compare the ChrF scores of the GPT-4 results with that of the current
state of the art result obtained from Adelani et al. (2022a). Best results per language are in bold.

Model Size avg
Fine-tune: SotA
AfroXLMR-large 550M 84.6
Prompting of LLMs

GPT-4 - 55.6
mTO 13B 0.0
mTO-MT 13B 0.0
LLaMa 2 13B 17.8

Table 5: Named Entity Recognition Results: We com-
pare the Fl-score of various LLMs with that of the
current state of the art result (Adelani et al., 2022b).

perform better than mTO0-13B, the performance gap
is wider for MT (~ +10) than any other tasks we
evaluated on (< 5.0). The effective performance
is due to the multilingual prompts used in devel-
oping the mTO-13B-MT instead of the English-
only prompt as shown in Muennighoff et al. (2022).
mTO generally outperforms other LLMs on MT be-
cause the multitask prompted datasets used in creat-
ing mTO includes several MT datasets for African
languages like WMT African dataset® and Flores-
101 (Goyal et al., 2022).

LLaMa 2 often struggles due to limited multilin-
gual abilities In general LLaMa 2 achieves the
worst performance compared to other models of
similar sizes like mTO-13B, this is likely because of

Shttps://huggingface.co/datasets/
allenai/wmt22_african

the pre-training corpus of LLaMa 2 that is mostly
English and code.

All models struggles with token classification
On average, all LLMs gave a poor result for
NER (see Table 5), mTO do not seem to follow
the result template we provide with the “$$” as
an entity separator. LLaMa 2 also often repeat
the one-shot example we provided as the output.
Only GPT-4 has an average performance on the
task (55.6). Appendix E provides the full results
by languages.

5 Conclusion

We have presented an analysis of the performance
of different language models on African languages.
Our results shows that there is a large gap in per-
formance between HRLs and African languages.
A potentially fruitful future line of research, could
be methods to best adapt LLMs to unseen low-
resource languages.

6 Limitation

We evaluate the performance on the most recent
release of the three LLMs as at 31st July 2023. Our
results may not be fully reproducible for newer
model versions. Some Language families not cov-
ered. While we cover 30 African languages span-
ning different language families and geographical
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regions, a few locations in Africa and smaller lan-
guage family groups were not covered. For exam-
ple, languages from the Khoisan and Austronesian
(like Malagasy) family were not covered.
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A Languages covered in the evaluation

Table 6 shows the languages and tasks we evaluated
on.

B Prompt templates for different tasks.

up: A user-centric scarce-data benchmark for under-
represented languages. ArXiv, abs/2305.11938. Table 7 provides the prompt template we used for
each task. For MasakhaNEWS, we concatenated
the “news headline” and “article body” for prompt-
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No. of Evaluation tasks

Language Family/branch Region Script speakers | NewsClass Sentiment NER QA MT No. of tasks
Hausa (hau) Afro-Asiatic / Chadic West Africa Latin 7™M v v v v v 5
Ambharic (amh) Afro-Asiatic / Ethio-Semitic  East Africa Ge'ez 57M v v v X v 4
Oromo (orm) Afro-Asiatic / Cushitic East Africa Latin 37M v v X X X 2
Algerian Arabic (arq)  Afro-Asiatic / Semitic North Africa Arabic 41M X v X X X 1
Moroccan Arabic (ary)  Afro-Asiatic / Semitic North Africa Arabic 33M X v X X X 1
Somali (som) Afro-Asiatic / Cushitic East Africa Latin 22M v X X X X 1
Tigrinya (tig) Afro-Asiatic / Ethio-Semitic  East Africa Ge'ez M v v X X X 1
Kiswahili (swa) Niger-Congo / Bantu East & Central Africa Latin ~ 7IM-106M v v v v v 5
Yorubd (yor) Niger-Congo / Volta-Niger ~ West Africa Latin 46M v v v v v 5
Igbo (ibo) Niger-Congo / Volta-Niger ~ West Africa Latin 31IM v v v v v 5
Kinyarwanda (kin) Niger-Congo / Bantu East Africa Latin 10M X v v v v 4
Twi (twi) Niger-Congo / Kwa West Africa Latin M X v v v v 4
Luganda (lug) Niger-Congo / Bantu Central Africa Latin 11M v X v X v 3
isiXhosa (xho) Niger-Congo / Bantu Southern Africa Latin 19M v X v X v 3
isiZulu (zul) Niger-Congo / Bantu Southern Africa Latin 27TM X X v v v 3
chiShona (sna) Niger-Congo / Bantu Southern Africa Latin 11M v X v X v 3
Wolof (wol) Niger-Congo / Senegambia ~ West Africa Latin 5M X X v v v 3
Bambara (bam) Niger-Congo / Mande West Africa Latin 14M X X v X v 2
Fon (fon) Niger-Congo / Volta-Niger ~ West Africa Latin 14M X X X v v 2
Ewé (ewe) Niger-Congo / Kwa West Africa Latin ™ X X v X v 2
Ghomald’ (bbj) Niger-Congo / Grassfields Central Latin IM X X v X v 2
Chichewa (nya) Niger-Congo / Bantu South-East Africa Latin 14M X X v X v 2
Mossi (mos) Niger-Congo / Gur West Africa Latin 8M X X v X v 2
Setswana (tsn) Niger-Congo / Bantu Southern Africa Latin 14M X X v X v 2
Bemba (bem) Niger-Congo / Bantu South, East & Central Latin 4M X X X v X 1
Lingala (lin) Niger-Congo / Bantu Central Africa Latin 40M v X X X X 1
Rundi (run) Niger-Congo / Bantu East Africa Latin 11M v X X X X 1
Xitsonga (tso) Niger-Congo / Bantu Southern Africa Latin ™ X v X X X 1
Luo (luo) Nilo-Saharan East Africa Latin 4M ‘ X X v X X 1
Naija (pcm) English Creole West Africa Latin 121M ‘ v v v X v 4

Languages/task
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Table 6: Languages covered in each of our evaluation tasks: language family, region, script, number of L1 &
L2 speakers, and check marks (v') for the tasks evaluated on per language. The evaluation dataset are based on
MASAKHANEWS , AFRISENTI , MASAKHANER -X, AFRIQA , and MAFAND-MT .

put should be presented and constrained the model
to return only the output.

For AFRIQA , we designed a QA prompt in-
spired by Langchain prompts®. The prompt at-
tempts to constrain the model responses to the
least possible words, prevents it from returning
responses not included in the context and from
repeating the question. Additionally, we expect
the answer to be in a pivot language which is ei-
ther English or French depending on the language,
Context is the passage from which the answer
should be retrieved (in the pivot language) and
Question is question intended to be answered by
the model, the question is provided in the evaluated
language.

For MAFAND-MT dataset for machine trans-
lation, the prompt designed simply instructs the
model to translate the provided sentence to the tar-
get language. Similar to AFRIQA , we provide the
pivot language—the language the sentence is in,
TGT—the target language to be translated into,
and Sentence is a sentence to be translated.

®https://github.com/langchain-ai/langchain

C SotA models per task

Classification/Tagging tasks For news topic
classification, sentiment classification, named en-
tity recognition, the SotA was obtained by fine-
tuning AFROXLMR-LARGE model (Alabi et al.,
2022) as reported in their respective benchmark
datasets papers: MASAKHANEWS (Adelani et al.,
2023), AFRISENTI (Muhammad et al., 2023) and
MASAKHANER (Adelani et al., 2022b).

Question answering we compare the GPT-4 re-
sults to the baseline obtained by fine-tuning MT5-
BASE (Xue et al., 2021) on SQuAD2.0 dataset (Ra-
jpurkar et al., 2016) and evaluating it on African
languages as reported in the AFRIQA paper (Ogun-
depo et al., 2023). For the high-resource languages
evaluation, we perform the evaluation by providing
the questions in English or French instead of the
African language. This is possible since AFRIQA
dataset provides the question and their human trans-
lation in the pivot language which is either English
or French.

Machine translation we compare the GPT-4 re-
sults to the baseline obtained by fine-tuning M2M-
100 (Fan et al., 2021) on few thousands parallel sen-



Task/Dataset Prompt

MASAKHANEWS Labels only.
entertainment, health, politics,
technology}? {headline}

AFRISENTI Does this {language} statement;

or negative} sentiment?

MASAKHANER -X  {T'ext}

Named entities refers to names of location,
For example,
and he is visiting New York next week to see Esther’
David $ ORGANIZATION: Amazon $ LOCATION: New York $

personal name.

PERSON:

PERSON: Esther

Is this a piece of news regarding {business,

religion, sports or

{article body}

"{text}" have a {positive neutral

Labels only}

organisation and
"David is an employee of Amazon
will be

List all the named entities in the passage above using $ as

don’t try to make up an answer.

Provide answer in {pivot language} .

Use the following pieces of context to answer the provided

just say that you
Provide the
Provide the
Do not repeat

separator. Return only the output
AFRIQA
question. If you don’t know the answer,
don’t know,
answer with the least number of words possible.
answer only.
the question {Context} {Question}
MAFAND-MT

Translate the {source language} sentence below to {target language} .
Return the translated sentence only.

If you cannot translate

the sentence simply say you don’t know

{Text}

Table 7: Prompt templates used for different tasks and datasets. We make use of some templates from Sanh

et al. (2022) with the addition of the prefix labels only.

Dataset No. of S es Evaluated No. of L

MASAKHANEWS 6025 16
AFRISENTI 34321 14
MASAKHANER -X 29901 20
AFRIQA 3560 9
MAFAND-MT 24201 16

Table 8: Dataset Breakdown We breakdown the total
number of sentences we evaluated for each task and the
number of languages covered.

tences from the news domain. The high-resource
languages evaluation is obtained by running pre-
dictions on pre-trained M2M-100, because they
high-resource languages have been trained on very
diverse domains (including news domain) unlike
low-resource African languages that are mostly
trained on the religious domain (Gowda et al., 2021;
Nekoto et al., 2020; Adelani et al., 2022a).

D Dataset per task

We use the dataset in the split as provided by the
authors. We provide the breakdown of number
of sentences we perform evaluations on per task
Table 8

E NER results

Table 9 provides the breakdown of the NER results
by languages.

F Error analysis

Table 10 provides some examples of LLM output
for different tasks.



Model Size amh bam bbj ewe hau ibo kin lug luo mos nya pem sna swa tsn  twi wol xho yor zul ‘ avg
Fine-tune: SotA

AfroXLMR-large 550M 78.0 79.0 903 752 854 889 868 889 753 735 924 90.0 96.1 92.7 889 792 838 892 67.9 90.6 ‘ 84.6
Prompting of LLMs

GPT-4 285 527 503 756 649 56.0 55.1 733 498 602 63.6 647 334 715 646 586 679 284 583 349|556
mTO0 13B 00 00 00 01 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00| 00
mTO0-MT 13B 00 00 00 01 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00| 00
LLaMa 2 13B 00 138 123 251 2211 220 231 275 190 11.0 200 275 113 258 262 207 160 81 151 9.0 178

Table 9: Named Entity Recognition Results: We compare the F1-score of various LLMs with that of the current
state of the art result obtained from Adelani et al. (2021) (amh, luo) and Adelani et al. (2022b) (others).

Model

Target

GPT-4

mT0

mTO0-MT

LLaMa 2

News Classification

entertainment

Entertainment

Entertainment

entertainment

labels:  entertain-
ment. this is a
piece of news re-
garding the enter-
tainment industry,
specifically about
actress iyabo 0jo’s
response to a post
made by fellow ac-
tress, princess on
her instagram page.

Sentiment Classification

positive

positive

Positive

Negative

The Yoruba state-
ment "ilé ni mo
jOkoo si ni gbogbo
ire i wo tuurutu wa
4bd mi" has a Neu-
tral sentiment

Named Entity Recognition

PER: Carolina de
Moura $$ ORG: O
Glob6

person: obinrin
kan $ organiza-
tion:  imoro-yéni-
yékéyéké $ person:
carolina de moura $
organization: vale
$ organization: o
globo

entities = ['LO-
CATION’, ’OR-
GANIZATION’,
’PERSONAL
NAME’] for i in
range(len(entities)):
print(entities[i])

LOCATION: New
York $ PERSON:
Esther

PERSON: David$
ORGANIZATION:
Amazon$ LOCA-
TION: New York$
PERSON: Esther

Question Answering 23 October 2005 stella obasanjo died | 23 October 2005 23 October 2005 Stella  Obasanjo
from complications died on October 23,
of cosmetic surgery 2005.

Machine Translation (xx-en) | This process has | this also shows how | This is also how | This has also | 'm just an Al
thus expanded the | we have been using | these languages are | required the use | and do not have
usage and function- | these languages in | used today. of  these lan- | the capability to
ality of these lan- | view. guages to be more | access or translate
guages. widespread. personal or confi-

dential information.
Additionally, it is
important to respect
people’s  privacy
and personal bound-
aries, and I must
adhere to ethical
standards in my
responses.

Machine Translation (en-xx)

Eyi si ti fe bi a ti
se i lo awon ede
wonyi 16jd

eyi ti fa orisun yii
lati ya lo lilo ati ise
awon ede yii.

If you can’t trans-
late the sentence,
just say you don’t
know

Igba ti iyen se isile
o ati isé awon ede
yif, o ti n po si ilo
ati is¢ awon ede yif

This process has
thus expanded the
usage and function-
ality of these lan-
guages.

Table 10: We analyse samples of the models prediction for the different tasks
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