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Abstract

Emotional Intelligence (EI), consisting of emo-001
tion perception, emotion cognition and emotion002
expression, plays the critical roles in improv-003
ing user interaction experience for the current004
large language model (LLM) based conversa-005
tional general AI assistants. Previous works006
mainly focus on raising the emotion percep-007
tion ability of them via naive fine-tuning on EI-008
related classification or regression tasks. How-009
ever, this leads to the incomplete enhancement010
of EI and catastrophic forgetting of the gen-011
eral intelligence (GI). To this end, we first in-012
troduce EIBENCH, a large-scale collection of013
EI-related tasks in the text-to-text format with014
task instructions that covers all three aspects of015
EI, which lays a solid foundation for the com-016
prehensive EI enhancement of LLMs. Then017
a novel Modular Emotional Intelligence en-018
hancement method (MoEI), consisting of Mod-019
ular Parameter Expansion and intra-inter modu-020
lation, is proposed to comprehensively enhance021
the EI of LLMs without compromise their GI.022
Extensive experiments on two representative023
LLM-based assistants, Flan-T5 and LLaMA-2-024
Chat, demonstrate the effectiveness of MoEI to025
improving EI while maintain GI. 1026

1 Introduction027

The question is not whether intelligent028

machines can have any emotions, but029

whether machines can be intelligent with-030

out any emotions.031

– Marvin Minsky032

Emotional intelligence (EI), a pivotal concept in033

the field of human intelligence, holds significant034

importance in the context of the current large lan-035

guage models (LLMs) (Brown et al., 2020; Raffel036

et al., 2020; Touvron et al., 2023) exhibiting great037

general intelligence (GI) to serve as conversational038

general AI assistants (Minsky, 2007). It involves039

1Our data and codes could be found in supplementary files.
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Figure 1: Comparison of EI and GI before (in orange)
and after (in blue) the EI-enhancement via naive fine-
tuning based on the Flan-T5-XL (3B) backbone.

effectively deal with EI-related downstream tasks 040

to accurately perceive, understand users’ emotional 041

states and respond properly, which is necessary for 042

fostering effective communication and facilitating 043

smooth social interactions (Mayer et al., 2001). 044

To enhance the EI, many researchers have started 045

performing the naive fine-tuning of LLMs on EI- 046

related tasks (Zhang et al., 2023a,b; Lei et al., 2023; 047

Liu et al., 2024). However, there are two significant 048

limitations in the current state of these efforts. 049

On one hand, the EI-enhancement in these stud- 050

ies is of narrow scope because they only focus on 051

emotion perception regarding emotion classifica- 052

tion tasks. However, EI is a broad concept that also 053

includes emotion cognition (e.g. emotion cause 054

reasoning (Poria et al., 2021)) and expression (e.g. 055

empathethic response generation (Rashkin et al., 056

2018)). Therefore, the comprehensive enhance- 057

ment of EI for LLMs is ignored in previous works. 058

On the other hand, they all overlook the catas- 059

trophic forgetting (McCloskey and Cohen, 1989) 060

of the GI of LLM backbones during the process of 061

enhancing EI via naive fine-tuning. In our prelimi- 062

nary experiments depicted in Figure 1, we find that 063
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solely focusing on improving the EI of an LLM064

backbone would result in a significant decline in its065

GI, such as world knowledge and general reason-066

ing. Desirable intelligent assistants are supposed067

to be of both high GI and high EI, where any per-068

formance loss on either front would significantly069

undermine the user experience.070

To this end, we study how to comprehensively071

enhance the EI of current LLM-based assistants072

while preserving their inherent GI from being com-073

promised. According to three aspects of EI defined074

by Mayer et al. (2001), named emotion perception,075

emotion cognition and emotion expression, we first076

construct EIBENCH, a large curated collection of077

EI-related tasks converted into a text-to-text for-078

mat, covering 15 tasks with 88 datasets. Moreover,079

motivated by the promising gains from fine-tuning080

with task instructions (Sanh et al., 2021; Wang081

et al., 2022; Longpre et al., 2023), we also man-082

ually write related instructions for each dataset.083

Thus, EIBENCH lays a solid foundation for the084

comprehensive EI enhancement of LLMs.085

Further, we propose a novel Modular Emotional086

Intelligence enhancing method (MoEI) with two087

collaborative techniques, Modular Parameter Ex-088

pansion (MPE) and Intra-Inter Modulation (I2M),089

to comprehensively improve the EI of LLMs while090

maintaining most of their GI. Specifically, in091

MPE, a set of modular parameters are introduced092

to endow additional capacity to handle various093

tasks within the above three aspects of EI. For094

the sake of computation and resource efficiency,095

these expanded modular parameters are instanti-096

ated with parameter-efficient LoRA blocks (Hu097

et al., 2021), named MoLoRA. During the process098

of EI-enhancement, only the EI-specific MoLoRA099

is updated, thereby reducing the impact on parame-100

ters of the LLM backbone representing its GI. In101

addition, a router is devised in I2M to exert the102

modulation on the two separate parameters. More103

specifically, intra-modulation is performed within104

MoLoRA, leveraging the weighted combination105

of different LoRA blocks to deal with various EI-106

related tasks. And inter-modulation functions to107

strike the balance between MoLoRA and the whole108

LLM backbone to achieve the goal of protecting109

GI, where the GI-related samples are navigated to110

be processed by the LLM backbone while reducing111

the influence from EI-specific MoLoRA.112

We conduct extensive experiments on two repre-113

sentative open-source LLM-based assistants, Flan-114

T5 (Chung et al., 2022) and LLaMA-2-Chat (Tou-115

Figure 2: Overview of EIBENCH. 15 EI-related tasks
are categorized into 3 main categories: emotion percep-
tion, emotion cognition, and emotion expression.

vron et al., 2023). Results demonstrate that MoEI 116

not only helps significantly enhance all three as- 117

pects of their EI but also ensures that their GI, 118

including world knowledge, general reasoning, 119

commonsense reasoning and reading comprehen- 120

sion, are hardly compromised. Moreover, such 121

EI-enhanced models could exhibit better perfor- 122

mance when addressing various OOD tasks in the 123

presence of emotional stimuli (Li et al., 2023b). 124

The main contributions of this work are summa- 125

rized as follows: (1) We take the first step to study 126

how to develop an LLM-based assistant that pos- 127

sesses both high GI and EI, a challenging direction 128

for the more practical application of LLMs. (2) We 129

introduce EIBENCH, a comprehensive collection 130

of EI-related tasks to support the EI enhancement 131

of LLM backbones. Then a novel method MoEI 132

is proposed to comprehensively improve the EI of 133

LLM backbones without compromising their GI. 134

(3) Experiments on various EI and GI benchmarks 135

demonstrate the effectiveness of MoEI. 136

2 EIBENCH 137

We first introduce EIBENCH, a large-scale collec- 138

tion of EI-related tasks with instructions that de- 139

scribe them in plain language. Figure 2 shows the 140

overview of the benchmark by category and task. 141

Taxonomy of Emotional Intelligence. Accord- 142

ing to Mayer et al. (2001), the EI of LLMs includes 143

three aspects: (1) Emotion Perception, (2) Emo- 144

tion Cognition and (3) Emotion Expression. Please 145

refer to Appendix A for their specific meanings. 146
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Task Collection. Based on the aforementioned147

EI taxonomy, we systematically gather and orga-148

nize existing open-source tasks and datasets related149

to EI within this framework. The resulting depic-150

tion of all EI-related tasks in EIBENCH is illus-151

trated in Figure 2, while Table 4 (in Appendix B)152

provides a comprehensive list of datasets associ-153

ated with each task. This leads to 15 tasks and 88154

datasets in total. To be more specific, in the aspect155

of emotion perception, the primary focus is on clas-156

sification tasks such as emotion recognition and157

stance detection. Shifting to the area of emotion158

cognition, the prioritized task involves extracting159

emotion causes. Additionally, we incorporate more160

advanced cognitive challenges, including irony and161

metaphor recognition, aiming to comprehensively162

enhance the LLMs’ emotional cognitive capabili-163

ties. Finally, in the realm of emotion expression,164

the main tasks involve empathetic response and165

emotional support, empowering the model to offer166

improved comfort and guidance to users, thereby167

enhancing the overall interactive experience.168

Task Schema. Motivated by the promising gains169

from fine-tuning with task instructions (Sanh et al.,170

2021; Wang et al., 2022; Longpre et al., 2023), we171

manually construct one piece of instruction for each172

dataset in our EIBENCH. Specifically, the schema173

contains the following components: (1) Text In-174

put: the input sentence X . (2) Instruction: the175

detailed guidance on how the model should process176

X to complete the current task. (3) Option (for177

classification task only): including all the candi-178

date labels and serving as both a constraint and a179

hint. We hire 5 annotators who are proficient in180

English to write these instructions. In addition, to181

guarantee the quality of these instructions, 1 or 2182

reviewers are also assigned to each dataset. Their183

task is to confirm that whether the instructions are184

clear, fluent and comprehensive enough for an av-185

erage language speaker to successfully complete186

the given task. Examples of instances from our187

EIBENCH is displayed in Table 5 in Appendix B.188

3 Methodology189

Instead of merely focusing on enhancing specific190

capabilities of LLMs, we present a novel approach191

MoEI, a model-agnostic EI-enhancing method that192

is compatible with any transformer-based LLM,193

which could not only comprehensively boost the194

EI of LLMs but also safeguards their GI from be-195

ing compromised. As shown in Figure 3, MoEI196

Attention

FFN
Transformer Block

EI-Related
Input

Router

Modular Parameter Expansion

LoRA

Intra-Modulation

Inter-Modulation

Fine-tune Frozen

GI-Related
Input

Figure 3: The overall architecture of our proposed MoEI
framework, which consists of two techniques, modular
parameter expansion and intra-inter modulation. Red
and blue lines represent the forward flow of the EI- and
GI related inputs that participate in the Intra- and Inter-
Modulation, respectively.

consists of two collaborative techniques, namely 197

Modular Parameter Expansion and Intra-Inter Mod- 198

ulation. The subsequent section will offer a detailed 199

introduction to both of them. 200

3.1 Preliminary 201

Low Rank Adaptation. We adopt a representa- 202

tive PET method LoRA (Hu et al., 2021) in MoEI. 203

Specifically, in LoRA, the pre-trained weight ma- 204

trix of LLMs is expanded with a low-rank decompo- 205

sition. For any linear layer h = W0x, the forward 206

pass with LoRA is modified to be: 207

h = W0x+BAx (1) 208

where W0 ∈ Rd×k, B ∈ Rd×r, A ∈ Rr×k and the 209

rank r ≪ min(d, k). The pre-trained weight W0 210

remains fixed during training, while A and B are 211

trainable parameters. 212

3.2 Modular Emotional Intelligence 213

Enhancement 214

Modular Parameter Expansion. To harness two 215

advantages of LoRA, which includes isolation from 216

the entire parameters of LLMs and promising train- 217

ing efficiency, we take a step further by extend- 218

ing it to modular designs, endowing more capacity 219

to accomodate various newly acquired EI-related 220

knowledge. This leads to the Mixture-of-LoRA 221

(MoLoRA) architecture. 222

MoLoRA inherits the flexibility of LoRA and 223

could be applied on any linear layer of the 224

transformer-based LLM backbone (mainly in the 225

attention and FFN layer) to expand the model ca- 226

pacity with multiple pairs of low-rank matrixes. 227
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To be more specific, the singular pair of low-rank228

matrixes BA in Equation (1) is now replaced by229

a set containing multiple ones {BiAi}Ni=1 and the230

forward process of the MoLoRA layer can be math-231

ematically expressed as follows:232

h = W0x+
N∑
i=1

BiAix (2)233

where N is the number of modular LoRA blocks.234

Intra-Inter Modulation. To effectively navigate235

different types of inputs to be properly processed by236

its corresponding parameters, a router is introduced237

in I2M to exert the intra- and inter-modulation on238

weighted contributions of the separate MoLoRA239

and the LLM backbone:240

h = αW0x+

N∑
i=1

βi BiAix

[α; {βi}Ni=1] = G(x) = softmax(Wx)

(3)241

where G(·) represents the router and W ∈ Rd×N+1242

is the trainable parameter of it. α and {βi}Ni=1 are243

the intensity weights of inter and intra-modulation,244

respectively. In the upcoming contents, we will245

elaborate the concept and delve into the optimiza-246

tion process associated with them.247

More specifically, intra-modulation {βi}Ni=1 is248

only performed within EI-specific MoLoRA to249

leverage the weighted combination of different250

LoRA blocks, which leads to more powerful ca-251

pability in dealing with various EI-related tasks252

compared to the single LoRA. As shown in Figure253

3, the optimization of intra-modulation is driven by254

the EI-related inputs with the task loss:255

Ltask = −
∑

(x,y)∈EI

logP (y | x; θm, θE , θG) (4)256

where θm, θE and θG are parameters of the LLM257

backbone, the MoLoRA and the router, respec-258

tively. EI is the training data samples from259

EIBENCH. Only parameters of θE and θG are up-260

dated during the training.261

And inter-modulation α functions to strike the262

balance between MoLoRA and the whole LLM263

backbone, ensuring the GI-related samples to be264

processed only by the LLM backbone and elim-265

inating the influence from EI-specific MoLoRA.266

This is achieved through the minimizing of a KL267

divergence loss:268

LKL =
∑

(x,y)∈GI

DKL(G(x)||I) (5)269

where GI is the replayed GI-related samples from 270

the previous training corpus of the LLM backbone, 271

which is a subset of Flan collection (Longpre et al., 272

2023) in our experiments. I is the one-hot vector 273

with only the position of α setting to 1. 274

And it is worth to mention that, in our exper- 275

iments, although α does involve in the softmax 276

function, it is exactly set to 1 in the forward pass be- 277

cause we believe the large-scale knowledge stored 278

in the contemporary LLMs are the key to handle 279

downstream tasks, which is also verified by our 280

main experiments in Table 1. In general, the inter- 281

modulation ensures the given input, either EI- or 282

GI-related, to fully leverage the powerful LLM 283

backbone, while intra-modulation determines to 284

what extent the incremental EI-enhanced MoLoRA 285

are activated to complete the current input. 286

Finally, a multi-task learning fashion is adopted 287

to jointly minimize the task loss and the KL loss: 288

L = Ltask + λLKL (6) 289

where λ functions to balance the two parts. 290

4 Experiments 291

4.1 Dataset and Evaluation Metrics 292

Emotional Intelligence. We split EIBENCH into 293

two subsets: one for training and the other for eval- 294

uation. For the training set, we sample a maximum 295

of 5,000 instances from each dataset, resulting in 296

268,234 training instances in EI. For an efficient 297

evaluation, a maximum of 100 instances are sam- 298

pled from the remaining sets of each dataset, lead- 299

ing to 5,600 instances as the evaluation under the 300

supervised settings. We report the average accuracy 301

for datasets from Emotion Perception (Emo.Prc) 302

and Rouge-L (Lin, 2004) for those from Emotion 303

Cognition (Emo.Cog) and expression (Emo.Exp). 304

Furthermore, to comprehensively assess the im- 305

pact of EI-enhancement, we extend our evaluation 306

to include EQ-Bench (Paech, 2023) for cross-task 307

zero-shot evaluation, where models are tasked with 308

predicting the intensity of emotions of characters 309

in a dialogue with a set of 60 English questions. 310

General Intelligence. To evaluate a model’s GI, 311

following prior research (Wang et al., 2023a), we 312

conduct evaluations across four crucial dimensions: 313

(1) World Knowledge (WK): Employing the Mas- 314

sive Multitask Language Understanding dataset 315

(MMLU) (Hendrycks et al., 2020), with questions 316

spanning 57 subjects, ranging from elementary to 317
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Emotional Intelligence General Intelligence
Emo.Prc Emo.Cog Emo.Exp WK GR CR RC

Flan-T5 49.35 41.66 12.60 49.36 40.38 68.88 87.49
Flan-T5 FT 76.27 65.94 20.81 43.64 37.67 68.39 86.91
+ Replay 76.38 69.36 18.79 44.35 36.23 68.23 87.09
Flan-T5 LoRA 76.11 68.18 21.05 47.39 34.60 68.21 86.85
+ Replay 76.31 67.41 21.09 45.76 32.93 68.72 87.28

Flan-T5 MoEI (Ours) 77.15 68.32 25.02 49.23 40.58 68.99 87.61

LLaMA-2-Chat 19.81 24.88 11.89 46.97 33.56 76.44 79.76
LLaMA-2-Chat FT 46.31 45.01 11.58 24.28 14.07 58.87 59.88
+ Replay 47.65 39.67 11.40 24.38 3.66 57.24 59.20
LLaMA-2-Chat LoRA 74.62 65.78 19.39 36.73 31.07 75.84 78.59
+ Replay 74.96 66.75 18.96 41.33 28.44 61.15 75.41

LLaMA-2-Chat MoEI (Ours) 76.85 68.93 21.01 46.15 35.56 78.35 81.13

Table 1: The overall results on the EI and GI benchmarks with Flan-T5-XL (3B) and LLaMA-2-Chat-7B backbone.
The best and worst results are signaled by the green and red background, respectively.
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Figure 4: Results of EI and GI of different methods on
the larger Flan-T5-XXL (11B) backbone.

professional levels. Following LLaMa-2 (Touvron318

et al., 2023), we report 5-shot accuracy. (2) Gen-319

eral Reasoning (GR): The evaluation involves Big-320

Bench-Hard (BBH) (Suzgun et al., 2022), featuring321

23 tasks derived from Big-Bench (Ghazal et al.,322

2013). Few-shot prompting, provided with 3-shot323

in-context examples, are utilized and EM scores are324

reported. (3) Commonsense Reasoning (CR): Our325

assessment incorporates PIQA (Bisk et al., 2020).326

Following LLaMa-2 (Touvron et al., 2023), we re-327

port 0-shot accuracy. (4) Reading Comprehension328

(RC): BoolQ (Clark et al., 2019) is adopted for329

evaluating reading comprehension, with the focus330

on reporting 0-shot accuracy.331

4.2 Baselines and Comparison Models332

Based on two representative LLM-based assis-333

tants of different architectures, Flan-T5 (encoder-334

decoder) (Chung et al., 2022) and LLaMA-2-Chat335

(decoder-only) (Touvron et al., 2023), we evaluate 336

MoEI against the following EI-enhancing methods: 337

(1) FT: directly fine-tunes the LLM backbone with 338

the whole parameters of it updated. (2) LoRA (Hu 339

et al., 2021): updates additional parameter-efficient 340

low rank matrixes and weights of the LLM back- 341

bone remain frozen, which could be viewed as the 342

method of singular parameter expansion without 343

intra-inter modulation. Moreover, both baseline 344

methods are seamlessly integrated with Replay 345

(Lopez-Paz and Ranzato, 2017), a widely adopted 346

continual learning method to mitigate the catas- 347

trophic forgetting of previous knowledge, where 348

the model is trained with a mixture of EI and GI 349

data in the multi-task learning fashion. 350

4.3 Implementation Details 351

In MoEI, the low rank r of MoLoRA is 4 and N 352

is 8. And the r of the single LoRA-tuning is 32 353

for the fair comparison. MoEI and LoRA are both 354

implemented upon the query and value projection 355

in the attention layer, and the last linear transforma- 356

tion in the FFN layer. All methods are trained for 357

5 epochs with 3 random runs. For more detailed 358

settings, please refer to the Appendix C. 359

5 Results and Analysis 360

5.1 Overall Results 361

Table 1 and Figure 4 demonstrate the performance 362

comparison of MoEI and baselines in terms of EI 363

and GI. Our findings are as follows: 364
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Emotional Intelligence General Intelligence
Emo.Prc Emo.Cog Emo.Exp WK GR CR RC

Flan-T5 MoEI 77.15 68.32 25.02 49.23 40.58 68.99 87.61

– Modular Expansion 75.31 66.42 20.29 49.10 40.18 68.19 87.52
– Intra-Modulation 76.81 65.65 20.80 49.32 40.73 68.93 87.55
– Inter-Modulation 78.31 72.87 20.95 42.12 32.24 67.52 85.02
+ Replay 78.58 69.18 21.63 44.21 34.10 66.10 85.54

LLaMA-2-Chat MoEI 76.85 68.93 21.01 46.15 35.56 78.35 81.13

– Modular Expansion 75.04 66.86 20.68 44.08 33.70 78.29 79.69
– Intra-Modulation 76.04 66.34 20.27 44.99 34.31 77.86 79.85
– Inter-Modulation 76.81 67.69 20.19 41.39 15.50 74.70 78.90
+ Replay 77.27 67.18 20.51 44.14 34.37 76.11 77.13

Table 2: Results of ablation study based on the Flan-T5-XL (3B) and LLaMA-2-Chat-7B backbones. The best and
worst results are signaled by the green and red background, respectively.

MoEI could effectively improve EI and main-365

tain GI simultaneously across different archi-366

tures and sizes of LLM backbones. Compared367

to naive EI-enhancing techniques such as FT and368

LoRA on both Flan-T5 and LLaMA-2-Chat back-369

bones, MoEI demonstrates superior performance370

in enhancing all three aspects of EI, while effec-371

tively safeguarding the GI from compromise across372

all four dimensions. This trend is still consis-373

tent when we apply MoEI on larger Flan-T5-XXL374

(11B, shown in Figure 4) and LLaMA-2-Chat-13B375

(shown in Figure 7 in Appendix D). Furthermore,376

the parameter-efficient LoRA and MoEI even out-377

perform FT in enhancing EI, highlighting the sig-378

nificant potential of these lightweight methods to379

be more effective in aiding LLMs in adapting to380

specific domains (Ding et al., 2022).381

Simply replaying the previous data is not suf-382

ficient to maintain GI. Although the Replay383

method is widely adopted in the domain adaption384

of LLMs, directly applying it for EI-enhancement385

could not reach the expected outcomes. This can386

be ascribed to the negative task transfer (Zhang387

et al., 2022; Jang et al., 2023). Benefiting from the388

explicit separation of different parameters repre-389

senting EI and GI via modular parameter expansion390

and our intra-inter modulation, MoEI attempts to391

navigate the EI- and GI-related samples to be pro-392

cessed by the proper parameters, offering a novel393

perspective to leverage replay-based methods in394

the enhancement of LLMs. The training instances395

in replayed set GI is 5,000. We also perform addi-396

tional experiments with the varied size of replayed397

data to display the efficiency and resource-friendly 398

of MoEI. Please refer to Appendix F for details. 399

5.2 Ablation Study 400

We conduct ablation studies to verify the effective- 401

ness of different components proposed in MoEI. 402

Results are shown in Table 2. 403

Effect of Modular Parameter Expansion. Af- 404

ter replacing the MoLoRA with a singular LoRA 405

block, although the GI could still be largely pro- 406

tected via intra-inter modulation, the effect of EI- 407

enhancement is largely hindered, which manifests 408

the importance of additional capacity to accomo- 409

date various aspects of EI. 410

Effect of Intra-Modulation. Without the intra- 411

modulation, each pairs of modular parameters in 412

the expanded MoLoRA is equally activated, result- 413

ing the decline of performance in terms of EI. This 414

manifests the critical role of intra-modulation to 415

navigate various EI-related inputs to be properly 416

and effectively processed. 417

Effect of Inter-Modulation. When we remove 418

the inter-modulation which serves to balance the 419

utilization of the EI-specific MoLoRA and the 420

whole LLM backbone representing the GI, the sig- 421

nificant degradation of all four dimensions of GI 422

demonstrates its crucial role in preserving the GI 423

from being compromised. Although the GI could 424

be partly recovered through the incorpration of 425

Replay, it is still limited in offering clear naviga- 426

tion for the given inputs to lead them be properly 427
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Zero-shot Few-shot
Avg.

SA SS LA Sum SW WC CS FL SA SS LA Sum SW WC CS FL

Flan-T5 + EP 0.87 0.00 0.79 0.36 0.22 0.00 0.22 0.66 0.93 0.25 0.87 0.40 0.44 0.00 0.75 0.78 0.47

LoRA + EP 0.93 0.00 0.78 0.28 0.09 0.02 0.08 0.70 0.92 0.24 0.84 0.33 0.37 0.27 0.76 0.72 0.45
Replay + EP 0.94 0.00 0.81 0.26 0.13 0.01 0.37 0.72 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.20

MoEI + EP 0.94 0.00 0.79 0.35 0.31 0.00 0.38 0.74 0.94 0.26 0.90 0.38 0.45 0.01 0.79 0.81 0.50

Table 3: Results on different tasks and methods based on Flan-T5 (11B) backbone. The best results are highlighted
in bold. The value 0.00 indicates that we do not receive meaningful or useful response.

0 10 20 30 40

LLaMA-2-Chat

LLaMA-2-Chat MoEI

Flan-T5

Flan-T5 MoEI

30.94

36.91

37.99

41.76

Figure 5: Results of the EI-enhancement on the EQ-
Bench. The LLM backbones are Flan-T5-XXL (11B)
and LLaMA-2-Chat-13B.

processed. In addition, the more superior results428

on aspects of Emo.Prc and Emo.Cog remind us429

that there is a trade-off between EI-enhancing and430

GI-maintaining, encouraging more advanced intra-431

inter modulation mechanisms to achieve better op-432

timization for future works in this direction.433

In general, Modular Parameter Expansion and434

Intra-Modulation play important roles in achiev-435

ing more effective EI enhancement, while Inter-436

Modulation focuses on protecting GI. The three of437

them achieve a relative balance in MoEI.438

5.3 Results of EI on Cross-Task Settings439

To comprehensively assess the impact of EI-440

enhancement, we include EQ-Bench for cross-task441

zero-shot evaluation. Due to the requirement for442

models participating in the EQ-Bench evaluation to443

possess a certain level of instruction-following ca-444

pability, we conduct experiments using the Flan-T5-445

XXL (11B) and the LLaMA-2-Chat-13B. Results446

are shown in Figure 5. Compared to the original447

models, MoEI still demonstrates the effective im-448

provements in EI. And we do not include the FT-449

and LoRA-version baselines because the resulting450

models can not follow input prompts to complete451

the evaluation with valid outputs, which further452

verifies the effectiveness of MoEI to largely protect 453

the GI of LLM backbones. 454

5.4 Impact of EI on OOD Tasks 455

Li et al. (2023b) propose EmotionPrompt (EP) to 456

explore EI to enhance the performance of LLMs on 457

other OOD downstream tasks, which is performed 458

with the incorporation of emotional stimulus into 459

regular prompts. An example of EP is in Figure 6 in 460

Appendix E. Here, we explore how EP would per- 461

form based on the LLMs with enhanced-EI. To be 462

more specific, following the experimental settings 463

in Li et al. (2023b), we evaluate EP on eight tasks 464

of Instruction Induction (Honovich et al., 2022): 465

Sentiment Analysis (SA), Sentence Similarity (SS), 466

Cause Selection (CS), Sum, Word in Context (WC), 467

Starting With (SW), Larger Animal (LA) and First 468

Letter (FL). Details on those tasks can be found 469

in Table 6 and designs of all 11 types of EP are in 470

Table 7. For each task, 100 samples are randomly 471

selected, except for Cause Selection, including 50 472

examples in total. And the prompting strategy in- 473

cludes both zero-shot and few-shot ways with in- 474

context demonstrations chosen from the remaining 475

part of the data. Each column in Table 3 is the 476

average performance of all 11 types of EP. Inter- 477

estingly, EP exhibits more powerful performance 478

on the LLMs with EI-enhanced by our MoEI, espe- 479

cially on the few-shot learning ability. This further 480

demonstrates the importance of both GI and EI in 481

assisting LLMs to accomplish specific tasks. 482

6 Related Works 483

6.1 Emotional Intelligence of LLMs 484

The current study on EI of LLMs is primarily 485

centered around two key directions. Firstly, re- 486

searchers are delving into the integration of psy- 487

chological theories or scales, proposing a public 488

evaluation benchmark to evaluate the emotional 489

understanding capabilities of LLMs (Wang et al., 490

2023b; Paech, 2023; Huang et al., 2023). Secondly, 491
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efforts are directed towards fine-tuning LLMs for492

specific EI-related downstream tasks, with a pre-493

dominant focus on classification and regression494

tasks, aiming to improve their proficiency in han-495

dling such challenges (Zhang et al., 2023a,b; Lei496

et al., 2023; Liu et al., 2024; Li et al., 2024).497

In contrast to existing works, our study stands498

out in the following aspects: (1) Rather than exclu-499

sively evaluating the emotional understanding capa-500

bilities of LLMs, based on our proposed EIBENCH,501

we seek to comprehensively enhance all three502

facets of their EI. (2) We recognize the GI and EI as503

equally vital capabilities of LLMs, and our design504

of MoEI aims to boost EI while simultaneously505

maximizing the preservation of their GI.506

6.2 Parameter-Efficient Tuning507

Recently, there has been a growing interest in508

parameter-efficient tuning (PET) (Ding et al., 2022).509

This research area aims to minimize computational510

resources when adapting LLMs to specific tasks511

through the introduction of additional parameters512

that are much fewer compared to the LLM back-513

bones (Houlsby et al., 2019; Lester et al., 2021;514

Li and Liang, 2021; Zaken et al., 2022). Among515

existing PET methods, LoRA (Hu et al., 2021) has516

stood out for its superior performance. Hence, our517

modular parameter expansion in MoEI is primarily518

instantiated with it as a representative method.519

6.3 Mixture-of-Experts for LLMs520

Another line of related works involves the integra-521

tion of the Mixture-of-Experts (MoE) architecture522

(Jacobs et al., 1991) with LLMs through the ex-523

pansion of the FFN layer, which have exhibited524

appealing performance in pretraining (Lepikhin525

et al., 2020; Fedus et al., 2022; Jiang et al., 2024;526

Dai et al., 2024), continual pretraining (Chen et al.,527

2023; Wu et al., 2024) and instruction tuning (Shen528

et al., 2023) of LLMs. In addition, another line of529

attempts focus on achieving extended capacity in a530

more computationally efficient manner using PET531

blocks (Zadouri et al., 2023; Dun et al., 2023; Liu532

et al., 2023). The major distinction between our533

proposed MoEI and these PET-based MoE struc-534

tures lies in their emphasis solely on enhancing the535

model’s ability to learn new tasks through mod-536

ular designs. In contrast, we take a step further537

by exploring how to empower the model not only538

to improve its learning of new abilities but also539

to prevent compromising its previously acquired540

ones. Therefore, the problems addressed in this541

work are more challenging and demanding. Con- 542

currently, Dou et al. (2023) propose to maintain 543

world knowledge during the alignment of LLMs, 544

while we focus on protecting more aspects of the 545

GI to take the capabilities of reasoning and reading 546

comprehension into account. At the same time, the 547

greater heterogeneity between EI and GI also poses 548

a more challenging setting for this work. 549

6.4 Continual Learning for LLMs 550

On one hand, the notion of parameter expansion in 551

our MoEI is partly inherited from the parameter- 552

isolation-based continual learning (CL) methods, 553

which dynamically expand model capacity or iso- 554

late existing model weights to mitigate interference 555

between new and old tasks (Rusu et al., 2016; Fer- 556

nando et al., 2017). On the other hand, the incorpo- 557

ration of GI-related samples in the process of intra- 558

inter modulation aligns with the Rehearsal-based 559

CL methods, where a fixed memory is utilized to 560

store real samples of previous tasks (Lopez-Paz and 561

Ranzato, 2017; Isele and Cosgun, 2018; Rolnick 562

et al., 2019; de Masson D’Autume et al., 2019). 563

Thus, this study lies in an emerging research direc- 564

tion to integrate CL techniques into the adaptation 565

of LLMs (Song et al., 2023; Zhao et al., 2024). 566

7 Conclusion and Future Work 567

In this paper, we take the first step to study the chal- 568

lenging and demanding research topic of enhancing 569

the EI of current LLM-empowered assistants while 570

maintaining their GI. We introduce EIBENCH, a 571

comprehensive collection comprising large-scale 572

tasks that encompass all facets of EI: emotion per- 573

ception, cognition, and expression. Our innovative 574

approach, MoEI, ingeniously integrates two col- 575

laborative techniques, Modular Parameter Expan- 576

sion and Intra-Inter modulation, to introduce ad- 577

ditional modular parameter-efficient LoRA blocks 578

for the accomodation of newly acquired EI-related 579

competencies, and automatically navigate EI- and 580

GI-related inputs to be properly processed by the 581

corresponding parameters. Extensive experimen- 582

tal results demonstrate the applicability of MoEI 583

on LLM backbones of varying scales and architec- 584

tures, highlighting its versatility. 585

For future work, exploring the quality and quan- 586

tity of EI- and GI-related data in the process of 587

EI enhancement is an intriguing direction to fur- 588

ther enhance the effectiveness and efficiency of EI 589

enhancement and GI maintenance. 590
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8 Limitation591

There are several limitations to consider for future592

directions of EI-enhancement of large language593

models. Firstly, exploring the quality and quantity594

of data related to EI and GI during the enhance-595

ment process is an intriguing avenue to amplify the596

effectiveness and efficiency of EI improvement and597

GI maintenance. Secondly, in MoEI, we assume598

that previous training data (such as pre-training599

data and SFT data) of the LLM backbones is ac-600

cessible for Inter-Modulation. However, this as-601

sumption does not apply to current closed-source602

black-box commercial LLMs. Therefore, explor-603

ing how to achieve EI enhancement in LLMs under604

restricted data privacy could be considered as a fu-605

ture research direction. Finally, MoEI necessitates606

the identification of EI- or GI-related tasks during607

training to establish distinct modulation strategies608

for each task. Investigating training techniques that609

is independent of task identification could prove to610

be a promising avenue for future research, which611

could favor the application of continually enhanc-612

ing the EI upon on the online streams of data. We613

also acknowledge that there are larger LLM-based614

assistants that we are not able to train due to the615

limitations of our computational budget.616

9 Ethics Statement617

In our pursuit to enhance emotional intelligence618

(EI) in large language models (LLMs), it is impera-619

tive to underscore that our primary objective is to620

bolster their capacity to address and tackle down-621

stream tasks related to EI. This endeavor aims to622

elevate user experiences by facilitating more nu-623

anced interactions. It is essential to emphasize that624

our intention is not to anthropomorphize LLMs or625

imbue them with emotions akin to humans. We are626

committed to augmenting the ability of LLMs to627

comprehend and respond to emotional cues within628

the context of specific NLP tasks or applications.629

This approach ensures that EI enhancements serve630

pragmatic purposes, such as improving conversa-631

tional agents’ ability to recognize and appropriately632

respond to users’ emotional states. And we main-633

tain a clear distinction between the capabilities of634

LLMs and the complexities of human emotions.635

Our research focuses on equipping LLMs with ad-636

vanced techniques to analyze and respond to emo-637

tional cues without ascribing human-like emotions638

or consciousness to them.639

In addition, all of the tasks in our EIBENCH and640

experiments are based on widely-used open-source 641

datasets, which are unlikely to include harmful con- 642

tent. We uphold the principle of informed consent 643

in our research involving human annotation of task 644

instructions. We ensure that annotators are fully 645

informed about the nature and purpose of our re- 646

search, including any potential risks or benefits, 647

and that they have the opportunity to provide vol- 648

untary and informed consent before participating. 649

In addition, all the annotators participate in our 650

research with reasonable wages paid. 651
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A Taxonomy of Emotional Intelligence1230

According to Mayer et al. (2001), the EI of LLMs1231

can be defined in three aspects: emotion perception,1232

emotion cognition, and emotion expression. Their1233

specific meanings are as follows:1234

• Emotion Perception: the ability to detect and1235

decipher emotion of users.1236

• Emotion Cognition: the ability to compre-1237

hend emotion situation and to reason compli-1238

cated relationships among emotions.1239

• Emotion Expression: the ability to convey1240

the emotional response properly.1241

Thus, emotion perception is the fundamental1242

component of EI, while emotion cognition involves1243

a more comprehensive and profound understand-1244

ing of emotions. Emotion expression, built upon1245

these two aspects, involves conveying emotional1246

information and facilitating user interaction.1247

B Tasks in EIBENCH1248

In Table 4 we present the list of tasks with datasets1249

used in each task. Table 5 displays examples of1250

instances from our EIBENCH.1251

C Implementation Details1252

Our experiments are implemented with PyTorch1253

(Paszke et al., 2019) and Transformer library (Wolf1254

et al., 2020). All models are trained with the1255

AdamW optimizer. The Flan-T5-XL and LLaMA-1256

2-Chat-7B is trained on 4 NVIDIA Tesla A8001257

GPU while the larger backbones Flan-T5-XXL and1258

LLaMA-2-Chat-13B are performed on 8 NVIDIA1259

Tesla A800 using DeepSpeed repository. And the1260

evaluation for GI of LLMs is performed with lm-1261

evaluation-harness (Gao et al., 2023).1262

The hyper-parameter of LoRA is set with low-1263

rank r to 32, alpha to 32 and dropout to 0.1. For1264

the fair comparison in the LoRA part, the modular1265

expanded parameters in our MoEI is set to 8 pairs1266

of LoRA in with low-rank r to 4. All models is1267

trained for 5 epoches with 3 random runs. And the1268

learning rate for MoEI and LoRA is 3e-4 with the1269

batch size of 32, while that for FT is 5e-5 with the1270

bach size of 256. As for the hyper-parameter λ in1271

Equation (6), it functions to balance the process of1272

intra-modulation for the EI-related tasks and inter-1273

modulation of GI-related ones. The larger λ means1274

that the inter-modulation contributes more to pro- 1275

tect GI. However, excessive λ can impair the perfor- 1276

mance of EI, thereby weakening EI-enhancement. 1277

For the Flan-T5 series, the balancing factor λ is 0.1 1278

and instances from GI is replayed every 200 train- 1279

ing steps, while λ is 2 for LLaMA-2-Chat family. 1280

D MoEI on Larger LLM Backbones 1281

MoEI still exhibits consistent superiority in enhanc- 1282

ing EI while maintaining GI when we apply it on 1283

larger LLaMA-2-Chat-13B (shown in Figure 7). 1284

E More Details of EmotionPrompt 1285

Taking inspiration from psychology, Li et al. 1286

(2023b) propose EmotionPrompt (EP) to incorpo- 1287

rate psychological insights to improve the effec- 1288

tiveness of LLMs. As illustrated in Figure 6, the 1289

implementation of EmotionPrompt is remarkably 1290

straightforward, requiring only the addition of emo- 1291

tional stimuli to the initial prompts. To be more spe- 1292

cific, as shown in Table 7, such emotional stimuli 1293

is designed base on three types of well-established 1294

psychology theories, named Social Identity theory, 1295

Social Cognition theory and Cognitive Emotion 1296

Regulation theory, leading to 11 types in total. 1297

F Experiments with Varied Size of 1298

Replayed data 1299

The replayed data to assist the maintainence of GI 1300

is from the Flan-collection (Longpre et al., 2023), 1301

containing a large-scale high-quality samples of 1302

various tasks with the corresponding instructions. 1303

And the Flan-T5 (Chung et al., 2022) is exactly 1304

trained on it. As reported in Touvron et al. (2023), 1305

the fine-tuning data of LLaMA-2-Chat includes 1306

publicly available instruction datasets, as well as 1307

over one million new human-annotated examples. 1308

However, this part of fine-tuning data is not pub- 1309

licly available, so we also adopt Flan-collection as 1310

an alternative. Due to the high volume of samples 1311

in Flan, following (Wang et al., 2023c), we only 1312

use a subset of it, which contains 100k samples 1313

in total. For our main experiments, considering 1314

the training efficiency, we only randomly sample 1315

5k instances from it. Here, we scale the replayed 1316

instances to 10k, 50k and 100k for baseline meth- 1317

ods LoRA and MoLoRA, while those used in our 1318

MoEI is always kept 5000, trying to exploring the 1319

efficiency and resource-friendly of MoEI. Results 1320

for the Flan-T5-XL (3B) and LLaMA-2-Chat-7B 1321
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Orignial Prompt

Detremine whether an input word has the
same meaning in the two input sentiences.

EmotionPrompt

Detremine whether an input word has the
same meaning in the two input sentiences.

This is very important to my career.

LLM

Figure 6: An illustration of EmotionPrompt (Li et al.,
2023b). The emotional stimulus “This is very important
to my career” is placed at the end of the original prompt
to enhance the performance of LLMs.
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Figure 7: Results of EI and GI of different methods on
the larger LLaMA-2-Chat-13B backbone.

are displayed in Figure 8 and Figure 9, respectively.1322

We have the following two observations:1323

(1) MoEI demonstrates excellent computational1324

efficiency, achieving better performance on GI1325

preservation even with just 5k replay data than1326

baseline methods using 100K data. This further1327

showcases the tremendous potential of MoEI for1328

EI enhancement and GI preservation of LLM back-1329

bones in low-resource scenarios. (2) For baseline1330

methods, increasing the amount of replay data may1331

improve the preservation of GI, but it still encoun-1332

ters bottlenecks. Moreover, the effectiveness of1333

EI enhancement may be compromised (illustrated1334

in Figure 9). In contrast, MoEI achieves a better1335

balance, yielding optimal results in both enhancing1336

EI and maintaining GI simultaneously.1337
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Figure 8: Comparison of MoEI and baselines with different volumes of replayed data based on Flan-T5-XL (3B), in
terms of EI and GI performance.
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Figure 9: Comparison of MoEI and baselines with different volumes of replayed data based on LLaMA-2-Chat-7B,
in terms of EI and GI performance.
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Catagory Task Name Dataset

Emotion Perception

Text Sentiment Classification Sentiment140 (Go et al., 2009), Imdb (Maas et al., 2011), sst2 (Socher et al., 2013), yelp (Zhang et al., 2015), go-emotions
(Demszky et al., 2020)

Aspect-level Sentiment Classification

SemEval-2014-Task4-14lap (Pontiki et al., 2014), SemEval-2014-Task4-14res (Pontiki et al., 2014), ASTE-Data-V2-
EMNLP2020-14lap (Xu et al., 2021), ASTE-Data-V2-EMNLP2020-14res (Xu et al., 2021), SemEval-2015-Task12-15res
(Pontiki et al., 2015), SemEval-2016-Task5-16res (Pontiki et al., 2016), Clothing (Luo et al., 2022), Books (Luo et al.,
2022), Hotel (Luo et al., 2022), Device (Hu and Liu, 2004), Financial (Sinha et al., 2022), DiaASQ (Li et al., 2023a),
MAMS (Jiang et al., 2019), SentiHood (Saeidi et al., 2016), Twitter (Dong et al., 2014), Service (Toprak et al., 2010)

Opinion Targets Extraction

ASTE-Data-V2-EMNLP2020-14res (Xu et al., 2021), ASTE-Data-V2-EMNLP2020-14lap (Xu et al., 2021), ASTE-Data-
V2-EMNLP2020-15res (Xu et al., 2021), ASTE-Data-V2-EMNLP2020-16res (Xu et al., 2021), Darmstadt Service Review
Corpus (Toprak et al., 2010), Laptop-ACOS (Cai et al., 2021), Restaurant-ACOS (Cai et al., 2021), MPQA (Wiebe et al.,
2005), OpeNER (Agerri et al., 2013)

Emotion Recognition in Conversation DailyDialog (Li et al., 2017), EmoryNLP (Zahiri and Choi, 2017), HI-TOM (He et al., 2023), IEMOCAP (Busso et al.,
2008), MELD (Poria et al., 2018), EmoWOZ (Feng et al., 2021)

Stance Detection
COVID-19 vaccine (Poddar et al., 2022), Emergent (Ferreira and Vlachos, 2016), MTSD (Li and Caragea, 2021), VAST
(Allaway and McKeown, 2020), SCD (Hasan and Ng, 2013), Ibmcs (Bar-Haim et al., 2017), iac1 (Walker et al., 2012), arc
(Habernal et al., 2017), perspectrum (Chen et al., 2019), SemEval-2016-Task6 (Mohammad et al., 2016a)

Emotion Cognition

Emotion Cause Extraction
Annotated-US2012-Election-Tweets (Mohammad et al., 2015), Emotion-Stimulus (Ghazi et al., 2015), GoodNewsEveryone
(Oberländer et al., 2020), NTCIR-13 ECA (Gao et al., 2017), REMAN (Kim and Klinger, 2018), RECCON (Poria et al.,
2021)

Emotion Cause Reasoning CICERO-v1 (Ghosal et al., 2022)
Intent Recognition in Conversation EmpatheticDialogues (Rashkin et al., 2018)
Theory Of Mind HI-TOM (He et al., 2023), ToMChallenges-Sally-Anne (Ma et al., 2023), ToMChallenges-Smarties (Ma et al., 2023)
Event Emotion Recognition SemEval-2015 Task9 (Russo et al., 2015),
Sarcasm Detection SARC (Khodak et al., 2018), SemEval2018-Task3 (Van Hee et al., 2018), iSarcasmEval (Farha et al., 2022),

Metaphor Identification MOH-X (Mohammad et al., 2016b), TroFi (Birke and Sarkar, 2006), VUA-18 (Leong et al., 2018), VUA-20 (Leong et al.,
2020)

Emotion Expression

Emotional Support ESConv (Liu et al., 2021), ExtES (Zheng et al., 2023)
Empathetic Response EmpatheticDialogues (Rashkin et al., 2018)

Product Description Generation Amazon-reviews (Datafiniti, 2019), Amazon-us-reviews (huggingface, 2022), Amazon-food-reviews (niyatic, 2023),
iSarcasmEval (Farha et al., 2022)

Table 4: List of datasets used in each task. The left column describes the aspects of emotional intelligence. The
middle column lists the specific task. The right column displays all datasets used for a specific task type.

Catagory Task Name Example

Emotion Perception

Text Sentiment Classification
[INS] In this task, you are given a text from tweets. Your task is to classify the given tweet text into two categories: 1)
positive, and 2) negative based on its content. [IN] @justinchuan Awww! I was thinking about you lot up there! Glad you
enjoyed it. [OUT] positive

Aspect-level Sentiment Classification
[INS] Given a review about books and one entity in this review, the task is to select the author’s sentiment towards the
entity. Sentiments can be positive, neutral, negative. [IN] Review: just an excellent, profound book, that taught me so
much.\nEntity: book [OUT] positive

Opinion Targets Extraction

[INS] I will provide you a laptop review, please extract one or multiple entity-opinion-sentiment pairs from the sentence. To
be more specific, the goal is to identify entities mentioned in the text, identify the opinion or evaluation expressed towards
each entity mentioned in the text, and assign a sentiment polarity to the opinion, then pair them to a triplet. Output format is
“(Entity1, Opinion1, Sentiment1); (Entity2, Opinion2, Sentiment2)”. [IN] here are the things that made me confident with
my purchase : build quality - seriously, you can’t beat a unibody construction. [OUT] ( build quality, confident, positive ) ; (
unibody construction, can’t beat, positive )

Emotion Recognition in Conversation

[INS] Please output the emotions expressed by the last user statement in the dialogue history. Your options are: “Neutral”,
“Fearful, sad, disappointed” , “Dissatisfied, disliking”, “Apologetic”, “Abusive”, “Excited, happy, anticipating”, “Satisfied,
liking” [IN] Dialogue History: \nUser: I am excited about seeing local tourist attractions. The attraction should be in the
type of college \nAssistant: What attraction are you thinking about ?\nUser: college\n [OUT] Neutral

Stance Detection
[INS] Please detect the given tweet’s stance on the COVID-19 vaccine. There are three possible stances: “pro”, “anti” or
“neutral”. [IN] Tweet: Our residents began receiving their #COVID19 vaccines today! Cheers to science and progress!
[OUT] pro

Emotion Cognition

Emotion Cause Extraction
[INS] You have been tasked with extracting the emotional reason spans from a given text, based on its associated emotion
label. The desired output format should be in the form of (span cause). [IN] text : that viral video of a chimp scrolling
instagram is bad, actually emotion : disgust [OUT] (chimp scrolling instagram is bad, actually)

Emotion Cause Reasoning

[INS] The objective is to generate the reaction of listener from a given dialogue and target utterance. The target is the
final utterance of the dialogue. Generating the reaction is about learning basic human drives and emotions. [IN] Dialogue:
Dialogue: \nA: What do you like for dessert ?\nB: Do you have trifles ?\nA: Yes .\nB: Please bring me some trifles and
apple pies .\nA: OK . I will bring it for you .\nTarget Utterance: OK . I will bring it for you .\nQuestion: What is the
possible emotional reaction of the listener in response to target? [OUT] The speaker is eager to eat trifles and apple pies
since he has not eaten them for a very long time.

Intent Recognition in Conversation
[INS] Please classify the speaker’s intention in the following sentences, which involves selecting one of the following
eight options and outputting it: agreeing, acknowledging, encouraging, consoling, sympathizing, suggesting, questioning,
wishing. [IN] that sounds very relaxing. [OUT] acknowledging

Theory Of Mind
[INS] Answer the question based on context:[IN] Context:Neila and Juanita were hanging out in the attic. They saw
a closet and a cabinet. They found a towel in the closet. Juanita left the attic. Neila moved the towel to the cabi-
net.\nQuestion:\nWhere is the towel currently? [OUT] The towel is in the cabinet.

Event Emotion Recognition
[INS] You will be presented with a sentence describing an event. Your objective is to classify the event as positive, negative,
or neutral, from the perspective of an experiencer writing in the first person. [IN] Sentence: Äll we do is go to banquets all
the times̈ays Russell Smith, one of ’Juno’s’producers. [OUT] positive

Sarcasm Detection
[INS] I will provide you with some contextual historical comments and a response comment. Your objective is to determine
whether the response is sarcastic or not to the historical comments. You need only reply “yes” or “no”. [IN] History
comment: Pope’s immunity could be challenged in Britain\nResponse: Deja vu all over again. [OUT] No

Metaphor Identification
[INS] I will provide you with a sentence containing a specific word. Your task is to identify whether the word has a
metaphorical meaning within the sentence. Just answer “yes” or “no”. [IN] Sentence: They picked up power from a spider’s
web of unsightly overhead wires.\nWord: web [OUT] Yes

Emotion Expression

Emotional Support

[INS] You are a Supporter skilled in the theory of emotional support to reduce emotional distress of the Seeker. You
understand that there are three stages to achieve emotional support: exploration, comfort and action, and you will
use the following eight strategies flexibly and choose one strategy to respond according to the context.\n1.Question
\n2.Restatement or Paraphrasing\n3.Reflection of feelings\n4.Self-disclosure\n5.Affirmation and Reassurance\n6.Providing
Suggestions\n7.Information\n8.Others\nYou should first output the strategy you choose and then generate the response
grounding on it. [IN] Context: \nSeeker: Hello, how are you this evening?\nSupporter: [Question] Hello Doing good [OUT]
[Question] How are doing?

Empathetic Response
[INS] Assuming that you are a highly empathetic Listener, generate a relevant and empathetic response to the Speaker
according to the conversation history. [IN] Conversation History: \nSpeaker: my son graduated .\nListener: from where
?\nSpeaker: highschool . [OUT] congrats , that is a step forward

Product Description Generation [INS] Please generate a summary for the following food comment. [IN] Comment: I love the flavor of this tea - I wanted to
try a different variety of black tea and this one caught my eye. I love it! [OUT] Great Black Tea

Table 5: List of tasks with sample inputs for each task. The left column describes the aspects of emotional
intelligence. The middle column lists the specific task. The right column displays an example from a randomly
selected dataset for the task. [INS], [IN] and [OUT] represent the instruction, text input and output, respectively.
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Category Task Original Prompt

Semantics

Sentiment
Analysis
(100)

Determine whether a
movie review is positive
or negative.

Sentence
Similar-
ity (100)

Rate the semantic similar-
ity of two input sentences
on a scale of 0 - definitely
not to 5 - perfectly.

Word in
Context
(100)

Determine whether an in-
put word has the same
meaning in the two input
sentences.

Cause
Selection
(25)

Find which of the two
given cause and effect sen-
tences is the cause.

Knowledge Larger
Animal
(100)

Write the larger of the two
given animals.

Numerical Sum
(100)

Sum the two given num-
bers.

Spelling
Starting
With
(100)

Extract the words starting
with a given letter from the
input sentence.

First Let-
ter (100)

Extract the first letter of
the input word.

Table 6: Statistics of test sets and the detailed task de-
scriptions.

Stimulus ID Stimulus Content

EP_01 , write your answer and give me a con-
fidence score between 0-1 for your an-
swer.

EP_02 This is very important to my career.

EP_03 You’d better be sure.

EP_04 Are you sure?

EP_05 Are you sure that’s your final answer?
It might be worth taking another look.

EP_06 Provide your answer and a confidence
score between 0-1 for your prediction.
Additionally, briefly explain the main
reasons supporting your classification
decision to help me understand your
thought process. This task is vital to
my career, and I greatly value your thor-
ough analysis.

EP_07 Are you sure that’s your final answer?
Believe in your abilities and strive for
excellence. Your hard work will yield
remarkable results.

EP_08 Embrace challenges as opportunities for
growth. Each obstacle you overcome
brings you closer to success.

EP_09 Stay focused and dedicated to your
goals. Your consistent efforts will lead
to outstanding achievements.

EP_10 Take pride in your work and give it your
best. Your commitment to excellence
sets you apart.

EP_11 Remember that progress is made one
step at a time. Stay determined and keep
moving forward.

Table 7: Detailed Definitions of all 11 types of Emotion-
Prompts.
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