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Abstract

Event reasoning is a fundamental ability that001
underlies many applications. It requires event002
schema knowledge to perform global reasoning003
and needs to deal with the diversity of the inter-004
event relations and the reasoning paradigms.005
How well LLMs accomplish event reasoning in006
terms of competence and knowledge remains007
unknown. To mitigate this disparity, we com-008
prehensively evaluate the abilities of event rea-009
soning of LLMs. We introduce a novel bench-010
mark EV2 for EValuation of EVent reason-011
ing. EV2consists of two levels of evaluation012
of schema and instance and is comprehensive013
in relations and reasoning paradigms. We con-014
duct extensive experiments on EV2. We find015
that LLMs have abilities to accomplish event016
reasoning but their performances are far from017
satisfactory. We also notice the imbalance of018
event reasoning abilities in LLMs. Besides,019
LLMs have event schema knowledge, however,020
they’re not aligned with humans on how to uti-021
lize the knowledge. Based on these findings,022
we introduce two methods to guide the LLMs023
to utilize the event schema knowledge. Both024
methods achieve improvements.025

1 Introduction026

Events are instances or occurrences that form027

the basic semantic building units encompassing028

the meanings of Activities, Accomplishments,029

Achievements, and States (Vendler, 1957). Event030

Reasoning is the ability to process and analyze031

events and their complex interconnections. Com-032

pared with other abilities, event reasoning is unique033

in some aspects. Firstly, it requires knowledge in034

the form of event schemas, capturing the progress035

of event evolution in scenarios, then performing036

global reasoning (Li et al., 2021a; Mao et al., 2021).037

As shown in Figure 1, each event instance is asso-038

ciated with an event type. All event types and039

their relations form the event schema knowledge040

which reflects the logic and mechanism of event041
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Figure 1: An example of event reasoning. The red
words are event schema knowledge. The sentences be-
low are event instances. In event reasoning, there are
various paradigms such as Contextual Event Classifica-
tion (CEC) and Contextual Relation Reasoning (CRR),
and diverse inter-event relations.

evolution. Knowing “Memory” would often hap- 042

pen after “Learn” can help answer the reasoning 043

question. Second, the inter-event relations and rea- 044

soning paradigms are various. Event reasoning 045

incorporates reasoning events according to a cer- 046

tain relation (Du et al., 2022; Sap et al., 2019b) 047

and reasoning inter-event relations (Ning et al., 048

2018; Caselli and Vossen, 2017). The queried rela- 049

tions are diversified such as causality (Roemmele 050

et al., 2011), temporality (Zhou et al., 2019), and 051

hierachy (Glavaš et al., 2014). There are various 052

paradigms such as reasoning the event or the inter- 053

relation. 054

As a fundamental competency within Large 055

Language Models (LLMs), event reasoning sup- 056
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ports a multitude of Natural Language Process-057

ing (NLP) tasks, including recommendation en-058

gines (Yang et al., 2020), interactive question-059

answer systems (Souza Costa et al., 2020), and060

AI Agents (Liu et al., 2023). Therefore, the en-061

hancement of event reasoning abilities is essential062

for the advancement of LLMs.063

LLMs like LLAMA (Touvron et al., 2023) se-064

ries and GPT series (Brown et al., 2020) have065

demonstrated exceptional accomplishments in var-066

ious natural language reasoning (Bang et al.,067

2023). Existing research has evaluated a broad068

spectrum of reasoning abilities of LLMs such as069

commonsence (Bian et al., 2023), sentence rela-070

tions (Chan et al., 2023), and math (Arora et al.,071

2023). However, studies on the comprehensive072

evaluation of event reasoning of LLMs are scarce.073

Current works only focus on instance-level events,074

resulting in unclearness of how LLMs understand075

and utilize the event schema knowledge (Chan076

et al., 2023). Besides, they ignore the diversity of077

relations and paradigms (Yuan et al., 2023). These078

disparities hinge on the development of such cru-079

cial abilities of LLMs.080

In this paper, we comprehensively evaluate event081

reasoning in knowledge and abilities. Since there082

are existing datasets that are comprehensive in re-083

lations and paradigms, and can cover both levels of084

schema and instance, we introduce a novel bench-085

mark EV2 for the EValuation of EVent reason-086

ing. EV2 is featured in evaluating both aligned087

schema-level and instance-level. The schema-level088

evaluation investigates the event schema knowl-089

edge of LLMs while the instance-level testifies090

the event reasoning abilities. Besides, to evalu-091

ate event reasoning in various types of relation092

and reasoning paradigms, EV2 includes two event093

reasoning tasks, namely Contextual Event Classi-094

fication (CEC) and Contextual Relation Reason-095

ing (CRR) as shown in Figure 1. EV2 is con-096

structed from both GPT generation and human an-097

notation. Utilizing EV2, we comprehensively eval-098

uate how well LLMs do event reasoning in terms099

of abilities and knowledge. Specifically, we mainly100

explore four research questions: 1) How proficient101

abilities of event reasoning do LLMs have? 2)102

To what extent do LLMs have the event schema103

knowledge? 3) Are LLMs aligned with humans104

in leveraging event schema knowledge? 4) Can105

LLMs perform better event reasoning with explicit106

guidance of leveraging event schema knowledge?107

We conduct extensive experiments on EV2 to108

answer these questions. The results provide in- 109

sights into event reasoning that: 1) LLMs have 110

the abilities of event reasoning, but are far from 111

satisfactory and are imbalanced in different rela- 112

tions and reasoning paradigms. 2) LLMs have 113

event schema knowledge. They can answer the 114

schema-level questions with similar accuracy to 115

the instance-level questions. However, the devel- 116

opment of schema-level abilities falls behind those 117

of instance-level. 3) LLMs are not aligned with 118

humans in the aspect of leveraging event schema 119

knowledge. 4) Based on the findings, we design 120

two mentoring methods to guide the LLMs to uti- 121

lize event schema knowledge. One is to directly 122

add event schema knowledge to the prompt. The 123

second is guiding in a chain-of-thought format. 124

With the designed guidances for utilizing event 125

schema knowledge, LLMs can perform better event 126

reasoning. Especially with direct guidance, LLMs 127

get significant improvements. 128

We summarize our contributions as follows: 129

• We evaluate event reasoning in both levels of 130

schema and instance, and various relations 131

and paradigms. 132

• We construct a novel benchmark EV2 which 133

features two levels of evaluation and compre- 134

hensive in relations and reasoning paradigms. 135

We conduct extensive experiments to probe 136

how LLMs perform event reasoning. 137

• We conclude several insights. Based on our 138

findings, we design mentoring methods to 139

guide LLMs to utilize event schema knowl- 140

edge which achieves improvements in event 141

reasoning. 142

2 Problem Formulation 143

Event reasoning is to anticipate the occurrences 144

of certain relations or deduce interrelated correla- 145

tions (Tao et al., 2023a). The relations encompass 146

causality (Du et al., 2022), temporality (Zhou et al., 147

2019), and hierarchy (Glavaš et al., 2014). 148

Event reasoning requires comprehension of 149

event schema knowledge. An event schema of a 150

scenario is a schema-level graph Gs = (Vs,Es)1, 151

where Vs is the set of event types and Es is the 152

set of relations between events. Each edge in 153

Es is a relation triplet (Esi ,R, Esj ) standing for 154

that there is the relation R between Esi and Esj . 155

With instantiation, we have the instance-level event 156

1Superscript s represents schema level.

2



graph Gi = (Vi,Ei)2. An instance event E i has157

an event type Es but with detailed event argu-158

ments and context (Mitchell, 2005). The nodes159

and edges of these two graphs are correspond-160

ing, namely, each triplet in Gs has a correspond-161

ing triplet in Gi with the same inter-relation. In162

both levels, we consider totally six relation types,163

namely R ∈{Causes, IsResult, Before, After,164

IsSubevent, HasSubevent}.165

EV2 consists of two event reasoning paradigms166

for both levels of schema and instance. The first is167

Contextual Event Classification (CEC) and the sec-168

ond is Contextualized Relation Reasoning (CRR).169

CEC Given graph G, either schema- or instance-170

level, queried event E ∈ G, and target relation R,171

CEC requires the model to answer an event Ea:172

Ea = M(E ,R,G,C). (1)173

M is the model, C is the candidate event set. CEC174

evaluates the model’s comprehension of event se-175

mantics and structure.176

CRR Given graph G, either schema- or instance-177

level, two queried events Ei, Ej ∈ G, CRR requires178

to determine the relationR between them:179

R = M(Ei, Ej ,G). (2)180

CRR evaluates the understanding of event relations.181

In both schema and instance levels, EV2 has182

CEC and CRR tasks. Schema-level tasks require183

models to be rich in knowledge while tasks for in-184

stance need models to process detailed information.185

3 Benchmark Construction186

To create the EV2 benchmark, we curate a com-187

prehensive dataset through a three-stage process.188

Initially, the schema graph Gs is established. Then,189

GPT4 is employed to generate the instance graph190

Gi. Lastly, human annotators are tasked with creat-191

ing questions from Gs and Gi.192

3.1 Schema Graph Construction193

We leverage EECKG (Wang et al., 2022b) to194

ensure a diverse range of event types in our195

schema. EECKG combines rule-based reasoning196

with crowdsourced insights, built on ConceptNet’s197

structure. Nodes in EECKG represent verb phrases198

as events, and edges denote inter-event relations,199

focusing on Causes3, Before, and HasSubevent.200

2Superscript i represents instance level.
3The direction is that the head event causes the tail event.

Other relations are the same.

Our objective mandates that the nodes within 201

Gs should represent event types. Therefore, we 202

filter EECKG nodes, removing concrete event in- 203

stances. Preference is given to nodes with at most 204

two words, as longer descriptions tend to include 205

specific details. For events with fewer than two 206

words, we use GPT4 to enhance our selection, 207

ensuring the appropriate abstraction level for our 208

schema graph with the following prompt: 209

### Instructions:
Determine which of the following candidate phrases
are abstract and conceptual event types.

We identify a subset of remaining events that are 210

too generic. To refine the event selection, we also 211

exclude the most frequent events from our subset 212

to avoid generic events. 213

We then dissect the interconnected EECKG into 214

separate components, each representing a distinct 215

scenario. To prevent semantic drift, we carefully 216

control the size of each component. Starting from 217

a node, we conduct a random walk until the num- 218

ber of nodes surpasses a set threshold, thus defin- 219

ing a component. This process is executed for all 220

nodes to gather all components, as detailed in Al- 221

gorithm 1. Post-extraction, we eliminate cycles to 222

convert these structures into DAGs. 223

EECKG only contains forward event evolution 224

relations such as Causes. We further include com- 225

ponents of backward relations. We generate a re- 226

versed version for each component by inverting 227

edge directions and replacing relations with their 228

opposites: IsResult, After, and IsSubevent. 229

This creates the backward components. 230

In preparation for constructing tasks for CEC 231

and CRR, we label two events for each component. 232

We sample three event pairs (Eh, Et) per component 233

with a maximum inter-path length of four, utilizing 234

their predecessors as background events. These 235

pairs and background events form a schema graph. 236

When the path length between Eh and Et is two, the 237

direct relation serves as the queried relation; for 238

longer paths, we deduce the relation using Table 1. 239

We construct a schema graph, queried event pair, 240

and their relation (Eh, Et,R,Gs). 241

3.2 Instance Graph Construction 242

We next harvest instance graph Gi for each schema 243

graph Gs. For each node Es ∈ Gs, we ask GPT4 to 244

generate E i using the following prompt: 245
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Algorithm 1: Components Construction
Input :EECKG G, N
Output :A list of components O.

1 O = [ ]
2 Function RandomWalk(start, c):
3 l = RandomInt(N , N+2)
4 if l ≤ len(c) then
5 c.Append (start)
6 return c

7 n = Sample(start.Neighbors)
8 if n /∈ c then
9 c← RandomWalk(n, c ∪ {n})

10 return c

11 return null

12 foreach node ∈ G do
13 component = RandomWalk (node, [ ])
14 O.Append (component)

15 return O

### Instruction:
Generate an instance event for each abstract event.
The abstract event is the event type of the instance
event. All the instance events form a coherent story
which maintain the relations of each abstract event.
The integrated story should have explicit roles,
location and time. The whole story should be detailed,
diverse in topic and scenarios, and rich in knowledge.

We inherit the relations of Gs and obtain Gi. We246

naturally obtain the instances of Eh and Et.247

3.3 Question Construction248

The last step is to construct questions of CEC and249

CRR in both schema and instance levels. For CEC,250

regarding schema and instance head events as the251

query and the tail as an answer, we ask GPT4 to252

generate 15 possible candidate instance events with253

their event types.254

We then recruit 8 well-educated human annota-255

tors. Their missions are:256

1) Revise or discard Gs if not valid. Ensure the257

events are abstract, the relations are correct,258

there’s no scenario shifting in Gs.259

2) Revise or discard Gi if not valid. Ensure the260

events are concrete, the relations are correct,261

and the whole scenario of Gi is coherent and262

has no shifting.263

3) Choose three proper negative candidate events264

with their event types. Ensure answering the265

question should rely on the context events.266

We use the schema part of annotation as the schema-267

level questions and the instance part as instance-268

level questions. Then we complete CEC.269

RULE INDUCTION

(Before)+ Before
(After)+ After
(Before)⋆(Causes)+(Before)⋆ Before
(After)⋆(IsResult)+(After)⋆ After
(Before)⋆(HasSubevent)+( Before)⋆ Before
(Causes)⋆(HasSubevent)+( Causes)⋆ Causes
(After)⋆(IsSubevent)+( After)⋆ After
(IsResult)⋆(IsSubevent)+( IsResult)⋆ IsResult

Table 1: Relation induction rules. ⋆ denotes there exists
zero or more. + means there is at least one.

S-CEC I-CEC S-CRR S-CRR AVG N AVG E

492 558 767 835 3.62 2.78

Table 2: Statistic of EV2. S and I are schema and
instance. AVG N and AVG E stand for the average
number of nodes and edges per graph respectively.

For CRR, we regard Esh and Est as queried events 270

and use the relation between them as the answer to 271

form the schema-level question. For instance part, 272

we adopt a similar way. 273

Our CEC task is a 4-way multiple-choice task. 274

The CRR is a 3-way multiple-choice task. In 275

CRR, the choices for temporal, causal, and hi- 276

erarchy relations are [Before, After, Vague], 277

[Causes, IsResult, None], and [IsSubevent, 278

HasSubevent, None] respectively. We show ex- 279

amples of both tasks in Figure 1. We report the 280

number of each task and the average nodes and 281

edges of EV2 in Figure 2. 282

3.4 Quality Inspection 283

We recruit other human annotators to inspect the 284

quality of EV2. We sample 100 data for all tasks. 285

We ask them to give two scores for each sample: 286

Correct: Rate 1 if correct, otherwise rate 0. 287

Contextualized: Rate 1 if the answer relies on the 288

context events, otherwise rate 0. 289

Finally, we get 91% for Correct and 92% for 290

Contextualized. Human examination testifies that 291

EV2 is qualified. Besides, context events count. 292

3.5 Existing Dataset Comparison 293

We compare our benchmark to existing related 294

datasets. We show detailed comparison in Table 3. 295

Our benchmark is the only one that is for contex- 296

tualized event reasoning of various relations and 297

paradigms on both schema and instance levels. 298
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DATASET L C M-R M-P

ALTLEX(Hidey, 2016) I ✗ ✗ ✗
ASER(Zhang et al., 2020) S ✗ ✓ ✗
ATOMIC(Sap et al., 2019a) S ✗ ✓ ✗
COPA(Roemmele et al., 2011) I ✗ ✗ ✗
CQA(Bondarenko et al., 2022) I ✓ ✓ ✗
ECARE(Du et al., 2022) I ✗ ✗ ✗
ESL(Caselli and Vossen, 2017) I ✓ ✗ ✗
ESTER(Han et al., 2021) I ✓ ✓ ✗
HIEVE(Glavaš et al., 2014) I ✓ ✗ ✗
KAIROS(Li et al., 2021a) S ✓ ✗ ✗
LDC2020E25(Li et al., 2021a) S ✓ ✗ ✗
MATRES(Ning et al., 2018) I ✓ ✗ ✗
MAVEN-ERE(Wang et al., 2022a) I ✓ ✗ ✗
MCNC(Granroth-Wilding, 2016) I ✓ ✗ ✗
MCTACO(Zhou et al., 2019) I ✓ ✗ ✗
RED(O’Gorman et al., 2016) I ✓ ✓ ✗
SCITE(Li et al., 2021b) I ✓ ✗ ✗
SCT(Mostafazadeh et al., 2016) I ✓ ✗ ✗
SocialIQA(Sap et al., 2019b) I ✓ ✓ ✗
TB-Dense(Cassidy et al., 2014) I ✓ ✗ ✗
TRACIE(Zhou et al., 2020) I ✓ ✗ ✗

EV2 S I ✓ ✓ ✓

Table 3: Comparison with existing event reasoning
datasets. L stands for the included levels. C repre-
sents whether it’s contextualized. M-R and M-P means
if it has multi-relations and paradigms. S and I stand for
schema and instance level.

4 Experiments299

4.1 Evaluated LLMs300

We evaluate 9 LLMs on event reasoning. For the301

open-source models, we evaluate their chat-version.302

For the closed-source models, we utilize their of-303

ficial APIs to conduct performance evaluations.304

Specifically, we employ the gpt-4-0125-preview305

version as the GPT4 and the gpt-3.5-turbo-1106 ver-306

sion as GPT3.5 in our experiments. For the open-307

source models, we include Qwen1.5-7B (Bai et al.,308

2023), Mistral-7B (Jiang et al., 2023), Baichuan-2-309

7B (Yang et al., 2023), Llama2-7B (Touvron et al.,310

2023), WizardLM-7B (Xu et al., 2023), Vicuna-311

7B (Chiang et al., 2023), and Alpaca-7B (Taori312

et al., 2023). Without loss of generosity, we use313

the model names to refer to the chat versions in the314

rest of our paper. For all evaluated LLMs, we use315

the same prompt. We show prompts in Figure 5-8316

in the Appendix.317

5 Results and Findings318

5.1 How proficient abilities of event reasoning319

do LLMs have?320

In this part, we mainly probe the abilities of how321

existing LLMs complete the event reasoning of the322

instance level.323

LLMs have the abilities of event reasoning, but 324

even the strongest GPT-4 is far from satisfactory. 325

We evaluate CEC and CRR at the instance level. 326

We show the results of different relations in Fig- 327

ure 2. For CEC, GPT4 performs the best. Models 328

like Qwen1.5-7B, Mistral-7B, and GPT3.5 are in 329

the second tier. Qwen1.5-7B and Mistral-7B are 330

both better than GPT3.5. Qwen1.5-7B can even 331

excel GPT4 in the temporal and causal relations. 332

The other models such as WizardLM-7B almost 333

fail, obtaining lower than 40% accuracy. For CRR, 334

GPT4 excels all other models as well. However, 335

unlike CEC, there is no obvious difference in the 336

performance of other models for CRR. 337

We show the average performance of instance- 338

level CEC and CRR in columns I-CEC and I-CRR 339

in Table 4. We only show models that have ba- 340

sic abilities, namely CEC accuracy above 50.00 or 341

CRR above 40.00 in Table 4, while other models 342

may lack analytical significance. Overall, existing 343

LLMs such as GPT4, and Qwen1.5-7B have CEC- 344

tain event reasoning abilities. However, even the 345

strongest GPT4 can only achieve 63.80 and 61.20 346

accuracy in each task showing there’s much room 347

for improvements of event reasoning. 348

The abilities of LLMs to deal with different rela- 349

tions and reasoning paradigms are unbalanced. 350

Comparing CEC to CRR, as relation-wise results 351

shown in Figure 2 and average performances in 352

columns I-CEC and I-CRR in Table 4, LLMs per- 353

form better for CEC than CRR. We compute the 354

average scores of four listed models in Table 4. We 355

find I-CEC is much higher than I-CRR, with 58.91 356

to 46.18. The results significantly suggest that CRR 357

is harder than CEC. Existing pretraining and SFT 358

datasets may be biased in paradigms. 359

We then analyze performances on different rela- 360

tions. As shown in Figure 2, LLMs perform best 361

in causality relation. Then, temporal, and hierar- 362

chy relations are tied. That further indicates the 363

imbalance training of different relations. Methods 364

and datasets of balanced abilities on relations are 365

needed. Transferring abilities of different relations 366

could also be feasible (Tao et al., 2023b). 367

This is a crucial finding. Chan et al. 368

(2023) conduct causal event classification such as 369

ECARE (Du et al., 2022), and relation reasoning 370

such as MATRES (Ning et al., 2018). They directly 371

compare these two groups of results and conclude 372

the gaps are merely from differences in relations. 373

However, they ignore the difference in reasoning 374
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Figure 2: Results of CEC and CRR. S and I stand for schema- and instance-level. Relation types of Causality,
Temporality, and Hierarchy are denoted as C, T, and H.

paradigms. Leveraging EV2, with disentangling375

relations and formulations, we investigate event376

reasoning with less bias.377

LLMs excel in forward CEC compared with378

backward. We calculate the average scores of379

forward relation (After, IsResult) and backward380

relation (Before, Causes). The results are shown381

in columns I-F, and I-B in Table 4. We find that382

the average of I-F is significantly better than I-B.383

It also suggests that the training dataset is unbal-384

anced in relations. Less of the training data is used385

for backward relations, resulting in poorer perfor-386

mances on those. However, backward relations are387

important in abduction scenarios. Methods should388

be designed to enhance such abilities.389

CEC improves faster than CRR with model390

development. We investigate the improvement391

trends of CEC and CRR. In Figure 3. When mod-392

els have poor event reasoning abilities, their per-393

formances lie around the balanced line showing no394

significant differences in tasks. With the develop-395

ment, the CEC improves much faster than CRR396

such models as GPT3.5, Mistral-7B, and Qwen1.5-397

7B. This investigation appeals to the need for train-398

ing in comprehensive event reasoning abilities.399

5.2 To what extent do LLMs have the event400

schema knowledge?401

In the previous section, we acknowledge that LLMs402

can complete event reasoning to some extent. How-403

ever, whether they are endowed with event schema404

knowledge remains unknown. In this part, we405

mainly explore to what extent LLMs have the event406

Model S-F S-B I-F I-B S-CEC I-CEC S-CRR I-CRR

GPT4 54.22 55.84 65.34 61.84 55.48 63.80 52.80 61.20
GPT3.5 47.88 50.94 55.68 49.12 49.79 50.18 45.37 39.52
Qwen 42.96 52.45 67.05 65.37 48.98 63.98 43.00 40.00
Mistral 44.37 52.08 67.61 53.71 48.98 57.71 46.00 44.00

AVG 47.35 52.82 63.92 57.51 50.8 58.91 46.79 46.18

Table 4: Average performances. AVG stands for the
average scores of all models on that column. S and
I stand for schema- and instance-level. F and B are
forward and backward relations.

schema knowledge, i.e. of the schema level. 407

LLMs have event schema knowledge. We eval- 408

uate CEC and CRR on the schema level. The re- 409

sults are shown in Figure 2, and the average scores 410

are reported in Table 4. We find LLMs already 411

have event schema knowledge and can complete 412

both CEC and CRR tasks at the schema level to 413

some extent. However, in Table 4, we observe that 414

S-CEC lags I-CEC, suggesting that LLMs are more 415

adept at reasoning at the instance level. 416

Event schema knowledge increases falling be- 417

hind reasoning at the instance level. We probe 418

how event schema knowledge increases with the de- 419

velopment of LLMs. We depict CEC performance 420

comparisons of LLMs on instance- and schema- 421

level in Figure 4. When the models initially can 422

reason about events, they also have event schema 423

knowledge. At this time, models can perform com- 424

paratively or even better in schema-level event rea- 425

soning. With the development, models perform 426

instance-level reasoning better than schema-level. 427

It indicates that the accumulation of event schema 428
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Figure 3: Improvements trend on CEC and CRR. The
dashline represents the balanced improvement with
slope 3/4 considering the CEC is a 4-way multiple-
choice task while CRR has three choices. The red line
is the regression line of models except GPT4.

knowledge falls behind the reasoning at the in-429

stance level. This finding demonstrates that enhanc-430

ing event schema knowledge may further improve431

these abilities to obtain better general LLMs.432

5.3 Are LLMs aligned with humans in the433

aspect of leveraging event schema434

knowledge435

In this section, we investigate how LLMs leverage436

event schema knowledge to complete event reason-437

ing. We first provide the instance-level question438

for the models and then ask them to generate the439

required event schema knowledge to solve the task.440

Then we evaluate the accuracy of the generated441

event schema knowledge.442

Since we have the ground truth event schema443

knowledge for each question, the only challenge is444

to guide the LLMs to generate in a similar format445

for calculating accuracy. The instruction of our446

prompt first asks LLMs to generate the event types447

of each instance event in data. Based on the event448

types, it requires the LLMs to further generate rela-449

tion triplets needed for the question.450

However, we find the LLMs would generate451

event types of different words but correct contents.452

To mitigate this problem, we prepare a list of can-453

didate event types for each data to make it a classi-454

fication setting. To keep the task difficult, we first455

conduct KMeans clustering on all event types in456

our dataset4. We obtain 1000 clusters. For each457

data, we assign 20 random candidates in total in-458

cluding the correct ones. The negative event types459

are chosen from different clusters.460

4We use all-mpnet-base-v2 for encoding.

20 30 40 50 60 70
I-CEC

20

25

30

35

40

45

50

55

60

S-
CE

C

GPT4

GPT3.5 Qwen1.5Mistral

Llama2

WizardLM

Vicuna

Alpaca

Figure 4: Comparisons between CEC performances on
instance- and schema-level. The dashed line represents
the balanced improvement with slope 1. The red line is
the regression line of all models

CEC CRR

ET REL ET REL

GPT4 70.71 37.30 70.66 49.41
GPT3.5 13.43 15.78 18.55 21.14
Mistral-7B 11.15 9.00 11.88 15.15

Table 5: Event schema knowledge Alignment. ET is the
event type accuracy. REL is relation triplet F1-score.

After the generation, we calculate the accuracy 461

of event types and F1-scores of relation triplets re- 462

spectively comparing with the human-labeled event 463

schema. We regard a correct triplet if all the head 464

and tail event types and the inter-relation align with 465

the human labels. We show detailed examples in 466

Figures 9-10 in Appendix. 467

The results are in Table 5. We find only GPT4 468

can generate correct event types while other models 469

all fail. For relation triplet generation, even GPT4 470

can not output proper event schemas5. It signifi- 471

cantly suggests that LLMs may not leverage event 472

schema knowledge as humans when solving event 473

reasoning tasks. Alignment of using such knowl- 474

edge could further improve the performances. 475

5.4 Can LLMs perform better event 476

reasoning with explicit guidance of 477

leveraging event schema knowledge? 478

In the previous section, we find LLMs may not 479

leverage event schema knowledge as human does. 480

It raises an interesting question how well LLMs 481

perform if we guide them to explicitly use such 482

knowledge? In this section, we probe this question. 483

We design two guiding methods: 484

5GPT4 excels other may be attributed to 1) its better align-
ment. 2) The dataset is originally generated by GPT4.
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CEC CRR

W.O.S W.T.S W.O.S W.T.S

GPT4 63.80 69.89 (6.09↑) 61.2 63.11 (1.91↑)
GPT3.5 50.18 60.92 (10.74↑) 39.52 45.99 (6.47↑)
Mistral-7B 57.71 63.26 (5.55↑) 44.00 47.07 (3.07↑)
Llama2-7B 30.29 38.17 (7.88↑) 34.00 43.35 (9.35↑)
WizardLM 33.69 29.93 (3.76↓) 37.00 44.91 (7.91↑)
Vicuna-7B 31.18 34.41 (3.23↑) 42.00 42.40 (0.40↑)

Table 6: Direct guidance with schema knowledge.
W.T.S and W.O.S stands for with and without event
knowledge guidance. We also report the difference be-
tween them.

CEC W.O.S W.T.S

GPT4 63.80 67.92 (4.12↑)

Table 7: CoT guidance with schema knowledge.
Direct: Directly add the event type of each in-485

stance event into the prompt.486

CoT: Guide the LLMs in a CoT-style to 1) gen-487

erate the event types of each instance event. 2)488

reason with the event types. This is a more prac-489

tical method since we would not know the event490

types in advance in real scenarios.491

We show the performances of direct guidance492

in Table 6. We find incorporating event schema493

knowledge significantly improves event reasoning.494

It shows great potential to solve event reasoning495

with the fusion of event schema knowledge.496

We report the results of the CoT guidance in Ta-497

ble 7. We only report results of GPT-4 since we498

find other models are unable to follow this instruc-499

tion. We find in CEC, CoT guidance can improve500

performance. However, the improvement of CoT501

lags those of Direct, indicating great space for bet-502

ter methods. Developing advanced guidance for all503

LLMs remains a challenging research problem. We504

show the example of prompt and GPT4 generation505

in Figures 11 and 12 in Appendix.506

6 Related Work507

Event Reasoning Du et al. (2022) aims to se-508

lect the accurate cause or effect event from candi-509

dates. Zhou et al. (2019) serves as a dataset for510

event temporal reasoning. Current works present511

a scenario of incorporating counterfactual reason-512

ing (Qin et al., 2019, 2020). In addition to single-513

event relation reasoning, existing works also reason514

events according to diversified event relations (Po-515

ria et al., 2021; Han et al., 2021; Yang et al., 2022).516

Tao et al. (2023b) further unifies datasets of sev-517

eral event-inter relations to transfer event relational518

knowledge to unseen tasks.519

Predicting events necessitates the model to an- 520

ticipate forthcoming occurrences grounded in the 521

present context (Zhao, 2021). Mostafazadeh et al. 522

(2016) employs a multiple-choice framework to 523

predict future events by encompassing a diverse 524

range of common-sense connections among events. 525

Guan et al. (2019) establish a dataset oriented to- 526

wards capturing event logic, enabling the genera- 527

tive prediction of future incidents. 528

6.1 Evaluations for LLMs 529

Evaluating the capacities of LLMs is the founda- 530

tion of using and improving them. One group 531

of research evaluates the general abilities of 532

LLMs (Hendrycks et al., 2020; Zheng et al., 2023; 533

Zhong et al., 2023; Bang et al., 2023) Besides, ex- 534

isting works evaluate LLMs in specific tasks (Bang 535

et al., 2023; Bian et al., 2023; Gao et al., 2023; Wei 536

et al., 2023) Related to event reasoning, Yuan et al. 537

(2023) evaluated the ability to solve event relation 538

extraction. Tao et al. (2023a) present the Event Se- 539

mantic Processing including the event understand- 540

ing, reasoning, and prediction of event semantics. 541

Chan et al. (2023) investigates relation reasoning 542

between sentences. Compared with them, we are 543

the first to introduce the evaluation for both schema- 544

and instance-level event reasoning. Moreover, we 545

comprehensively evaluate the performances of var- 546

ious relations and reasoning paradigms. 547

7 Conclusion 548

In this paper, we evaluate the event reasoning of 549

LLMs. We introduce a novel benchmark EV2 550

which features both levels of schema and instance. 551

It evaluates event schema knowledge and reason- 552

ing abilities. Besides, EV2 can be used to compre- 553

hensively evaluate the event reasoning in various 554

relations and reasoning paradigms. We conduct 555

extensive experiments on EV2. We obtain many 556

insights such as: 1) LLMs have the abilities of 557

event reasoning, but are far from satisfactory and 558

are unbalanced in different relations and reasoning 559

paradigms. 2) LLMs have event schema knowl- 560

edge. However, with the development of LLMs, 561

this knowledge increases slowly compared with 562

the increase of abilities of event instance reasoning. 563

3) LLMs are not aligned with human to leaver- 564

age event schema knowledge in event reasoning. 565

4) Based on the findings, we design two methods, 566

namely Direct and CoT, to guide the LLMs to uti- 567

lize event schema knowledge. With our designed 568

guidances for utilizing event schema knowledge, 569

LLMs can perform better event reasoning. 570
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Limitations571

We guide the LLMs to utilize the event schema572

knowledge in two ways. The Direct effects most.573

However, the more practical way CoT falls behind574

Direct indicating the potential of a better method575

of guidance. We leave it to future work.576
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### Instructions:
Answer the question by selecting A, B, C, D.

### Context:
"study" is a subevent of "analyse". "analyse" is after
"think". "pass_class" is after "study".

### Question:
Which event has the subevent of "think"? Choices:
A. research
B. attend_conference
C. plan_project
D. talk_to The answer is

The answer is

Figure 5: Prompt of schema-level CEC.
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### Instructions:
Answer the question by selecting A, B, C, D. Note that all events appearing in
"Context", "Question", and "Choices" refer to the specific events described in
"Instances".

### Instances:
event9:
In anticipation of the challenging final exams, she had dedicated countless evenings
in the library, poring over textbooks and academic papers on climate change.
event65:
These insights were further refined through discussions with her mentor, Professor
Ramirez, who provided valuable feedback and perspectives.
event30:
One pivotal moment was when she deciphered the complex data on global
warming trends, developing a comprehensive presentation.
event99:
After months of preparation, Alice finally received her diploma in Environmental
Science from the university.
event86:
This breakthrough came after she spent a weekend in solitude at a cabin in the
woods, reflecting on the interconnectedness of natural systems.
event32:
After her deep reflections, she crafted an ambitious project plan aiming to initiate a
community-driven reforestation program, outlining steps for local engagement and
environmental restoration efforts.
event5:
Alice attended an international conference on sustainable development, where she
presented her findings on the effectiveness of renewable energy sources in
reducing carbon emissions.
event90:
She conducted an in-depth analysis of historical environmental policy reforms to
understand their impact on current climate advocacy strategies.

### Context:
"event9" is a subevent of "event30". "event30" is after "event86". "event99" is after
"event9".

### Question:
Which event has the subevent of "event86"?
Choices:
A. event32
B. event65
C. event90
D. event5

The answer is

Figure 6: Prompt of instance-level CEC.
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### Instructions:
Answer the question by selecting A, B or C.

### Context:
"fall" is a subevent of "exercise". "miss" causes "fall". "miss" causes "exercise".

### Question:
Which is the causal relationship between "fall" and "lack_energy"?
Choices:
A. "fall" causes "lack_energy".
B. "fall" is result of "lack_energy".
C. There is no obvious causal relationship between "fall" and "lack_energy".

The answer is

Figure 7: Prompt of schema-level CRR.

### Instructions:
Answer the question by selecting A, B or C. Note that all events appearing in
"Context", "Question", and "Choices" refer to the specific events described in
"Instances".

### Instances:
event66:
Sitting in the second row, the jurors leaned forward, focusing intently on every
word spoken by the witness, understanding the gravity of the details being shared.
event88:
The court case of John Doe for alleged embezzlement commenced on a rainy
Monday morning at the downtown courthouse.
event90:
During the proceedings, a key witness was called to the stand to provide a detailed
account of the financial transactions in question.

### Context:
"event88" causes "event90".

### Question:
Which is the subordinate relationship between "event90" and "event66"?
Choices:
A. "event66" is subevent of "event90".
B. "event90" is subevent of "event66".
C. There is no obvious subordinate relationship between "event90" and "event66".

The answer is

Figure 8: Prompt of instance-level CRR.
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### Instructions:
In a scenario explained by the "Context", the "Question" ask about selecting one event that has a certain event relationship with a particular event, from all possible tail events provided by the "Choices",
and the "Instances" explain all the events in detail with a few sentences. Event semantic knowledge refers to the abstract event types to which specific events belong, and the relationships between these
abstract event types. Please output the event semantic knowledge used in solving the following problem. Note that all possible abstract event types in the "Schema", and the relationships between
abstract events include HasSubevent, IsSubevent, Before, After, Causes, and IsResult. For the tuple [event0, relation, event1], HasSubevent indicates that event1 is a subevent of event0, IsSubevent
indicates that event0 is a subevent of event1, Before indicates that event0 occurs before event1, After indicates that event0 occurs after event1, Causes indicates that event0 causes event1, and IsResult
indicates that event0 is the result of event1. Output in JSON format, don't generate other sentences.

### Requirements:
Abstract event types can only be chosen from "Schema", and the relationships of abstract event types can only be selected from HasSubevent, IsSubevent, Before, After, Causes, and IsResult. Follow the
format in examples, output in JSONL format. The key "event type" should correspond to a value that is a dictionary with events as keys and their abstracted categories as values. The key "event relation"
should correspond to a value that is a list of tuples [event0, relation, event1]. The relationships between events include HasSubevent, IsSubevent, Before, After, Causes, and IsResult.

### Schema:
artistic_innovation, relocate, pass_class, experience_emotional_distress, seek_guidance, think, drinking_coffee, answer, attend_conference, tell_lies, feeling_homesick, bored, review_notes, research, talk_to,
study, plan_project, getting_exercise, analyse, gaining_recognition

Here are some examples:

### Instances:
event53:
This revelation ultimately prompted an individual in the courtroom audience to discretely exit the room and later that evening, the same individual, driven by fear of exposure, went on to commit a fatal
assault against a witness who could connect him to the crime.
event67:
While Mr. Smith was providing his account, he mentioned a key detail that was previously overlooked—a unique tattoo that he glimpsed on the perpetrator's arm.
event91:
Two weeks later, during the heated court proceedings at the downtown courthouse, the homeowner, Mr. Smith, was called to testify before the jury regarding the night of the incident.

event64:
In a quiet suburban neighborhood, a burglary occurred at the Smith residence, where an unknown assailant broke in and stole valuable heirlooms late at night.
event51:
Upon hearing the new testimony about the tattoo, a juror who happened to have an interest in body art quietly made a mental note to research the design's origins, intrigued by its possible cultural
significance.
event13:
Upon hearing Mr. Smith's testimony, one juror with claustrophobia experienced a severe panic attack, which led to the court session being temporarily adjourned as the juror was rushed to the hospital
for medical attention.
event90:
In a surprising turn of events during the tea break, the court stenographer, overwhelmed by guilt, approached the judge and admitted to tampering with court transcripts in a previous unrelated case,
sparking an investigation into judicial misconduct.

### Context:
"event64" is before "event91". "event67" is a subevent of "event91".

### Question:
Which is caused by "event67"?
Choices:
A. event13
B. event90
C. event53
D. event51

Event type and event relation:
{"event_type": {"event67": "talk", "event53": "kill", "event64": "commit_crime", "event91": "take_stand", "event51": "hide_evidence", "event13": "escape", "event90": "confess"}, "event_relation":
[["commit_crime", "Before", "take_stand"], ["take_stand", "HasSubevent", "talk"], ["talk", "Causes", "kill"]]}

Now, based on the above, please output the event semantic knowledge used in solving the following problem.

### Instances:
event9:
In anticipation of the challenging final exams, she had dedicated countless evenings in the library, poring over textbooks and academic papers on climate change.
event65:
These insights were further refined through discussions with her mentor, Professor Ramirez, who provided valuable feedback and perspectives.
event30:
One pivotal moment was when she deciphered the complex data on global warming trends, developing a comprehensive presentation.
event99:
After months of preparation, Alice finally received her diploma in Environmental Science from the university.
event86:

This breakthrough came after she spent a weekend in solitude at a cabin in the woods, reflecting on the interconnectedness of natural systems.
event32:
After her deep reflections, she crafted an ambitious project plan aiming to initiate a community-driven reforestation program, outlining steps for local engagement and environmental restoration efforts.
event5:
Alice attended an international conference on sustainable development, where she presented her findings on the effectiveness of renewable energy sources in reducing carbon emissions.
event90:
She conducted an in-depth analysis of historical environmental policy reforms to understand their impact on current climate advocacy strategies.

### Context:
"event9" is a subevent of "event30". "event30" is after "event86". "event99" is after "event9".
### Question:
Which event has the subevent of "event86"?
Choices:
A. event32
B. event65
C. event90
D. event5

Event type and event relation:

Ground Truth:
{"event_type": {"event86": "think", "event65": "talk_to", "event9": "study", "event30": "analyse", "event99": "pass_class", "event32": "plan_project", "event5": "attend_conference", "event90": "research"},
"event_relation": [["study", "IsSubevent", "analyse"], ["analyse", "After", "think"], ["pass_class", "After", "study"], ["think", "IsSubevent", "talk_to"]]}

Figure 9: A example of detailed Prompt and ground truth for alignment evaluation on CEC.
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### Instructions:
In a scenario explained by the "Context", the "Question" ask about selecting one relationship between two events, from all possible relationships provided by the "Choices", and the "Instances" explain all
the events in detail with a few sentences. Event semantic knowledge refers to the abstract event types to which specific events belong, and the relationships between these abstract event types. Please
output the event semantic knowledge used in solving the following problem. Note that all possible abstract event categories in the "Schema", and the relationships between abstract events include
HasSubevent, IsSubevent, Before, After, Causes, and IsResult. For the tuple [event0, relation, event1], HasSubevent indicates that event1 is a subevent of event0, IsSubevent indicates that event0 is a
subevent of event1, Before indicates that event0 occurs before event1, After indicates that event0 occurs after event1, Causes indicates that event0 causes event1, and IsResult indicates that event0 is the
result of event1.

### Requirements:
Abstract event types can only be chosen from "Schema", and the relationships of abstract event types can only be selected from HasSubevent, IsSubevent, Before, After, Causes, and IsResult. Follow the
format in examples, output in JSONL format. The key "event type" should correspond to a value that is a dictionary with events as keys and their abstracted categories as values. The key "event relation"
should correspond to a value that is a list of tuples [event0, relation, event1]. The relationships between events include HasSubevent, IsSubevent, Before, After, Causes, and IsResult.
### Schema:
injury, write_story, review_appeal, competing, improving_skill, delivering_verdict, experience_illness, competing_against, discuss_results, engage_physical_activity, trial, plan, gaining_weight, hear_testimony,
conduct_research, develop_immunity, decorate_venue, organize_thoughts, educate_child, paying_attention

Here are some examples:

### Instances:
event53:
This revelation ultimately prompted an individual in the courtroom audience to discretely exit the room and later that evening, the same individual, driven by fear of exposure, went on to commit a fatal
assault against a witness who could connect him to the crime.
event67:
While Mr. Smith was providing his account, he mentioned a key detail that was previously overlooked—a unique tattoo that he glimpsed on the perpetrator's arm.
event91:
Two weeks later, during the heated court proceedings at the downtown courthouse, the homeowner, Mr. Smith, was called to testify before the jury regarding the night of the incident.
event64:
In a quiet suburban neighborhood, a burglary occurred at the Smith residence, where an unknown assailant broke in and stole valuable heirlooms late at night.

### Context:
"event64" is before "event91". "event67" is a subevent of "event91".

### Question:
Which is the causal relationship between "event67" and "event53"?
Choices:
A. "event67" causes "event53".
B. "event67" is result of "event53".
C. There is no obvious causal relationship between "event67" and "event53".
Event type and event relation:
{"event_type": {"event67": "talk", "event53": "kill", "event64": "commit_crime", "event91": "take_stand"}, "event_relation": [["commit_crime", "Before", "take_stand"], ["take_stand", "HasSubevent", "talk"],
["talk", "Causes", "kill"]]}

Now, based on the above, please output the event semantic knowledge used in solving the following problem.

### Instances:
event66:
Sitting in the second row, the jurors leaned forward, focusing intently on every word spoken by the witness, understanding the gravity of the details being shared.
event88:
The court case of John Doe for alleged embezzlement commenced on a rainy Monday morning at the downtown courthouse.
event90:
During the proceedings, a key witness was called to the stand to provide a detailed account of the financial transactions in question.

### Context:
"event88" causes "event90".

### Question:
Which is the subordinate relationship between "event90" and "event66"?
Choices:
A. "event66" is subevent of "event90".
B. "event90" is subevent of "event66".
C. There is no obvious subordinate relationship between "event90" and "event66".

Event type and event relation:

Ground Truth:
{"event_type": {"event90": "hear_testimony", "event88": "trial", "event66": "paying_attention"}, "event_relation": [["trial", "Causes", "hear_testimony"], ["hear_testimony", "HasSubevent", "paying_attention"]]}

Figure 10: A example of detailed Prompt and ground truth for alignment evaluation on CRC.
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Figure 11: An example of prompt for CoT guidance.
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Figure 12: An example of GPT4 generation of CoT guidance.
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