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Abstract

With the rapid rise of large language models (LLMs), phone automation has undergone
transformative changes. This paper systematically reviews LLM-driven phone GUI agents,
highlighting their evolution from script-based automation to intelligent, adaptive systems.
We first contextualize key challenges, (i) limited generality, (ii) high maintenance overhead,
and (iii) weak intent comprehension, and show how LLMs address these issues through
advanced language understanding, multimodal perception, and robust decision-making. We
then propose a taxonomy covering fundamental agent frameworks (single-agent, multi-agent,
plan-then-act), modeling approaches (prompt engineering, training-based), and essential
datasets and benchmarks. Furthermore, we detail task-specific architectures, supervised fine-
tuning, and reinforcement learning strategies that bridge user intent and GUI operations.
Finally, we discuss open challenges such as dataset diversity, on-device deployment efficiency,
user-centric adaptation, and security concerns, offering forward-looking insights into this
rapidly evolving field. By providing a structured overview and identifying pressing research
gaps, this paper serves as a definitive reference for researchers and practitioners seeking to
harness LLMs in designing scalable, user-friendly phone GUI agents.

1 Introduction

The core of phone GUI automation involves programmatically simulating human interactions with mobile
interfaces to accomplish complex tasks. This technology has wide applications in testing and shortcut cre-
ation, enhancing efficiency and reducing manual effort Azim & Neamtiu (2013); Pan et al. (2020); Koroglu
et al. (2018); Li et al. (2019); Degott et al. (2019). Traditional approaches rely on predefined scripts and
templates which, while functional, lack flexibility when confronting variable interfaces and dynamic environ-
ments Arnatovich & Wang (2018); Deshmukh et al. (2023); Nass (2024); Nass et al. (2021); Tramontana
et al. (2019).

In computer science, an agent perceives its environment through sensors and acts via actuators to achieve
goals Li et al. (2024e); Guo et al. (2024); Wang et al. (2024d); Jin et al. (2024); Bubeck et al. (2023). These
range from simple scripts to complex systems capable of learning and adaptation Wang et al. (2024d); Jin
et al. (2024); Huang et al. (2024b). Traditional phone automation agents are constrained by static scripts
and limited adaptability, making them ill-suited for modern mobile interfaces’ dynamic nature.

Building intelligent autonomous agents with planning, decision-making, and execution capabilities remains
a long-term AI goal Albrecht & Stone (2018). As technologies advanced, agents evolved from traditional
forms Anscombe (2000); Dennett (1988); Shoham (1993) to AI agents Poole & Mackworth (2010); Inkster
et al. (2018); Gao et al. (2018) incorporating machine learning and probabilistic decision-making. However,
these still struggle with complex instructions Luger & Sellen (2016); Amershi et al. (2014) and dynamic
environments Christiano et al. (2017); Köhl et al. (2019).

With the rapid development of Large Language Models (LLMs) like the GPT series Radford (2018); Radford
et al. (2019); Brown (2020); Achiam et al. (2023) and specialized models such as Fuyu-8B Bavishi et al.
(2023), LLM-based agents have demonstrated powerful capabilities across numerous domains Wang et al.
(2023c); Hong et al. (2023); Li et al. (2023a); Park et al. (2023); Boiko et al. (2023); Qian et al. (2023); Xia
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et al. (2023); Dasgupta et al. (2023); Qian et al. (2024a); Dong et al. (2024); Goertzel (2014). As Figure 1
illustrates, conversational LLMs primarily focus on language understanding and generation, while LLM-
based agents extend these capabilities by integrating perception and action components. This integration
enables interaction with external environments through multimodal inputs and operational outputs Wang
et al. (2023c); Hong et al. (2023); Qian et al. (2024a), bridging language understanding and real-world
interactions Xi et al. (2023); Li et al. (2024e); Guo et al. (2024); Furuta et al. (2024).

Figure 1: Comparison between conversational LLMs
and phone GUI agents. While a conversational LLM
can understand queries and provide informative re-
sponses (e.g., recommending coffee beans), a Phone
GUI agent can go beyond text generation to perceive
the device’s interface, decide on an appropriate action
(like tapping an app icon), and execute it in the real
environment, thus enabling tasks like ordering a latte
directly on the user’s phone.

Applying LLM-based agents to phone automation
has created a new paradigm, making mobile inter-
face operations more intelligent Hong et al. (2024);
Zheng et al. (2024a); Zhang et al. (2023a); Song
et al. (2023b). LLM-powered phone GUI agents
are intelligent systems that leverage large lan-
guage models to understand, plan, and ex-
ecute tasks on mobile devices by integrat-
ing natural language processing, multimodal
perception, and action execution capabilities.
These agents can recognize interfaces, understand
instructions, perceive changes in real time, and re-
spond dynamically. Unlike script-based automation,
they can autonomously plan complex sequences
through multimodal processing of instructions and
interface information. Their adaptability and flex-
ibility improve user experience through intent un-
derstanding, planning, and automated task execu-
tion, enhancing efficiency across scenarios from app
testing to complex operations like configuring set-
tings Wen et al. (2024a), navigating maps Wang
et al. (2024c;b), and shopping Zhang et al. (2023a).

Clarifying the development trajectory of phone GUI agents is crucial. On one hand, with the support of
large language models Radford (2018); Radford et al. (2019); Brown (2020); Achiam et al. (2023), phone
GUI agents can significantly enhance the efficiency of phone automation scenarios, making operations more
intelligent and no longer limited to coding fixed operation paths. This enhancement not only optimizes phone
automation processes but also expands the application scope of automation. On the other hand, phone GUI
agents can understand and execute complex natural language instructions, transforming human intentions
into specific operations such as automatically scheduling appointments, booking restaurants, summoning
transportation, and even achieving functionalities similar to autonomous driving in advanced automation.
These capabilities demonstrate the potential of phone GUI agents in executing complex tasks, providing
convenience to users and laying practical foundations for AI development.

With the increasing research on large language models in phone automation Wen et al. (2023; 2024a); Wang
et al. (2024c;b); Liu et al. (2024d); Zhang et al. (2024b); Lu et al. (2024b), the research community’s attention
to this field has grown rapidly. However, there is still a lack of dedicated systematic surveys in this area,
especially comprehensive explorations of phone automation from the perspective of large language models.
Given the importance of phone GUI agents, the purpose of this paper is to fill this gap by systematically
summarizing current research achievements, reviewing relevant literature, analyzing the application status
of large language models in phone automation, and pointing out directions for future research.

To provide a comprehensive overview of the current state and future prospects of LLM-Powered GUI Agents
in Phone Automation, we present a taxonomy that categorizes the field into three main areas: Frameworks
of LLM-powered phone GUI agents, Large Language Models for Phone Automation, and Datasets and
Evaluation Methods Figure 2. This taxonomy highlights the diversity and complexity of the field, as well as
the interdisciplinary nature of the research involved.
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Frameworks
(§3)

Single-Agent
(§3.1 - §3.3)

e.g. DroidBot-GPT Wen et al. (2023), Enabling Wang et al. (2023b), AutoDroid Wen et al. (2024a),
LLMPA Guan et al. (2023), TOL Agent Fan et al. (2024), MM-Navigator Yan et al. (2023),
MobileGPT Lee et al. (2023), CogAgent Hong et al. (2024), OmniParser Lu et al. (2024b),
GUI Narrator Wu et al. (2024c), MobileVLM Wu et al. (2024d), AppAgent Zhang et al. (2023a),
AppAgent v2 Li et al. (2024d), AppAgentX Jiang et al. (2025), Auto-GUI Zhang & Zhang (2023),
ScreenAI Baechler et al. (2024), Mobile-Agent-v Wang et al. (2025a), OS-Kairos Cheng et al. (2025),
GUI-Xplore Sun et al. (2025b), CoCo-agent Ma et al. (2024)

Multi-Agent
(§3.4)

Role-Coordinated
(§3.4.1)

e.g. MMAC-Copilot Song et al. (2024c), Mobile-Agent-v2 Wang et al. (2024b),
Mobile-Agent-E Wang et al. (2025d), Cradle Tan et al.,
PromptRPA Huang et al. (2024a), CHOP Zhou et al. (2025),
Agent S2 Agashe et al. (2025), Ask-before-Plan Zhang et al. (2024g)

Scenario-Based
(§3.4.2) e.g. MobileExpertsZhang et al. (2024b), SteP Sodhi et al. (2024)

Plan-Then-Act
(§3.5)

e.g. SeeAct Zheng et al. (2024a), UGround Gou et al. (2024), LiMAC Christianos et al. (2024),
ClickAgent Hoscilowicz et al. (2024), Ponder & Press Wang et al. (2024j)

Models
(§4)

Prompt
Engineering
(§4.1)

Text-Based Prompt
(§4.1.1)

e.g. MobileGPT Lee et al. (2023), AutoDroid Wen et al. (2024a),
DroidBot-GPT Wen et al. (2023), Enabling conversational Wang et al. (2023b),
PromptRPA Huang et al. (2024a), AXNav Taeb et al. (2024)

Multimodal Prompt
(§4.1.2)

e.g. Mobile-Agent Wang et al. (2024c), Mobile-Agent-v2 Wang et al. (2024b),
OmniParser Lu et al. (2024b), VisionDroid Liu et al. (2024d),
AppAgent Zhang et al. (2023a), MM-Navigator Yan et al. (2023),
MobileExperts Zhang et al. (2024b), VisionTasker Song et al. (2024b),
AppAgent v2 Li et al. (2024d), GUI Narrator Wu et al. (2024c),
ReuseDroid Li et al. (2025), VLM-Fuzzer Demissie et al. (2025),
Mobile-Agent-E Wang et al. (2025d)

Training-based
Methods (§4.2)

Task-Specific Model
Architectures (§4.2.1)

General
Purpose

e.g. Auto-GUI Zhang & Zhang (2023), ViMo Luo et al. (2025),
CogAgent Hong et al. (2024), ScreenAI Baechler et al. (2024),
CoCo-Agent Ma et al. (2024), MobileFlow Nong et al. (2024),
ShowUI Lin et al. (2024b), Aguvis Xu et al. (2024c),
UI-TARS Qin et al. (2025)

Phone
UI-Specific

Grounding
e.g. Smoothing Grounding Wu et al. (2025c),
MUG Li et al. (2022), LVG Qian et al. (2024b),
OS-Atlas Wu et al. (2024e)

Referring

e.g. Textual Foresight Burns et al. (2024),
UI-Hawk Zhang et al. (2024d),
Ferret-UI You et al. (2024),
Ferret-UI 2 Li et al. (2024f)

SQA

e.g. ScreenAI Baechler et al. (2024),
WebVLN Chen et al. (2024b),
MP-GUI Wang et al. (2025e),
UI-Hawk Zhang et al. (2024d)

Supervised
Fine-Tuning (§4.2.2)

e.g. SeeClick Cheng et al. (2024), InfiGUIAgent Liu et al. (2025b),
GUICourse Chen et al. (2024c), Agent-R Yuan et al. (2025),
GUI Odyssey Lu et al. (2024a), TinyClick Pawlowski et al. (2024),
MobileAgent Ding (2024), ReALM Moniz et al. (2024),
AppVLM Papoudakis et al. (2025), V-Droid Dai et al. (2025),
IconDesc Haque & Csallner (2024)

Reinforcement
Learning (§4.2.3)

Phone
Agents

e.g. DigiRL Bai et al. (2024), DistRL Wang et al. (2024h),
AutoGLM Liu et al. (2024b), Digi-q Bai et al. (2025),
ReachAgent Wu et al. (2025b), VSC-RL Wu et al. (2025a),
Ui-r1 Lu et al. (2025), GUI-R1 Xia & Luo (2025)

Web
Agents

e.g. ETO Song et al. (2024a), Agent Q Putta et al. (2024),
AutoWebGLM Lai et al. (2024)

PC
Agents e.g. ScreenAgent Niu et al. (2024), AssistGUI Gao et al. (2023)

Datasets and
Benchmarks
(§5)

Datasets
(§5.1)

e.g. Rico Deka et al. (2017), RICO Semantics Sunkara et al. (2022), PixelHelp Li et al. (2020),
MoTIF Burns et al. (2021), UIBert Bai et al. (2021), Meta-GUI Sun et al. (2022),
UGIF Venkatesh et al. (2022), AITW Rawles et al. (2024b), AITZ Zhang et al. (2024c),
GUI Odyssey Lu et al. (2024a), GUI-WORLD Chen et al. (2024a) AndroidControl Li et al. (2024a),
AMEX Chai et al. (2024), MobileViews Gao et al. (2024)

Benchmarks
(§5.2)

e.g. AutoDroid Wen et al. (2024a), MobileEnv Zhang et al. (2023b), AndroidArena Xing et al. (2024),
LlamaTouch Zhang et al. (2024e), B-MoCA Lee et al. (2024), AndroidWorld Rawles et al. (2024a),
AUITestAgent Hu et al. (2024), AgentStudio Zheng et al. (2024b), AndroidLab Xu et al. (2024b),
A3 Chai et al. (2025) MobileAgentBench Wang et al. (2024e), VisualAgentBench Liu et al. (2024c),
FedMABench Wang et al. (2025c), AutoEval Sun et al. (2025a), LearnAct Liu et al. (2025a)

Figure 2: A comprehensive taxonomy of LLM-powered phone GUI agents in phone automation. Note that
only a selection of representative works is included in this categorization.

Unlike previous literature reviews, which primarily focus on traditional phone automated testing methods,
most existing surveys emphasize manual scripting or rule-based automation approaches without leveraging
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LLMs Arnatovich & Wang (2018); Deshmukh et al. (2023); Nass (2024); Nass et al. (2021); Tramontana
et al. (2019). These traditional methods face significant challenges in coping with dynamic changes, complex
user interfaces, and the scalability required for modern applications. Although recent surveys have explored
broader areas of multimodal agents and foundation models for GUI automation, such as Foundations and
Recent Trends in Multimodal Mobile Agents: A Survey Wu et al. (2024a), GUI Agents with Foundation
Models: A Comprehensive Survey Wang et al. (2024g), and Large Language Model-Brained GUI Agents: A
Survey Zhang et al. (2024a), these works primarily cover general GUI-based automation and multimodal
applications.

However, a dedicated and focused survey on the role of large language models in phone GUI automation
remains absent in the existing literature. This paper addresses the above-mentioned gap by systematically
reviewing the latest developments, challenges, and opportunities in LLM-powered phone GUI agents, thereby
offering a more targeted exploration of this emerging domain. Our main contributions can be summarized
as follows:

• A Comprehensive and Systematic Survey of LLM-Powered Phone GUI Agents. We
provide an in-depth and structured overview of recent literature on LLM-powered phone automa-
tion, examining its developmental trajectory, core technologies, and real-world application scenarios.
By comparing LLM-driven methods to traditional phone automation approaches, this survey clari-
fies how large models transform GUI-based tasks and enable more intelligent, adaptive interaction
paradigms.

• Methodological Framework from Multiple Perspectives. Leveraging insights from existing
studies, we propose a unified methodology for designing LLM-driven phone GUI agents. This en-
compasses framework design (e.g., single-agent vs. multi-agent vs. plan-then-act frameworks), LLM
model selection and training (prompt engineering vs. training-based methods), data collection and
preparation strategies (GUI-specific datasets and annotations), and evaluation protocols (bench-
marks and metrics). Our systematic taxonomy and method-oriented discussion serve as practical
guidelines for both academic and industrial practitioners.

• In-Depth Analysis of Why LLMs Empower Phone Automation. We delve into the funda-
mental reasons behind LLMs’ capacity to enhance phone automation. By detailing their advance-
ments in natural language comprehension, multimodal grounding, reasoning, and decision-making,
we illustrate how LLMs bridge the gap between user intent and GUI actions. This analysis eluci-
dates the critical role of large models in tackling issues of scalability, adaptability, and human-like
interaction in real-world mobile environment.

• Insights into Latest Developments, Datasets, and Benchmarks. We introduce and evaluate
the most recent progress in the field, highlighting innovative datasets that capture the complexity
of modern GUIs and benchmarks that allow reliable performance assessment. These resources form
the backbone of LLM-based phone automation, enabling systematic training, fair evaluation, and
transparent comparisons across different agent designs.

• Identification of Key Challenges and Novel Perspectives for Future Research. Beyond
discussing mainstream hurdles (e.g., dataset coverage, on-device constraints, reliability), we pro-
pose forward-looking viewpoints on user-centric adaptations, security and privacy considerations,
long-horizon planning, and multi-agent coordination. These novel perspectives shed light on how
researchers and developers might advance the current state of the art toward more robust, secure,
and personalized phone GUI agents.

By addressing these aspects, our survey not only provides an up-to-date map of LLM-powered phone GUI
automation but also offers a clear roadmap for future exploration. We hope this work will guide researchers
in identifying pressing open problems and inform practitioners about promising directions to harness LLMs
in designing efficient, adaptive, and user-friendly phone GUI agents.
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2 Development of Phone Automation

The evolution of phone automation has been marked by significant technological advancements Kong et al.
(2018), particularly with the emergence of LLMs Radford (2018); Radford et al. (2019); Brown (2020);
Achiam et al. (2023). This section explores the historical development of phone automation, the challenges
faced by traditional methods, and how LLMs have revolutionized the field.

2.1 Phone Automation Before the LLM Era

Before the advent of LLMs, phone automation was predominantly achieved through traditional technical
methods Kirubakaran & Karthikeyani (2013); Azim & Neamtiu (2013); Amalfitano et al. (2014); Linares-
Vásquez et al. (2017); Kong et al. (2018); Zhao et al. (2024). This subsection delves into the primary areas
of research and application during that period, including automation testing, shortcuts, and Robotic Process
Automation (RPA), highlighting their methodologies and limitations.

2.1.1 Automation Testing

Phone applications (apps) have become extremely popular, with approximately 1.68 million apps in the
Google Play Store1. The increasing complexity of apps Hecht et al. (2015) has raised significant concerns
about app quality. Moreover, due to rapid release cycles and limited human resources, developers find it
challenging to manually construct test cases. Therefore, various automated phone app testing techniques have
been developed and applied, making phone automation testing the main application of phone automation
before the era of large models Kirubakaran & Karthikeyani (2013); Kong et al. (2018); Linares-Vásquez
et al. (2017); Zein et al. (2016). Test cases for phone apps are typically represented by a sequence of GUI
events Jensen et al. (2013) to simulate user interactions with the app. The goal of automated test generators
is to produce such event sequences to achieve high code coverage or detect bugs Zhao et al. (2024).

In the development history of phone automation testing, we have witnessed several key breakthroughs and
advancements. Initially, random testing (e.g., Monkey Testing Machiry et al. (2013)) was used as a simple
and fundamental testing method, detecting application stability and robustness by randomly generating user
actions. Although this method could cover a wide range of operational scenarios, its testing process lacked
focus and was difficult to reproduce and pinpoint specific issues Kong et al. (2018).

Subsequently, model-based testing Amalfitano et al. (2012; 2014); Azim & Neamtiu (2013) became a more
systematic testing approach. It establishes a user interface model of the application, using predefined states
and transition rules to generate test cases. This method improved testing coverage and efficiency, but the
construction and maintenance of the model required substantial manual involvement, and updating the
model became a challenge for highly dynamic applications.

With the development of machine learning techniques, learning-based testing methods began to emerge Ko-
roglu et al. (2018); Pan et al. (2020); Li et al. (2019); Degott et al. (2019). These methods generate test
cases by analyzing historical data to learn user behavior patterns. For example, Humanoid Li et al. (2019)
uses deep learning to mimic human tester interaction behavior and uses the learned model to guide test
generation like a human tester. However, this method relies on human-generated datasets to train the model
and needs to combine the model with a set of predefined rules to guide testing.

Recently, reinforcement learning Ladosz et al. (2022) has shown great potential in the field of automated
testing. DinoDroid Zhao et al. (2024) is an example that uses Deep Q-Network (DQN) Fan et al. (2020) to
automate testing of Android applications. By learning behavior models of existing applications, it automat-
ically explores and generates test cases, not only improving code coverage but also enhancing bug detection
capabilities. Deep reinforcement learning methods can handle more complex state spaces and make more
intelligent decisions but also face challenges such as high training costs and poor model generalization capa-
bilities Luo et al. (2024).

1https://www.statista.com.
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2.1.2 Shortcuts

Shortcuts on mobile devices refer to predefined rules or trigger conditions that enable users to execute a
series of actions automatically Bridle & McCreath (2006); Guerreiro et al. (2008); Kennedy & Everett (2011).
These shortcuts are designed to streamline interaction by reducing repetitive manual input. For instance, the
Tasker app on the Android platform2 and the Shortcuts feature on iOS3 allow users to automate tasks like
turning on Wi-Fi, sending text messages, or launching apps under specific conditions such as time, location,
or events. These implementations leverage simple IF-THEN and manually-designed logic but are inherently
limited in scope and flexibility.

2.1.3 Robotic Process Automation

Robotic Process Automation(RPA) applications on phone devices aim to simulate human users performing
repetitive tasks across applications Agostinelli et al. (2019). Phone RPA tools generate repeatable automation
processes by recording user action sequences. These tools are used in enterprise environment to automate
tasks such as data entry and information gathering, reducing human errors and improving efficiency, but
they struggle with dynamic interfaces and require frequent script updates Pramod (2022); Syed
et al. (2020).

2.2 Challenges of Traditional Methods

Despite the advancements made, traditional phone automation methods faced significant challenges that
hindered further development. This subsection analyzes these challenges, including lack of generality and
flexibility, high maintenance costs, difficulty in understanding complex user intentions, and insufficient intel-
ligent perception, highlighting the need for new approaches.

2.2.1 Limited Generality

Traditional automation methods are often tailored to specific applications and interfaces, lacking adaptability
to different apps and dynamic user environment Clarke et al. (2016); Li et al. (2017); Patel & Pasha (2015);
Asadullah & Raza (2016). For example, automation scripts designed for a specific app may not function
correctly if the app updates its interface or if the user switches to a different app with similar functionality.
This inflexibility makes it difficult to extend automation across various usage scenarios without significant
manual reconfiguration.

These methods typically follow predefined sequences of actions and cannot adjust their operations based on
changing contexts or user preferences. For instance, if a user wants an automation to send a customized
message to contacts who have birthdays on a particular day, traditional methods struggle because they cannot
dynamically access and interpret data from the contacts app, calendar, and messaging app simultaneously.
Similarly, automating tasks that require conditional logicsuch as playing different music genres based on the
time of day or weather conditionsposes a challenge for traditional automation tools, as they lack the ability
to integrate real-time data and make intelligent decisions accordingly Majeed et al. (2020); Liu et al. (2023).

2.2.2 High Maintenance Costs

Writing and maintaining automation scripts require professional knowledge and are time-consuming and
labor-intensive Kodali et al. (2019); Kodali & Mahesh (2017); Moreira et al. (2023); Lamberton et al. (2017);
Meironke & Kuehnel (2022). Taking RPA as an example, as applications continually update and iterate,
scripts need frequent modifications. When an application’s interface layout changes or functions are up-
dated, RPA scripts originally written for the old version may not work properly, requiring professionals to
spend considerable time and effort readjusting and optimizing the scripts Tripathi (2018); Ling et al. (2020);
Agostinelli et al. (2022).

2https://play.google.com.
3https://support.apple.com.
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The high entry barrier also limits the popularity of some automation features Le et al. (2020); Roffarello et al.
(2024). For example, Apple’s Shortcuts 4 can combine complex operations, such as starting an Apple Watch
fitness workout, recording training data, and sending statistical data to the user’s email after the workout.
However, setting up such a complex shortcut often requires the user to perform a series of complicated
operations on the phone following fixed rules. This is challenging for ordinary users, leading many to
abandon usage due to the complexity of manual script writing.

2.2.3 Poor Intent Comprehension

Rule-based and script-based systems can only execute predefined tasks or engage in simple natural language
interactions Kepuska & Bohouta (2018); Cowan et al. (2017). Simple instructions like "open the browser" can
be handled using traditional natural language processing algorithms, but complex instructions like "open the
browser, go to Amazon, and purchase a product" cannot be completed. These traditional systems are based
on fixed rules and lack in-depth understanding and parsing capabilities for complex natural language Anicic
et al. (2010); Kang et al. (2013); Karanikolas et al. (2023).

They require users to manually write scripts to interact with the phone, greatly limiting the application
of intelligent assistants that can understand complex human instructions. For example, when a user wants
to check flight information for a specific time and book a ticket, traditional systems cannot accurately
understand the user’s intent and automatically complete the series of related operations, necessitating manual
script writing with multiple steps, which is cumbersome and requires high technical skills.

2.2.4 Weak Screen GUI Perception

Different applications present a wide variety of GUI elements, making it challenging for traditional methods
like RPA to accurately recognize and interact with diverse controls Fu et al. (2024); Banerjee et al. (2013);
Chen et al. (2018); Brich et al. (2017). Traditional automation often relies on fixed sequences of actions
targeting specific controls or input fields, exhibiting Weak Screen GUI Perception that limits their ability
to adapt to variations in interface layouts and component types. For example, in an e-commerce app,
the product details page may include dynamic content like carousels, embedded videos, or interactive size
selection menus, which differ significantly from the simpler layout of a search results page. Traditional
methods may fail to accurately identify and interact with the "Add to Cart" button or select product options,
leading to unsuccessful automation of purchasing tasks.

Moreover, traditional automation struggles with understanding complex screen information such as dynamic
content updates, pop-up notifications, or context-sensitive menus that require adaptive interaction strategies.
Without the ability to interpret visual cues like icons, images, or contextual hints, these methods cannot
handle tasks that involve navigating through multi-layered interfaces or responding to real-time changes.
For instance, automating the process of booking a flight may involve selecting dates from a calendar widget,
choosing seats from an interactive seat map, or handling security promptsall of which require sophisticated
perception and interpretation of the interface Zhang et al. (2024e).

In phone automation, many apps do not provide open API interfaces, forcing solutions to rely directly on the
GUI for triggering actions and retrieving information. Even when tools are used to parse the Android UI Wu
et al. (2021), non-standard controls often prevent accurate JSON parsing, further complicating automated
testing and interaction. Additionally, because the GUI is a universal and consistent interface across apps
regardless of their internal design, it naturally becomes the central focus of phone automation methods.

These limitations significantly impede the widespread application and deep development of traditional phone
automation technologies. Without intelligent perception capabilities, automation cannot adapt to the com-
plexities of modern app interfaces, which are increasingly dynamic and rich in interactive elements. This
underscores the urgent need for new methods and technologies that can overcome these bottlenecks and
achieve more intelligent, flexible, and efficient phone automation.

4https://support.apple.com.
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Figure 3: Milestones in the development of LLM-powered phone GUI agents. This figure divides advance-
ments into four primary parts: Prompt Engineering, Training-Based Methods, Datasets and Bench-
marks. Prompt Engineering leverages pre-trained LLMs by strategically crafting input prompts, as detailed
in §4.1, to perform specific tasks without modifying model parameters. In contrast, Training-Based Methods,
discussed in §4.2, involve adapting LLMs via supervised fine-tuning or reinforcement learning on GUI-specific
data, thereby enhancing their ability to understand and interact with mobile UIs.

2.3 LLMs Boost Phone Automation

The advent of LLMs has marked a significant shift in the landscape of phone automation, enabling more
dynamic, context-aware, and sophisticated interactions with mobile devices. As illustrated in Figure 3,
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the research on LLM-powered phone GUI agents has progressed through pivotal milestones, where models
become increasingly adept at interpreting multimodal data, reasoning about user intents, and autonomously
executing complex tasks. This section clarifies how LLMs address traditional limitations and examines
why scaling laws can further propel large models in phone automation. As will be detailed in § 4 and §
5, LLM-based solutions for phone automation generally follow two routes: (1) Prompt Engineering, where
pre-trained models are guided by carefully devised prompts, and (2) Training-Based Methods, where LLMs
undergo additional optimization on GUI-focused datasets. The following subsections illustrate how LLMs
mitigate the core challenges of traditional phone automationranging from contextual semantic understanding
and GUI perception to reasoning and decision makingand briefly highlight the role of scaling laws in enhancing
these capabilities.

Scaling Laws in LLM-Based Phone Automation. Scaling lawsoriginally observed in general-purpose
LLMs, where increasing model capacity and training data yields emergent capabilities Brown et al. (2020);
Kaplan et al. (2020); Hagendorff (2023)have similarly begun to manifest in phone GUI automation. As
datasets enlarge and encompass more diverse apps, usage scenarios, and user behaviors, recent findings Cheng
et al. (2024); Chen et al. (2024c); Lu et al. (2024a); Pawlowski et al. (2024) show consistent gains in step-
by-step automation tasks such as clicking buttons or entering text. This data scaling not only captures
broader interface layouts and device contexts but also reveals latent emergent competencies, allowing LLMs
to handle more abstract, multi-step instructions. Empirical evidence from in-domain scenarios Li et al.
(2024a) further underscores how expanded coverage of phone apps and user patterns systematically refines
automation accuracy. In essence, as model sizes and data complexity grow, phone GUI agents exploit these
scaling laws to bridge the gap between user intent and real-world GUI interactions with increasing efficiency
and sophistication.

Contextual Semantic Understanding. LLMs have transformed natural language processing for phone
automation by learning from extensive textual corpora Vaswani (2017); Brown et al. (2020); Radford (2018);
Devlin (2018); Wen et al. (2024a); Zhang et al. (2023a). This training captures intricate linguistic structures
and domain knowledge Karanikolas et al. (2023), allowing agents to parse multi-step commands and generate
context-informed responses. MobileAgent Wang et al. (2024c), for example, interprets user directives like
scheduling appointments or performing transactions with high precision, harnessing the Transformer archi-
tecture Vaswani (2017) for efficient encoding of complex prompts. Consequently, phone GUI agents benefit
from stronger natural language grounding, bridging user-intent gaps once prevalent in script-based systems.

Screen GUI with Multi-Modal Perception. Screen GUI perception in earlier phone automation systems
typically depended on static accessibility trees or rigid GUI element detection, which struggled to adapt to
changing app interfaces. Advances in LLMs, supported by large-scale multimodal datasets Zhao et al.
(2023); Chang et al. (2024); Minaee et al. (2024), allow models to unify textual and visual signals in a single
representation. Systems like UGround Gou et al. (2024), Ferret-UI You et al. (2024), and UI-Hawk Zhang
et al. (2024d) excel at grounding natural language descriptions to on-screen elements, dynamically adjusting
as interfaces evolve. Moreover, SeeClick Cheng et al. (2024) and ScreenAI Baechler et al. (2024) demonstrate
that learning directly from screenshotsrather than purely textual metadatacan further enhance adaptability.
By integrating visual cues with user language, LLM-based agents can respond more flexibly to a wide range
of UI designs and interaction scenarios.

Reasoning and Decision Making. LLMs also enable advanced reasoning and decision-making by com-
bining language, visual context, and historical user interactions. Pre-training on broad corpora equips these
models with the capacity for complex reasoning Wang et al. (2023a); Yuan et al. (2024), multi-step plan-
ning Song et al. (2023a); Valmeekam et al. (2023), and context-aware adaptation Talukdar & Biswas (2024);
Koike et al. (2024). MobileAgent-V2 Wang et al. (2024b), for instance, introduces a specialized planning
agent to track task progress while a decision agent optimizes actions. Auto-GUI Zhang & Zhang (2023)
applies a multimodal chain-of-action approach that accounts for both previous and forthcoming steps, and
SteP Sodhi et al. (2024) uses stacked LLM modules to solve diverse web tasks. Similarly, MobileGPT Lee
et al. (2023) leverages an app memory system to minimize repeated mistakes and bolster adaptability. Such
architectures demonstrate higher success rates in complex phone operations, reflecting a new level of auton-
omy in orchestrating tasks that previously demanded handcrafted scripts.
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Overall, LLMs are transforming phone automation by reinforcing semantic understanding, expanding mul-
timodal perception, and enabling sophisticated decision-making strategies. The scaling laws observed in
datasets like AndroidControl Li et al. (2024a) reinforce the notion that a larger volume and diversity of
demonstrations consistently elevate model accuracy. As these techniques mature, LLM-driven phone GUI
agents continue to redefine how users interact with mobile devices, ultimately paving the way for a more
seamless and user-centric automation experience.

2.4 Emerging Commercial Applications

The integration of LLMs has enabled novel commercial applications that leverage phone automation, offering
innovative solutions to real-world challenges. This subsection highlights several prominent cases, presented in
chronological order based on their release dates, where LLM-based GUI agents are reshaping user experiences,
improving efficiency, and providing personalized services.

Apple Intelligence. On June 11, 2024, Apple introduced its personal intelligent system, Apple Intelligence5,
seamlessly integrating AI capabilities into iOS, iPadOS, and macOS. It enhances communication, productiv-
ity, and focus features through intelligent summarization, priority notifications, and context-aware replies.
For instance, Apple Intelligence can summarize long emails, transcribe and interpret call recordings, and
generate personalized images or Genmoji. A key aspect is on-device processing, which ensures user privacy
and security. By enabling the system to operate directly on the users device, Apple Intelligence safeguards
personal information while providing an advanced, privacy-preserving phone automation experience.

vivo PhoneGPT. On October 10, 2024, vivo unveiled OriginOS 56, its newest mobile operating system,
featuring an AI agent ability named PhoneGPT. By harnessing large language models, PhoneGPT can
understand user instructions, preferences, and on-screen information, autonomously engaging in dialogues
and detecting GUI states to operate the smartphone. Notably, it allows users to order coffee or takeout
with ease and can even carry out a full phone reservation process at a local restaurant through extended
conversations. By integrating the capabilities of large language models with native system states and APIs,
PhoneGPT illustrates the great potential of phone GUI agents.

Honor YOYO Agent. Released on October 24, 2024, the Honor YOYO Agent7 exemplifies an phone
automation assistant that adapts to user habits and complex instructions. With just one voice or text
command, YOYO can automate multi-step processessuch as comparing prices to secure discounts when
shopping, automatically filling out forms, ordering beverages aligned with user preferences, or silencing
notifications during online meetings. By learning from user behaviors, YOYO reduces the complexity of
human-device interaction, offering a more effortless and intelligent phone experience.

Anthropic Claude Computer Use. On October 22, 2024, Anthropic unveiled the Computer Use feature
for its Claude 3.5 Sonnet model8. This feature allows an AI agent to interact with a computer as if a
human were operating it, observing screenshots, moving the virtual cursor, clicking buttons, and typing text.
Instead of requiring specialized environment adaptations, the AI can see the screen and perform actions
that humans would, bridging the gap between language-based instructions and direct computer operations.
Although initial performance is still far below human proficiency, this represents a paradigm shift in human-
computer interaction. By teaching AI to mimic human tool usage, Anthropic reframes the challenge from
tool adaptation for models to model adaptation to existing tools. Achieving balanced performance, security,
and cost-effectiveness remains an ongoing endeavor.

Zhipu.AI AutoGLM. On October 25, 2024, Zhipu.AI introduced AutoGLM Liu et al. (2024b), an in-
telligent agent that simulates human operations on smartphones. With simple text or voice commands,
AutoGLM can like and comment on social media posts, purchase products, book train tickets, or order
takeout. Its capabilities extend beyond mere API callsAutoGLM can navigate interfaces, interpret visual
cues, and execute tasks that mirror human interaction steps. This approach streamlines daily tasks and
demonstrates the versatility and practicality of LLM-driven phone automation in commercial applications.

5https://www.apple.com/apple-intelligence/.
6https://www.vivo.com.cn/originos
7https://www.honor.com/cn/magic-os/.
8https://www.anthropic.com/news/3-5-models-and-computer-use
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These emerging commercial applicationsfrom Apples privacy-focused on-device intelligence to vivos
PhoneGPT, Honors YOYO agent, Anthropics Computer Use, and Zhipu.AIs AutoGLMshowcase how LLM-
based agents are transcending traditional user interfaces. They enable more natural, efficient, and person-
alized human-device interactions. As models and methods continue to evolve, we can anticipate even more
groundbreaking applications, further integrating AI into the fabric of daily life and professional workflows.

Figure 4: POMDP model for ordering a latte. Each circle represents a state (e.g., Home Screen, App
Homepage, Latte Details Page, Customize Order, Order Confirmation, Order Complete). The agent starts
at the initial state S0 (Home Screen) and makes decisions at each step (e.g., tapping the Starbucks app
icon, selecting the "Latte" button, viewing latte details). Due to partial observability, the agent receives
limited information at each decision point (e.g., O0: Starbucks app icon visible, O1: "Latte" button visible,
O2: Latte product details visible). Some actions correctly advance towards the goal, while others may cause
errors requiring corrections. The final goal is to confirm the order.

3 Frameworks and Components of Phone GUI Agents

MLLM-powered phone GUI agents can be designed using different architectural paradigms and components,
ranging from straightforward, single-agent systems Wang et al. (2023b); Wen et al. (2023; 2024a); Zhang
et al. (2023a); Wang et al. (2024c) to more elaborate multi-agent Wang et al. (2024b); Zhang et al. (2024b;f)
or multi-stage Zheng et al. (2024a); Gou et al. (2024); Hoscilowicz et al. (2024) approaches. A fundamental
scenario involves a single agent that operates incrementally, without precomputing an entire action sequence
from the outset. Instead, the agent continuously observes the dynamically changing mobile environ-
mentwhere available UI elements, device states, and relevant contextual factors may shift in unpredictable
waysand cannot be exhaustively enumerated in advance. As a result, the agent must adapt its strategy
step-by-step, making decisions based on the current situation rather than following a fixed plan. This
iterative decision-making process can be effectively modeled using a Partially Observable Markov De-
cision Process (POMDP), a well-established framework for handling sequential decision-making under
uncertainty Monahan (1982); Spaan (2012). By modeling the task as a POMDP, we capture its dynamic
nature, the impossibility of pre-planning all actions, and the necessity of adjusting the agents approach at
each decision point.

As illustrated in Figure 4, consider a simple example: the agents goal is to order a latte through the Starbucks
app. The apps interface may vary depending on network latency, promotions displayed, or the users last
visited screen. The agent cannot simply plan all steps in advance; it must observe the current screen, identify
which UI elements are present, and then choose an action (like tapping the Starbucks icon, swiping to a menu,
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or selecting the latte). After each action, the state changes, and the agent re-evaluates its options. This
dynamic, incremental decision-making is precisely why POMDPs are a suitable framework. In the POMDP
formulation for phone automation:

States (S). At each decision point, the agents perspective is described as a state, a comprehensive snapshot
of all relevant information that could potentially influence the decision-making process. This state encom-
passes the current UI information (e.g., screenshots, UI trees, OCR-extracted text, icons), the phones
own status (network conditions, battery level, location), and the task context (the users goalorder a
latteand the agents progress toward it). The state St represents the complete, underlying situation of the
environment at time t, which may not be directly observable in its entirety.

Actions (A). Given the state St at time t, the agent selects from available actions (taps, swipes, typing text,
launching apps) that influence the subsequent state. The details of how phone GUI agents make decisions
are introduced in § 3.2, and the design of the action space is discussed in § 3.3.

Transition Dynamics (P (s′|s, a)). When the agent executes an action at at time t, it leads to a new state
St+1. Some transitions may be deterministic (e.g., tapping a known button reliably opens a menu), while
others are uncertain (e.g., network delays, unexpected pop-ups). Mathematically, we have the transition
probability P (s′|s, a) which describes the likelihood of transitioning from state St to state St+1 given action
at.

Observations (O). The agent receives observations Ot at time t which are partial and imperfect reflections
of the true state St. In the phone automation context, these observations could be, for example, a glimpse of
the visible UI elements (not the entire UI tree), a brief indication of the network status (such as a signal icon
without detailed connection parameters), or a partial view of the battery level indicator. These observations
Ot provide the agent with some, but not all, of the information relevant to the state St. The agent must infer
and make decisions based on these limited observations, attempting to reach the desired goal state despite
the partial observability. The details of phone GUI agent perception are discussed in § 3.1.

Under this POMDP-based paradigm, the agent aims to make decisions that lead to the goal state by observing
the current state and choosing appropriate actions. It continuously re-evaluates its strategy as conditions
evolve, promoting real-time responsiveness and dynamic adaptation. The agent observes the state St at
time t, chooses an action at, and then based on the resulting observation Ot+1 and new state
St+1, refines its strategy.

As illustrated in Figure 5, frameworks of phone GUI agents aim to integrate perception, reasoning, and
action capabilities into cohesive agents that can interpret user intentions, understand complex UI states,
and execute appropriate operations within mobile environment. By examining these frameworks, we can
identify best practices, guide future advancements, and choose the right approach for various applications
and contexts.

To address limitations in adaptability and scalability, §3.4 introduces multi-agent frameworks, where special-
ized agents collaborate, enhance efficiency, and handle more diverse tasks in parallel. Finally, §3.5 presents
the Plan-Then-Act Framework, which explicitly separates the planning phase from the execution phase. This
approach allows agents to refine their conceptual plans before acting, potentially improving both accuracy
and robustness.

3.1 Perception in Phone GUI Agents

Perception is a fundamental component of the basic framework for MLLM-powered phone GUI agents. It
is responsible for capturing and interpreting the state of the mobile environment, enabling the agent to
understand the current context and make informed decisions. In the overall pipeline, perception serves as
the initial step in the POMDP, providing the necessary input for the reasoning and action modules to operate
effectively.

12



Under review as submission to TMLR

Figure 5: Overview of MLLM-powered phone GUI agent framework. The user’s intent, expressed through
natural language, is mapped to UI operations. By perceiving UI information and phone state(§3.1) , the
agent leverages stored knowledge and memory to plan, reason, and reflect (§3.2) . Finally, it executes actions
to fulfill the user’s goals(§3.3).

3.1.1 UI Information Perception

UI information is crucial for agents to interact seamlessly with the mobile interface. It can be further
categorized into UI tree-based and screenshot-based approaches, supplemented by techniques like Set-of-
Marks (SoM) and Icon & OCR enhancements.

UI tree is a structured, hierarchical representation of the UI elements on a mobile screen Medhi et al.
(2013); Räsänen & Saarinen (2015). Each node in the UI tree corresponds to a UI component, containing
attributes such as class type, visibility, and resource identifiers.9 Early datasets like PixelHelp Li et al.
(2020), MoTIF Burns et al. (2021), and UIBert Bai et al. (2021) utilized UI tree data to enable tasks
such as mapping natural language instructions to UI actions and performing interactive visual environment
interactions. DroidBot-GPT Wen et al. (2023) was the first work to investigate how pre-trained language
models can be applied to app automation without modifying the app or the model. DroidBot-GPT uses
the UI tree as its primary perception information. The challenge lies in converting the structured UI tree
into a format that LLMs can process effectively. DroidBot-GPT addresses this by transforming the UI tree
into natural language sentences. Specifically, it extracts all user-visible elements, generates prompts like “A
view <name>that can...” for each element, and combines them into a cohesive description of the current
UI state. This approach mitigates the issue of excessively long and complex UI trees by presenting the
information in a more natural and concise format suitable for LLMs. Subsequent developments, such as
Enabling Conversational Interaction Wang et al. (2023b) and AutoDroid Wen et al. (2024a), further refined

9https://developer.android.com/reference/android/view/View.
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this approach by representing the view hierarchy as HTML. Enabling Conversational Interaction introduces
a method to convert the view hierarchy into HTML syntax, mapping Android UI classes to corresponding
HTML tags and preserving essential attributes such as class type, text, and resource identifiers. This
representation aligns closely with the training data distribution of LLMs, enhancing their ability to perform
few-shot learning and improving overall UI understanding. AutoDroid extends this work by developing a
GUI parsing module that converts the GUI into a simplified HTML representation using specific HTML
tags like <button>, <checkbox>, <scroller>, <input>, and <p>. Additionally, AutoDroid implements
automatic scrolling of scrollable components to ensure that comprehensive UI information is available to
the LLM, thereby enhancing decision-making accuracy and reducing computational overhead. Furthermore,
LLMPA Guan et al. (2023) employs object detection models to comprehend page layouts and optimizes the
grouping of UI elements for potential actions. This approach reduces redundant information in the UI tree,
thereby enhancing the accuracy and speed of decision making. Similar to this approach, the TOL Agent Fan
et al. (2024) introduces a variant of the UI tree, known as the Hierarchical Layout Tree, to represent the
hierarchical layout of screen captures. In this tree, nodes represent different levels of regions. This structure,
combined with a trained DINO model, aids in generating more accurate screen descriptions for MLLM.

Screenshots provide a visual snapshot of the current UI, capturing the appearance and layout of UI el-
ements. Unlike UI trees, which require API access and can become unwieldy with complex hierarchies,
screenshots offer a more flexible and often more comprehensive representation of the UI. Additionally, UI
trees present challenges such as missing or overlapping controls and the inability to directly reference UI
elements programmatically, making screenshots a more practical and user-friendly alternative for quickly as-
sessing and sharing the state of a user interface. Auto-GUI Zhang & Zhang (2023) introduced a multimodal
agent that relies on screenshots for GUI control, eliminating the dependency on UI trees. This approach
allows the agent to interact with the UI directly through visual perception, enabling more natural and
human-like interactions. Auto-GUI employs a chain-of-action technique that uses both previously executed
actions and planned future actions to guide decision-making, achieving high action type prediction accu-
racy and efficient task execution. Following Auto-GUI, a series of multimodal solutions emerged, including
MM-Navigator Yan et al. (2023), CogAgent Hong et al. (2024), AppAgent Zhang et al. (2023a), Vision-
Tasker Song et al. (2024b), MobileGPT Lee et al. (2023), GUI Narrator Wu et al. (2024c), MobileVLM Wu
et al. (2024d), AdaptAgent Verma et al. (2024), WebVoyager He et al. (2024) and Steward Tang & Shin
(2024). These frameworks leverage screenshots in combination with supplementary information to enhance
UI understanding and interaction capabilities.

Set-of-Mark (SoM) is a prompting technique used to annotate screenshots with OCR, icon, and UI tree
information, thereby enriching the visual data with textual descriptorsYang et al. (2023). For example,
MM-Navigator Yan et al. (2023) uses SoM to label UI elements with unique identifiers, allowing the LLM to
reference and interact with specific components more effectively. This method has been widely adopted in
subsequent works such as AppAgent Zhang et al. (2023a), VisionDroid Liu et al. (2024d), OmniParser Lu
et al. (2024b) and VisualWebArena Koh et al. (2024a), which utilize SoM to enhance the agent’s ability to
interpret and act upon UI elements based on visual, textual, and structural cues.

Icon & OCR enhancements provide additional layers of information that complement the visual data,
enabling more precise action decisions. For instance, Mobile-Agent-v2 Wang et al. (2024b) integrates OCR
and icon data with screenshots to provide a richer context for the LLM, allowing it to interpret and execute
more complex instructions that require understanding both text and visual icons. Icon & OCR enhancements
are employed in various works, including VisionTasker Song et al. (2024b), MobileGPT Lee et al. (2023),
OmniParser Lu et al. (2024b), and WindowsAgentArena Bonatti et al. (2024), to improve the accuracy and
reliability of phone GUI agents.

3.1.2 Phone State Perception

Phone state information, such as keyboard status and location data, further contextualizes the agent’s in-
teractions. For example, Mobile-Agent-v2 Wang et al. (2024b) uses keyboard status to determine when text
input is required. Location data, while not currently utilized, represents a potential form of phone state
information that could be used to recommend nearby services or navigate to specific addresses. This addi-
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tional state information enhances the agent’s ability to perform context-aware actions, making interactions
more intuitive and efficient.

The perception information gathered through UI trees, screenshots, SoM, OCR, and phone state is converted
into prompt tokens that the LLM can process. This conversion is crucial for enabling seamless interaction be-
tween the perception module and the reasoning and action modules. Detailed methodologies for transforming
perception data into prompt formats are discussed in § 4.1.

3.2 Brain in Phone GUI Agents

The brain of an LLM-based phone automation agent is its cognitive core, primarily constituted by a LLM. The
LLM serves as the agent’s reasoning and decision-making center, enabling it to interpret inputs, generate
appropriate responses, and execute actions within the mobile environment Ge et al. (2023); Mei et al.
(2024). Leveraging the extensive knowledge embedded within LLMs, agents benefit from advanced language
understanding, contextual awareness, and the ability to generalize across diverse tasks and scenarios.

3.2.1 Storage

Storage encompasses both memory and knowledge, which are critical for maintaining context and informing
the agent’s decision-making processes.

Memory refers to the agent’s ability to retain information from past interactions with users and the envi-
ronment Xi et al. (2023). This is particularly useful for cross-application operations, where continuity and
coherence are essential for completing multi-step tasks. For example, Mobile-Agent-v2 Wang et al. (2024b)
integrates a memory unit that records task-related focus content from historical screens. This memory is
accessed by the decision-making module when generating operations, ensuring that the agent can reference
and update relevant information dynamically. The Self-MAP framework Deng et al. (2024) establishes a
memory repository based on the history of conversational interactions. It utilizes a multifaceted matching
approach to retrieve the top-K memory snippets that are semantically relevant to the current dialogue state
and have similar trajectories. This assists the agent in effectively utilizing limited context space during
multi-turn interactions, thereby enhancing its ability to comprehend and execute user instructions.

Knowledge pertains to the agent’s understanding of phone automation tasks and the functionalities of
various apps. This knowledge can originate from multiple sources:

• Pre-trained Knowledge. LLMs are inherently equipped with a vast amount of general knowledge,
including common-sense reasoning and familiarity with programming and markup languages such as
HTML. This pre-existing knowledge allows the agent to interpret and generate meaningful actions
based on the UI representations.

• Domain-Specific Training. Some agents enhance their knowledge by training on phone
automation-specific datasets. Works such as Auto-GUI Zhang & Zhang (2023), CogAgent Hong
et al. (2024), ScreenAI Baechler et al. (2024), CoCo-agent Ma et al. (2024), and Ferret-UI You et al.
(2024) have trained LLMs on datasets tailored for mobile UI interactions, thereby improving their
capability to understand and manipulate mobile interfaces effectively. For a more detailed discussion
of knowledge acquisition through model training, see § 4.2.

• Knowledge Injection. Agents can enhance their decision-making by incorporating knowledge
derived from exploratory interactions and stored contextual information. This involves utilizing
data collected during offline exploration phases or from observed human demonstrations to inform
the LLM’s reasoning process. For instance, AutoDroid Wen et al. (2024a) explores app functionalities
and records UI transitions in a UI Transition Graph (UTG) memory, which are then used to generate
task-specific prompts for the LLM. Similarly, AppAgent Zhang et al. (2023a) compiles knowledge
from autonomous interactions and human demonstrations into structured documents, enabling the
LLM to make informed decisions based on comprehensive UI state information and task requirements.
AppAgent v2 Li et al. (2024d) introduces a more efficient mechanism for knowledge base construction
and updating. It leverages Retrieval-Augmented Generation (RAG) technology to achieve real-time
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dynamic updates of knowledge base information. This significantly enhances the agent’s adaptability
in new environments.AppAgentX Jiang et al. (2025) introduces an evolutionary mechanism that
enables dynamic learning from past interactions and replaces inefficient low-level operations with
high-level actions. Other similar works include AdaptAgent Verma et al. (2024), Mobile-Agent-
V Wang et al. (2025a), LearnAct Liu et al. (2025a) and others.

3.2.2 Decision Making

Decision Making is the process by which the agent determines the appropriate actions to perform based
on the current perception and stored information Xi et al. (2023). The LLM processes the input prompts,
which include the current UI state, historical interactions from memory, and relevant knowledge, to generate
action sequences that accomplish the assigned tasks.

Planning involves devising a sequence of actions to achieve a specific task goal Song et al. (2023a); Xi et al.
(2023). Effective planning is essential for decomposing complex tasks into manageable steps and adapting
to changes in the environment. For instance, Mobile-Agent-v2 Wang et al. (2024b) incorporates a planning
agent that generates task progress based on historical operations, ensuring effective operation generation
by the decision agent. Additionally, approaches like Dynamic Planning of Thoughts (D-PoT) have been
proposed to dynamically adjust plans based on environmental feedback and action history, significantly
improving accuracy and adaptability in task execution Zhang et al. (2024f). Simultaneously, by reducing
the number of calls to LLMs and employing a phased planning strategy, the agent can plan all actions in a
given state at once, thereby enhancing planning efficiency Li et al. (2023d).

Reasoning enables the agent to interpret and analyze information to make informed decisions Gandhi et al.
(2024); Chen et al. (2024f); Plaat et al. (2024). It involves understanding the context, evaluating possible
actions, and selecting the most appropriate ones to achieve the desired outcome. By leveraging chain-of-
thought(COT) Wei et al. (2022), LLMs enhance their reasoning capabilities, allowing them to think step-
by-step and handle intricate decision-making processes. This structured approach facilitates the generation
of coherent and logical action sequences, ensuring that the agent can navigate complex UI interactions
effectively. The best-first tree search algorithm is utilized in real-world environments to iteratively construct,
explore, and prune trajectory graphs, thereby enhancing the reasoning and decision-making capabilities of
agents. A value function serves as a reward signal to guide agents in conducting efficient searches Koh et al.
(2024b). Additionally, research indicates that LLMs to estimate the latent states of agents, in combination
with reasoning methods, can further improve the agents’ reasoning performance Bishop et al. (2024).

Reflection allows the agent to assess the outcomes of its actions and make necessary adjustments to improve
performance Shinn et al. (2024). It involves evaluating whether the executed actions meet the expected
results and identifying any discrepancies or errors. For example, Mobile-Agent-v2 Wang et al. (2024b)
includes a reflection agent that evaluates whether the decision agents operations align with the task goals. If
discrepancies are detected, the reflection agent generates appropriate remedial measures to correct the course
of action. This continuous feedback loop enhances the agent’s reliability and ensures that it can recover from
unexpected states or errors during task execution. Furthermore, structured self-reflection identifies initial
erroneous actions, which prevents agents from repeating the same mistakes. It also draws on reflective
memory to avoid known unsuccessful actions Li et al. (2023d). Additionally, regular reflection through
automated evaluation methods significantly enhances the performance of agents Pan et al. (2024); Duan
et al. (2024).

By integrating robust planning, advanced reasoning, and reflective capabilities, the Decision Making com-
ponent of the Brain ensures that MLLM-powered phone GUI agents can perform tasks intelligently and
adaptively. These mechanisms enable the agents to handle a wide range of scenarios, maintain task continu-
ity, and improve their performance over time through iterative learning and adjustment.

3.3 Action in Phone GUI Agents

The Action component is a critical part of MLLM-powered phone GUI agents, responsible for executing
decisions made by the Brain within the mobile environment. By bridging high-level commands generated

16



Under review as submission to TMLR

Table 1: Types of actions in phone GUI agents

Action Type Description

Touch Interactions Tap: Select a specific UI element.
Double Tap: Quickly tap twice to trigger an action.
Long Press: Hold a touch for extended interaction, triggering con-
textual options or menus.

Gesture-Based Actions Swipe: Move a finger in a direction (left, right, up, down).
Pinch: Zoom in/out by bringing fingers together/apart.
Drag: Move UI elements to a new location.

Typing and Input Type Text: Enter text into input fields.
Select Text: Highlight text for editing or copying.

System Operations Launch Application: Open a specific app.
Change Settings: Modify system settings (e.g., Wi-Fi, brightness).
Navigate Menus: Access app sections or system menus.

Media Control Play/Pause: Control media playback.
Adjust Volume: Increase or decrease device volume.

by the LLM with low-level device operations, the agent can effectively interact with the phones UI and
system functionalities. Actions encompass a wide variety of operations, ranging from simple interactions like
tapping a button to complex tasks such as launching applications or modifying device settings. Execution
mechanisms leverage tools like Android’s UI Automator Patil et al. (2016), iOS’s XCTest Lodi (2021), or
popular automation frameworks such as Appium Singh et al. (2014) and Selenium Gundecha (2015); Sinclair
to send precise commands to the phone. Through these mechanisms, the agent ensures that decisions are
translated into tangible, reliable operations on the device.

The types of actions in phone GUI agents are diverse and can be broadly categorized based on their function-
alities. Table 1 summarizes these actions, providing a clear overview of the operations agents can perform.

The above categories reflect the key interactions required for phone automation. Touch interactions form
the foundation of UI navigation, while gesture-based actions add flexibility for dynamic control. Typing
and input enable text-based operations, whereas system operations and media controls extend the agent’s
capabilities to broader device functionalities. By combining these actions, phone GUI agents can achieve
high accuracy and adaptability in executing user tasks, ensuring a seamless experience even in complex and
dynamic environment.

3.4 Multi-Agent Framework

While single-agent frameworks based on LLMs have achieved significant progress in screen understanding
and reasoning, they operate as isolated entitiesTorreno et al. (2017); Dorri et al. (2018); Gong et al. (2023).
This isolation limits their flexibility and scalability in complex tasks that may require diverse, coordinated
skills and adaptive capabilities. Single-agent systems may struggle with tasks that demand continuous
adjustments based on real-time feedback, multi-stage decision-making, or specialized knowledge in different
domains. Furthermore, they lack the ability to leverage shared knowledge or collaborate with other agents,
reducing their effectiveness in dynamic environment Xi et al. (2023); Wang et al. (2024b); Tan et al.; Song
et al. (2024c).

Multi-agent frameworks address these limitations by facilitating collaboration among multiple agents, each
with specialized functions or expertise Chen et al. (2019); Talebirad & Nadiri (2023); Wu et al. (2023); Chen
et al. (2023); Li et al. (2023b); Liu et al. (2024e); Li et al. (2024c); Tran et al. (2025). This collaborative
approach enhances task efficiency, adaptability, and scalability, as agents can perform tasks in parallel or
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Figure 6: Comparison of the role-coordinated and scenario-based multi-agent frameworks. The Role-
Coordinated framework organizes agents based on general functional roles with a fixed workflow, while
the Scenario-Based framework dynamically assigns tasks to specialized agents tailored for specific scenarios,
allowing for increased flexibility and adaptability in handling diverse tasks.

coordinate their actions based on their specific capabilities. As illustrated in Figure 6, multi-agent frameworks
in phone automation can be categorized into two primary types: the Role-Coordinated Multi-Agent
Framework and the Scenario-Based Task Execution Framework. These frameworks enable more
flexible, efficient, and robust solutions in phone automation by either organizing agents based on general
functional roles or dynamically assembling specialized agents according to specific task scenarios.

3.4.1 Role-Coordinated Multi-Agent

In the Role-Coordinated Multi-Agent Framework, agents are assigned general functional roles such as plan-
ning, decision-making, memory management, reflection, or tool invocation. These agents collaborate through
a predefined workflow, with each agent focusing on its specific function to collectively achieve the overall
task. This approach is particularly beneficial for tasks that require a combination of these general capabilities,
allowing each agent to specialize and optimize its role within the workflow.

For example, in MMAC-Copilot Song et al. (2024c), multiple agents with distinct general functions collabo-
rate as an OS copilot. The Planner strategically manages and allocates tasks to other agents, optimizing
workflow efficiency. Meanwhile, the Librarian handles information retrieval and provides foundational
knowledge, and the Programmer is responsible for coding and executing scripts, directly interacting with
the software environment. The Viewer interprets complex visual information and translates it into action-
able commands, while the Video Analyst processes and analyzes video content. Additionally, the Mentor
offers strategic oversight and troubleshooting support. Each agent contributes its specialized function to
the collaborative workflow, thereby enhancing the system’s overall capability to handle complex interactions
with the operating system.

Similarly, in Mobile-Agent-v2 Wang et al. (2024b), three agents with general roles are utilized: a planning
agent, a decision agent, and a reflection agent. The planning agent compresses historical actions and state
information to provide a concise representation of task progress. The decision agent uses this information
to navigate the task effectively, while the reflection agent monitors the outcomes of actions and corrects any
errors, ensuring accurate task completion. This role-based collaboration reduces context length, improves
task progression, and enhances focus content retention through a memory unit managed by the decision
agent.

In contrast, Mobile-Agent-E Wang et al. (2025d) decomposes tasks into high-level planning and low-level
action execution, creating a system with a Manager Agent responsible for high-level planning and four
subordinate agents: the Perceptor Agent, Operator Agent, Action Reflector Agent, and Notetaker Agent.
The Perceptor Agent is responsible for fine-grained visual perception. The Operator Agent determines

18



Under review as submission to TMLR

the next specific actions based on task and perception information. The Action Reflector Agent checks
the screenshots before and after operations to verify if the expected outcomes are achieved and provides
feedback to the Manager and Operator Agents. The Notetaker Agent extracts task-related information
for use in subsequent steps. Additionally, Mobile-Agent-E incorporates a Self-Evolution Module, using two
specialized agents, AES and AET, to update long-term memory after each task completion. AES summarizes
lessons learned, while AET records reusable operational sequences, helping the agent in efficiently completing
common subtasks and making better decisions in similar future tasks.

CHOP Zhou et al. (2025) introduces a mobile operating assistant with Constrained High-frequency Optimized
subtask Planning. This approach addresses challenges in the subtask level, which links high-level goals with
low-level executable actions. CHOP overcomes VLM’s deficiency in GUI scenario planning by using human-
planned subtasks as basis vectors, significantly improving both effectiveness and efficiency across multiple
applications in both English and Chinese contexts. The framework specifically targets two common issues:
ineffective subtasks that lower-level agents cannot execute and inefficient subtasks that fail to contribute to
higher-level task completion.

In general computer automation, Cradle Tan et al. leverages foundational agents with general roles to
achieve versatile computer control. Agents specialize in functions like command generation or state moni-
toring, enabling Cradle to tackle general-purpose tasks across multiple software environment. Additionally,
studies such as Ask-before-Plan Zhang et al. (2024g), PromptRPA Huang et al. (2024a), LUMOS Yin et al.
(2024), and WebPilot Zhang et al. (2024h) also utilize general-purpose role agents to execute tasks and excel
in complex tasks like planning. Among these, LUMOS provides high-quality training data and methods for
future intelligent agent research. Agent S2 Agashe et al. (2025) presents a compositional generalist-specialist
framework for computer use agents that delegates cognitive responsibilities across various models. It intro-
duces a Mixture-of-Grounding technique for precise GUI localization and Proactive Hierarchical Planning
that dynamically refines action plans at multiple temporal scales based on evolving observations.

3.4.2 Scenario-Based Task Execution

In the Scenario-Based Task Execution Framework, tasks are dynamically assigned to specialized agents
based on specific task scenarios or application domains. Each agent is endowed with capabilities tailored to
a particular scenario, such as shopping, code editing, or navigation. By assigning tasks to agents specialized
in the relevant domain, the system improves task success rates and efficiency.

For instance, MobileExperts Zhang et al. (2024b) forms different expert agents through an Expert Explo-
ration phase. In the exploration phase, each agent receives tailored tasks broken down into sub-tasks to
streamline the exploration process. Upon completion of a sub-task, the agent extracts three types of mem-
ories from its trajectory: interface memories, procedural memories (tools), and insight memories for use in
subsequent execution phases. When a new task arrives, the system dynamically forms an expert team by
selecting agents whose expertise matches the task requirements, enabling them to collaboratively
execute the task more effectively. Similarly, in the SteP Sodhi et al. (2024) framework, agents are specialized
based on specific web scenarios such as shopping, GitLab, maps, Reddit, or CMS platforms. Each sce-
nario agent possesses specific capabilities and knowledge relevant to its domain. When a task is received, it
is dynamically assigned to the appropriate scenario agent, which executes the task leveraging its specialized
expertise. This approach enhances flexibility and adaptability, allowing the system to handle a wide range
of tasks across different domains more efficiently.

Through dynamic task assignment and specialization, the Scenario-Based Task Execution Framework op-
timizes multi-agent systems to adapt to diverse and evolving contexts, significantly enhancing both the
efficiency and effectiveness of task execution. As illustrated in Figure 6, the Role-Coordinated Framework
relies on agents with general functional roles collaborating through a fixed workflow, suitable for tasks requir-
ing a combination of general capabilities. In contrast, the Scenario-Based Framework dynamically assigns
tasks to specialized agents tailored to specific scenarios, providing a flexible structure that adapts to the
varying complexity and requirements of real-world tasks.

Despite the potential of multi-agent frameworks in phone automation, several challenges remain. In the
Role-Coordinated Framework, coordinating agents with general functions requires efficient workflow design
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and may introduce overhead in communication and synchronization. In the Scenario-Based Framework,
maintaining and updating a diverse set of specialized agents can be resource-intensive, and dynamically
assigning tasks requires effective task recognition and agent selection mechanisms. Future research could
explore hybrid frameworks that combine the strengths of both approaches, leveraging general functional
agents while also incorporating specialized scenario agents as needed. Additionally, developing advanced
algorithms for agent collaboration, learning, and adaptation can further enhance the intelligence and robust-
ness of multi-agent systems. Integrating external knowledge bases, real-time data sources, and user feedback
can also improve agents’ decision-making capabilities and adaptability in dynamic environment.

Figure 7: Differences between training-based methods and prompt engineering in phone automation.
Training-based methods adapt the model’s parameters through additional training, enhancing its ability
to perform specific tasks, whereas prompt engineering leverages the existing capabilities of pre-trained mod-
els by guiding them with well-designed prompts.

3.5 Plan-Then-Act Framework

While single-agent and multi-agent frameworks enhance adaptability and scalability, some tasks benefit
from explicitly separating high-level planning from low-level execution. This leads to what we term the
Plan-Then-Act Framework. In this paradigm, the agent first formulates a conceptual planoften expressed as
human-readable instructionsbefore grounding and executing these instructions on the devices UI.

The Plan-Then-Act approach addresses a fundamental challenge: although LLMs and multimodal LLMs
(MLLMs) excel at interpreting instructions and reasoning about complex tasks, they frequently struggle to
precisely map their textual plans to concrete UI actions. By decoupling these stages, the agent can focus on
what should be done (planning) and then handle how to do it on the UI (acting). Recent works
highlight the effectiveness of this approach:

• SeeAct Zheng et al. (2024a) demonstrates that GPT-4V(ision)Achiam et al. (2023) can generate coherent
plans for navigating websites. However, bridging the gap between textual plans and underlying UI elements
remains challenging. By clearly delineating planning from execution, the system can better refine its plan
before finalizing actions.

• UGround Gou et al. (2024) and related efforts You et al. (2024); Zhang et al. (2024d) emphasize advanced
visual grounding. Under a Plan-Then-Act framework, the agent first crafts a task solution plan, then relies
on robust visual grounding models to locate and manipulate UI components. This modular design enhances
performance across diverse GUIs and platforms, as the grounding model can evolve independently of the
planning mechanism.
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• LiMAC (Lightweight Multi-modal App Control) Christianos et al. (2024) also embodies a Plan-Then-Act
spirit. LiMACs Action Transformer (AcT) determines the required action type (the plan), and a specialized
VLM is invoked only for natural language needs. By structuring decision-making and text generation into
distinct stages, LiMAC improves responsiveness and reduces compute overhead, ensuring that reasoning and
UI interaction are cleanly separated.

• ClickAgent Hoscilowicz et al. (2024) similarly employs a two-phase approach. The MLLM handles reasoning
and action planning, while a separate UI location model pinpoints the relevant coordinates on the screen.
Here, the MLLMs plan of which element to interact with is formed first, and only afterward is the element’s
exact location identified and the action executed.

• Ponder & Press Wang et al. (2024j) employs a general MLLM to decompose user instructions into executable
actions. It then uses a GUI-specific MLLM to map the target elements in the action descriptions to pixel
coordinates, thereby constructing a Plan-Then-Act Framework based solely on visual input. This framework
is adaptable across various software environments without relying on supplementary information such as
HTML or UI Trees.

The Plan-Then-Act Framework offers several advantages. Modularity allows improvements in planning
without requiring changes to the UI grounding and execution modules, and vice versa. Error Mitigation
enables the agent to revise its plan before committing to actions; if textual instructions are ambiguous or
infeasible, they can be corrected, reducing wasted actions and improving reliability. Additionally, improved
visual grounding models, OCR enhancements, and scenario-specific knowledge can further refine the Plan-
Then-Act approach, making agents more adept at handling intricate, real-world tasks. In summary, the
Plan-Then-Act Framework represents a natural evolution in designing MLLM-powered phone GUI agents.
By separating planning from execution, agents can achieve clearer reasoning, improved grounding, and
ultimately more effective and reliable task completion.

4 LLMs for Phone Automation

LLMs Radford (2018); Radford et al. (2019); Brown (2020); Achiam et al. (2023) have emerged as a trans-
formative technology in phone automation, bridging natural language inputs with executable actions. By
leveraging their advanced language understanding, reasoning, and generalization capabilities, LLMs enable
agents to interpret complex user intents, dynamically interact with diverse mobile applications, and effec-
tively manipulate GUIs.

In this section, we explore two primary approaches to leveraging LLMs for phone automation: Training-
Based Methods and Prompt Engineering. Figure 7 illustrates the differences between these two ap-
proaches in the context of phone automation. Training-Based Methods involve adapting LLMs specifically
for phone automation tasks through techniques like supervised fine-tuning Cheng et al. (2024); Chen et al.
(2024c); Lu et al. (2024a); Pawlowski et al. (2024) and reinforcement learning Song et al. (2024a); Bai et al.
(2024); Wang et al. (2024h). These methods aim to enhance the models’ capabilities by training them on GUI-
specific data, enabling them to understand and interact with GUIs more effectively. Prompt Engineering,
on the other hand, focuses on designing input prompts to guide pre-trained LLMs to perform desired tasks
without additional training Wei et al. (2022); Yao et al. (2024); Chen et al. (2022). By carefully crafting
prompts that include relevant information such as task descriptions, interface states, and action histories,
users can influence the model’s behavior to achieve specific automation goals Wen et al. (2023); Zhang et al.
(2023a); Song et al. (2023b).

4.1 Prompt Engineering

LLMs like the GPT series Radford (2018); Radford et al. (2019); Brown (2020) have demonstrated remark-
able capabilities in understanding and generating human-like text. These models have revolutionized natural
language processing by leveraging massive amounts of data to learn complex language patterns and repre-
sentations.
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Figure 8: Schematic of prompt engineering for phone automation. The necessary prompt is mandatory,
initiating the task, e.g., searching for a Korean restaurant. The optional prompt are supplementary,
enhancing tasks without being mandatory. The flexible prompt must include one or more elements from
the UI Info, like a screenshot or OCR info, to adapt to task needs.

Prompt engineering is the practice of designing input prompts to effectively guide LLMs to produce desired
outputs for specific tasks Wei et al. (2022); Yao et al. (2024); Chen et al. (2022). By carefully crafting the
prompts, users can influence the model’s behavior without the need for additional training or fine-tuning.
This approach allows for leveraging the general capabilities of pre-trained models to perform a wide range
of tasks by simply providing appropriate instructions or examples in the prompt.

In the context of phone automation, prompt engineering enables the utilization of general-purpose LLMs to
perform automation tasks on mobile devices. Recently, a plethora of works have emerged that apply prompt
engineering to achieve phone automation Wen et al. (2023); Yan et al. (2023); Zhang et al. (2023a); Wang
et al. (2024c;b); Zhang et al. (2024b); Lu et al. (2024b); Song et al. (2023b); Taeb et al. (2024); Yang et al.
(2024c); Liu et al. (2024d); Huang et al. (2024a). These works leverage the strengths of LLMs in natural
language understanding and reasoning to interpret user instructions and generate corresponding actions on
mobile devices.

The fundamental approach to achieving phone automation through prompt engineering entails the creation
of prompts that encapsulate a comprehensive set of information. These prompts should include a detailed
task description, such as searching for the best Korean restaurant on Yelp. They also integrate the current
UI information of the phone, which may encompass screenshots, SoM, UI tree structures, icon details, and
OCR data. Additionally, the prompts should account for the phone’s real-time state, including its location,
battery level, and keyboard status, as well as any pertinent action history and the range of possible actions
(action space). The COT prompt Wei et al. (2022); Zhang et al. (2023c) is also a crucial component, guiding
the thought process for the next operation. The LLM then analyzes this rich prompt and determines the
subsequent action to execute. This methodical process is vividly depicted in Figure 8.

This section explores the application of prompt engineering in phone automation, categorizing related works
based on the type of prompts used: Text-Based Prompt and Multimodal Prompt. As illustrated
in Figure 9, the approach to automation significantly diverges between these two prompt types. Table 2
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Figure 9: Comparison between text-based prompt and multimodal prompt. In Text-Based Prompt, the LLM
processes textual UI information, such as UI tree structures and OCR data, to determine the action type
(index). In contrast, Multimodal Prompt integrates screenshot data with supplementary UI information
to facilitate decision-making by the agent. The MLLM can then pinpoint the action location using either
coordinates or indices.

summarizes notable methods, highlighting their main UI information, the type of model used, and other
relevant details such as task types and grounding strategies.

4.1.1 Text-Based Prompting

In the domain of text-based prompt automation, the primary architecture involves a single text-modal LLM
serving as the agent for mobile device automation. This agent operates by interpreting UI information
presented in the form of a UI tree. It is important to note that, to date, the approaches discussed have
primarily utilized UI tree data and have not extensively incorporated OCR text and icon information. We
believe that solely relying on OCR and icon information is insufficient for fully representing screen UI
information; instead, as demonstrated in Mobile-agent-v2 Wang et al. (2024b), they are best used as auxiliary
information alongside screenshots. These text-based prompt agents make decisions by selecting elements from
a list of candidates based on the textual description of the UI elements. For instance, to initiate a search,
the LLM would identify and select the search button by its index within the UI tree rather than its screen
coordinates, as depicted in Figure 9.

The study by Enabling Conversational Wang et al. (2023b) marked a significant step in this field. It ex-
plored the use of task descriptions, action spaces, and UI trees to map instructions to UI actions. However,
it focused solely on the execution of individual instructions without delving into sequential decision-making
processes. DroidBot-GPT Wen et al. (2023) is a landmark in applying pre-trained language models to app
automation. It is the first to explore the use of LLMs for app automation without requiring modifications
to the app or the model. DroidBot-GPT perceives UI trees, which are structural representations of the
app’s UI, and integrates user-provided tasks along with action spaces and output requirements. This allows
the model to engage in sequential decision-making and automate tasks effectively. AutoDroid Wen et al.
(2024a) takes this concept further. It employs a UI Transition Graph (UTG) generated through random
exploration to create an App Memory. This memory, combined with the commonsense knowledge of LLMs,
enhances decision-making and significantly advances the capabilities of phone GUI agents. MobileGPT Lee
et al. (2023) introduces a hierarchical decision-making process. It simulates human cognitive processesex-
ploration, selection, derivation, and recallto augment the efficiency and reliability of LLMs in mobile task
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Table 2: Summary of prompt engineering methods for phone GUI agents

Method Date Task Type Model Screenshot SoM UI tree Icon
& OCR Grounding

DroidBot-GPT Wen et al. (2023) 2023.04 General ChatGPT 7 7 4 7 Index

Enabling conversa-
tional Wang et al. (2023b) 2023.04 Screen Under-

standing, QA PaLM 7 7 4 7 Index

AutoDroid Wen et al. (2024a) 2023.09 General GPT-4, GPT-3.5 7 7 4 7 Index

MM-Navigator Yan et al. (2023) 2023.11 General GPT-4V 4 7 7 4 Index

VisionTasker Song et al. (2024b) 2023.12 Manual Teaching GPT-4 7 4 4 4 Index

AppAgent Zhang et al. (2023a) 2023.12 General GPT-4 4 4 4 4 Index

MobileGPT Lee et al. (2023) 2023.12 General GPT-3.5, GPT-4 7 7 4 7 Index

Mobile-Agent Wang et al. (2024c) 2024.01 General GPT-4V 4 7 7 4 Coordinate

AXNav Taeb et al. (2024) 2024.05 Bug Testing GPT-4 7 7 4 4 Index

Mobile-Agent-v2 Wang et al. (2024b) 2024.06 General GPT-4V 4 7 7 4 Coordinate

GUI Narrator Wu et al. (2024c) 2024.06 GUI Video
Captioning

GPT-4o,
QwenVL-7B 4 4 7 7 Index

MobileExpert Zhang et al. (2024b) 2024.07 General GPT-4V 4 7 7 7 Coordinate

VisionDroid Liu et al. (2024d) 2024.07 Non-Crash Func-
tional Bug Detection GPT-4 4 4 4 7 Index

AppAgent v2 Li et al. (2024d) 2024.08 General GPT-4 4 4 4 4
Coordinate,

Index

OmniParser Lu et al. (2024b) 2024.08 General GPT-4V 4 4 7 4 Index

Mobile-Agent-E Wang et al. (2025d) 2025.01 General GPT-4o, Claude
-3.5, Gemini-1.5 4 7 7 4 Coordinate

Mobile-Agent-V Wang et al. (2025a) 2025.02 General GPT-4o 4 7 7 4 Coordinate

LearnAct Liu et al. (2025a) 2025.02 General Gimini-1.5 4 7 7 7 Coordinate

automation. Lastly, AXNav Taeb et al. (2024) showcases an innovative application of Prompt Engineering
in accessibility testing. AXNav interprets natural language instructions and executes them through an LLM,
streamlining the testing process and improving the detection of accessibility issues, thus aiding the manual
testing workflows of QA professionals.

Each of these contributions, while unique in their approach, is united by the common thread of Prompt
Engineering. They demonstrate the versatility and potential of text-based prompt automation in enhancing
the interaction between LLMs and mobile applications.

4.1.2 Multimodal Prompting

With the advancement of large pre-trained models, Multimodal Large Language Models (MLLMs) have
demonstrated exceptional performance across various domains Achiam et al. (2023); Li et al. (2023c); Ye
et al. (2023); Wang et al. (2023d); Bai et al. (2023); Liu et al. (2024a); Wang et al. (2024f); Chen et al.
(2024e;d); Koh et al. (2024a); Zheng et al. (2023), significantly contributing to the evolution of phone au-
tomation. Unlike text-only models, multimodal models integrate visual and textual information, addressing
limitations such as the inability to access UI trees, missing control information, and inadequate global screen
representation. By leveraging screenshots for decision-making, multimodal models facilitate a more natural
simulation of human interactions with mobile devices, enhancing both accuracy and robustness in automated
operations.

The fundamental framework for multimodal phone automation is illustrated in Figure 9. Multimodal prompts
integrate visual perception (e.g., screenshots) and textual information (e.g., UI tree, OCR, and icon data) to
guide MLLMs in generating actions. The action outputs can be categorized into two methods: SoM-Based
Indexing Methods and Direct Coordinate Output Methods. These methods define how the agent
identifies and interacts with UI elements, either by referencing annotated indices or by pinpointing precise
coordinates.
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SoM-Based Indexing Methods. SoM-based methods involve annotating UI elements with unique identi-
fiers within the screenshot, allowing the MLLM to reference these elements by their indices when generating
actions. This approach mitigates the challenges associated with direct coordinate outputs, such as preci-
sion and adaptability to dynamic interfaces. MM-Navigator Yan et al. (2023) represents a breakthrough
in zero-shot GUI navigation using GPT-4V Achiam et al. (2023). By employing SoM prompting Yang
et al. (2023), MM-Navigator annotates screenshots through OCR and icon recognition, assigning unique
numeric IDs to actionable widgets. This enables GPT-4V to generate indexed action descriptions rather
than precise coordinates, enhancing action execution accuracy. Building upon the SoM-based approach,
AppAgent Zhang et al. (2023a) integrates autonomous exploration and human demonstration observation
to construct a comprehensive knowledge base. This framework allows the agent to navigate and operate
smartphone applications through simplified action spaces, such as tapping and swiping, without requiring
backend system access. Tested across 10 different applications and 50 tasks, AppAgent showcases superior
adaptability and efficiency in handling diverse high-level tasks, further advancing multimodal phone automa-
tion. OmniParser Lu et al. (2024b) enhances the SoM-based method by introducing a robust screen parsing
technique. It combines fine-tuned interactive icon detection models and functional captioning models to con-
vert UI screenshots into structured elements with bounding boxes and labels. This comprehensive parsing
significantly improves GPT-4V’s ability to generate accurately grounded actions, ensuring reliable operation
across multiple platforms and applications. GUI Narrator Wu et al. (2024c) utilizes video captioning to guide
the VLM, aiding in the deeper understanding of GUI operations. The framework uses the mouse cursor as
a visual prompt, highlighting it with a green bounding box to enhance the VLM’s interpretative abilities
with high-resolution screenshots. By extracting screenshots from before and after GUI actions occur in the
video as keyframes, it provides temporal and spatial logic to the action screenshots. These are combined
into prompts to further guide the VLM in producing accurate action descriptions, thereby improving its
performance.

Direct Coordinate Output Methods. Direct coordinate output methods enable MLLMs to determine
the exact (x, y) positions of UI elements from screenshots, facilitating precise interactions without relying
on indexed references. This approach leverages the advanced visual grounding capabilities of MLLMs to
interpret and interact with the UI elements directly. VisionTasker Song et al. (2024b) introduces a two-stage
framework that combines vision-based UI understanding with LLM task planning. Utilizing models like
YOLOv8 Varghese & Sambath (2024) and PaddleOCR Du et al. (2020), VisionTasker parses screenshots
to identify widgets and textual information, transforming them into natural language descriptions. This
structured semantic representation allows the LLM to perform step-by-step task planning, enhancing the
accuracy and practicality of automated mobile task execution. The Mobile-Agent series Wang et al. (2024c;b)
leverages visual perception tools to accurately identify and locate both visual and textual UI elements
within app screenshots. Mobile-Agent-v1 utilizes coordinate-based actions, enabling precise interaction with
UI elements. Mobile-Agent-v2 extends this by introducing a multi-agent architecture comprising planning,
decision, and reflection agents. Mobile-Agent-E Wang et al. (2025d) optimizes the multi-agent architecture
by detailing the responsibilities of each agent. It also introduces a long-term memory mechanism through
the design of a Self-Evolution Module, which accumulates experience and enables agents to evolve, thereby
enhancing adaptability to new tasks. MobileExperts Zhang et al. (2024b) advances the direct coordinate
output method by incorporating tool formulation and multi-agent collaboration. This dynamic, tool-enabled
agent team employs a dual-layer planning mechanism to efficiently execute multi-step operations while
reducing reasoning costs by approximately 22%. By dynamically assembling specialized agents and utilizing
reusable code block tools, MobileExperts demonstrates enhanced intelligence and operational efficiency in
complex phone automation tasks. Unlike AppAgent, AppAgent v2 Li et al. (2024d) integrates parsers
with visual features and employs UI element coordinates along with Index information, creating a more
flexible action space. This allows the agent to manage dynamic interfaces and non-standard UI elements
more adeptly, thereby enhancing its adaptability to various complex tasks. VisionDroid Liu et al. (2024d)
applies MLLMs to automated GUI testing, focusing on detecting non-crash functional bugs through vision-
based UI understanding. By aligning textual and visual information, VisionDroid enables the MLLM to
comprehend GUI semantics and operational logic, employing step-by-step task planning to enhance bug
detection accuracy. Evaluations across multiple datasets and real-world applications highlight VisionDroid’s
superior performance in identifying and addressing functional bugs.
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While multimodal prompt strategies have significantly advanced phone automation by integrating visual
and textual data, they still face notable challenges. Approaches that do not utilize SoM maps and instead
directly output coordinates rely heavily on the MLLM’s ability to accurately ground UI elements for precise
manipulation. Although recent innovations Wang et al. (2024b); Zhang et al. (2024b); Liu et al. (2024d) have
made progress in addressing the limitations of MLLMs’ grounding capabilities, there remains considerable
room for improvement. Enhancing the robustness and accuracy of UI grounding is essential to achieve more
reliable and scalable phone automation.

4.2 Training-Based Models

The subsequent sections delve into these approaches, discussing the development of task-specific model
architectures, supervised fine-tuning strategies and reinforcement learning techniques in both general-purpose
and Phone UI-specific scenarios.

Table 3: Summary of task-specific model architectures

Method Date Task Type Backbone Size Contributions

Auto-GUI Zhang & Zhang (2023) 2023.09 General N/A
60M /
200M /
700M

Direct screen interaction;
Chain-of-action; Action

histories and future plans

CogAgent Hong et al. (2024) 2023.12 General CogVLM 18B High-res input (1120 × 1120);
Specialized in GUI understanding

WebVLN-Net Chen et al. (2024b) 2023.12 Screen Under-
standing, QA N/A N/A Web navigation with

visual and HTML content

ScreenAI Baechler et al. (2024) 2024.02 Screen Under-
standing, QA N/A 4.6B UI and infographic under-

standing; Flexible patching

CoCo-Agent Ma et al. (2024) 2024.02 General
LLaVA

(LLaMA-2-
chat-7B, CLIP)

N/A
Comprehensive perception;

Conditional action prediction;
Enhanced automation

Ferret-UI You et al. (2024) 2024.04 Screen Under-
standing, Referring Ferret N/A "Any resolution" tech-niques;

Precise referring and grounding

LVG Qian et al. (2024b) 2024.06 Screen Under-
standing, Grounding

SWIN Trans-
former, BERT N/A Visual UI grounding; Layout-

guided contrastive learning
Textual
Foresight Burns et al. (2024) 2024.06 Screen Under-

standing, Referring BLIP-2 N/A Predict UI state;
UI representation learning

MobileFlow Nong et al. (2024) 2024.07 General Qwen-VL-Chat 21B Hybrid visual encoders; Variable
resolutions; Multilingual support

UI-Hawk Zhang et al. (2024d) 2024.08 Screen Under-
standing, Grounding N/A N/A

History-aware encoder;
Screen stream processing;

FunUI benchmark

Ferret-UI 2 Li et al. (2024f) 2024.10 Screen Under-
standing, Referring Ferret N/A Multi-platform;

High-resolution encoding

OS-Atlas Wu et al. (2024e) 2024.10 Screen Under-
standing, Grounding

Qwen2-VL,
InternVL-2 4B / 7B Grounding data synthesis;

Largest GUI grounding corpus

ShowUI Lin et al. (2024b) 2024.11 General Qwen2-VL 2B Visual tokens selection;
Cross-modal understanding

Aguvis Xu et al. (2024c) 2024.12 General Qwen2-VL 7B /
72B

Comprehensive data pipeline;
Two-stage training;Cross-platform

Aria-UI Yang et al. (2024b) 2024.12 Screen Under-
standing, Grounding Aria 3.9B Diversified dataset pipeline;

Multimodal dynamic action history

UI-TARS Qin et al. (2025) 2025.01 General Qwen2-VL 2B / 7B /
72B

System-2 Reasoning; Online boot-
strapping; Reflection tuning

GUI-Bee Fan et al. (2025) 2025.01 Screen Under-
standing, Grounding

SeeClick,
UIX-7B,

Qwen-GUI
N/A Model-Environment alignment;

Self-exploratory Data

V-Droid Dai et al. (2025) 2025.03 General Llama-3.1-8B 8b Verifier-driven framework

MP-GUI Wang et al. (2025e) 2025.03 General InternVL2-8B 8B Screen Under-
standing, Referring
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4.2.1 Task-Specific LLM-based Agents

To advance AI agents for phone automation, significant efforts have been made to develop Task Specific
Model Architectures that are tailored to understand and interact with GUIs by integrating visual perception
with language understanding. These models address unique challenges posed by GUI environment, such
as varying screen sizes, complex layouts, and diverse interaction patterns. A summary of notable Task
Specific Model Architectures is presented in Table 3, highlighting their main contributions, domains, and
other relevant details.

General-Purpose Models. The general-purpose GUI-specific LLMs are designed to handle a wide range
of tasks across different applications and interfaces. They focus on enhancing direct GUI interaction, high-
resolution visual recognition, and comprehensive perception to improve the capabilities of AI agents in under-
standing and navigating complex mobile GUIs. One significant challenge in this domain is enabling agents
to interact directly with GUIs without relying on environment parsing or application-specific APIs, which
can introduce inefficiencies and error propagation. To tackle this, Auto-GUI Zhang & Zhang (2023) presents
a multimodal agent that directly engages with the interface. It introduces a chain-of-action technique that
leverages previous action histories and future action plans, enhancing the agent’s decision-making process
and leading to improved performance in GUI control tasks. High-resolution input is essential for recognizing
tiny UI elements and text prevalent in GUIs. CogAgent Hong et al. (2024) addresses this by employing
both low-resolution and high-resolution image encoders within its architecture. Supporting input resolutions
up to 1120 × 1120, CogAgent effectively recognizes small page elements and text. Understanding UIs and
infographics requires models to interpret complex visual languages and design principles. ScreenAI Baechler
et al. (2024) improves upon existing architectures by introducing a flexible patching strategy and a novel
textual representation for UIs. During pre-training, this representation teaches the model to interpret UI
elements effectively. Leveraging large language models, ScreenAI automatically generates training data at
scale, covering a wide spectrum of tasks in UI and infographic understanding. Enhancing both perception
and action response is crucial for comprehensive GUI automation. CoCo-Agent Ma et al. (2024) proposes two
novel approaches: comprehensive environment perception (CEP) and conditional action prediction (CAP).
CEP enhances GUI perception through multiple aspects, including visual channels (screenshots and detailed
layouts) and textual channels (historical actions). CAP decomposes action prediction into determining the
action type first, then identifying the action target conditioned on the action type. Addressing the need for
effective GUI agents in applications featuring extensive Mandarin content, MobileFlow Nong et al. (2024)
introduces a multimodal LLM specifically designed for mobile GUI agents. MobileFlow employs a hybrid vi-
sual encoder trained on a vast array of GUI pages, enabling it to extract and comprehend information across
diverse interfaces. The model incorporates a Mixture of Experts (MoE) and specialized modality alignment
training tailored for GUIs. ShowUI Lin et al. (2024b) employs the UI-Guided visual tokens selection method,
which randomly selects a subset of tokens from each component during training. This approach retains the
original positional information while reducing redundant tokens by 33%, thereby accelerating training speed
by 1.4 times. Furthermore, by using interleaved vision-language-action streaming combined with high-quality
training data, it significantly improves the training speed and performance of GUI visual agents. Aguvis Xu
et al. (2024c) employs a two-stage training method to enhance the generalization and efficiency of GUI agents.
It uses single-step task data to train the model’s grounding abilities and multi-step task data to develop the
model’s planning and reasoning capabilities. This approach significantly improves the overall performance of
the agents. UI-TARS Qin et al. (2025) employs a more in-depth and structurally robust System-2 reasoning
method, combined with online bootstrapping and reflection tuning strategies. This combination effectively
assists the model in handling complex tasks in dynamic environments and continuously optimizes overall per-
formance. V-Droid Dai et al. (2025) introduces a novel verifier-driven architecture where the LLM does not
generate actions directly but instead scores and selects from a finite set of extracted actions, improving task
success rates and significantly reducing latency. Collectively, these general-purpose Task Specific Model Ar-
chitectures address key challenges in phone automation by enhancing direct GUI interaction, high-resolution
visual recognition, comprehensive environment perception, and conditional action prediction. By leveraging
multimodal inputs and innovative architectural designs, these models significantly advance the capabilities
of AI agents in understanding and navigating complex mobile GUIs, paving the way for more intelligent and
autonomous phone automation solutions.
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Phone UI-Specific Models. Phone UI-Specific Model Architectures have primarily focused on screen
understanding tasks, which are essential for enabling AI agents to interact effectively with graphical user
interfaces. These tasks can be categorized into three main types: UI grounding, UI referring, and screen
question answering (QA). Figure 10 illustrates the differences between these categories.

UI Grounding Screen QA GUI Navigation UI Referring

On this page, to click on 
the search bar, where 
should I navigate to?

[488, 658, 1448, 866]

What’s the title of the 
first link in this page?

The title is 
“zjunlp/LLMAgentPapersMust
- read Papers on LLM Agents.”

Open this paper.

Tap[969, 1049]

Stars show likes, forks 
show copies, branches for 
versions, tags for releases, 
activity for updates.

What is function of this 
area[475, 495, 1254, 632]?

Figure 10: Illustration of screen understanding tasks. (a) UI Grounding involves identifying UI elements
corresponding to a given description; (b) UI Referring focuses on generating descriptions for specified UI
elements; (c) Screen Question Answering requires answering questions based on the content of the screen.

• UI Grounding involves identifying and localizing UI elements on a screen that correspond to a
given natural language description. This task is critical for agents to perform precise interactions
with GUIs based on user instructions. MUG Li et al. (2022) proposes guiding agent actions through
multi-round interactions with users, improving the execution accuracy of UI grounding in complex
or ambiguous instruction scenarios. It also leverages user instructions and previous interaction his-
tory to predict the next agent action. LVG (Layout-guided Visual Grounding) Qian et al. (2024b)
addresses UI grounding by unifying detection and grounding of UI elements within application in-
terfaces. LVG tackles challenges such as application sensitivity, where UI elements with similar
appearances have different functions across applications, and context sensitivity, where the function-
ality of UI elements depends on their context within the interface. By introducing layout-guided
contrastive learning, LVG learns the semantics of UI objects from their visual organization and
spatial relationships, improving grounding accuracy. UI-Hawk Zhang et al. (2024d) enhances UI
grounding by incorporating a history-aware visual encoder and an efficient resampler to process
screen sequences during GUI navigation. By understanding historical screens, UI-Hawk improves
the agent’s ability to ground UI elements accurately over time. An automated data curation method
generates training data for UI grounding, contributing to the creation of the FunUI benchmark for
evaluating screen understanding capabilities. Aria-UI Yang et al. (2024b) leverages strong MLLMs
such as GPT-4o to generate diverse and high-quality element instructions for grounding training. It
employs a two-stage training method that incorporates action history in textual or interleaved text-
image formats, enabling the model to develop both single-step localization capabilities and multi-step
context awareness. This approach demonstrates robust performance and generalization ability across
various tasks. Similar research includes GUI-Bee Fan et al. (2025), which autonomously explores
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environments to collect high-quality data, thereby aligning GUI action grounding models with new
environments and significantly enhancing model performance. OS-Atlas Wu et al. (2024e) unifies
the action space, enabling models to adapt to UI grounding tasks across multiple platforms. Addi-
tionally, TAG (Tuning-free Attention-driven Grounding) Xu et al. (2024a) introduces a method that
leverages the inherent attention mechanisms of pre-trained MLLMs to accurately identify and locate
elements within a GUI without the need for tuning. Validation shows that this method performs com-
parably to or even surpasses tuned approaches across multiple benchmark datasets, demonstrating
exceptional generalization capabilities. This offers a new perspective for the application of MLLMs
in UI grounding.

• UI Referring focuses on generating natural language descriptions for specified UI elements on a
screen. This task enables agents to explain UI components to users or other agents, facilitating
better communication and interaction. Ferret-UI You et al. (2024) is a multimodal LLM designed
for enhanced understanding of mobile UI screens, emphasizing precise referring and grounding tasks.
By incorporating any resolution techniques to handle various screen aspect ratios and dividing
screens into sub-images for detailed analysis, Ferret-UI generates accurate descriptions of UI elements.
Training on a curated dataset of elementary UI tasks, Ferret-UI demonstrates strong performance
in UI referring tasks. Leveraging the Ferret-UI framework, Ferret-UI 2 Li et al. (2024f) integrates
an adaptive N-grid partitioning mechanism. This system enhances image feature extraction by
dynamically resizing grids, thereby improving the model’s efficiency and accuracy without sacrificing
resolution. Additionally, Ferret-UI 2 demonstrates remarkable cross-platform portability. Textual
Foresight Burns et al. (2024) uses user actions as a bridge, requiring the model to predict the
global textual description of the next UI state based on the current UI screen and a local action.
With limited training data, the Textual Foresight method achieves superior performance compared
to similar models, demonstrating exceptional data efficiency. UI-Hawk Zhang et al. (2024d) also
contributes to UI referring by defining tasks that require the agent to generate descriptions for UI
elements based on their role and context within the interface. By processing screen sequences and
understanding the temporal relationships between screens, UI-Hawk improves the agent’s ability to
refer to UI elements accurately.

• Screen Question Answering involves answering questions about the content and functionality of
a screen based on visual and textual information. This task requires agents to comprehend complex
screen layouts and extract relevant information to provide accurate answers. ScreenAI Baechler
et al. (2024) specializes in understanding screen UIs and infographics, leveraging the common visual
language and design principles shared between them. By introducing a flexible patching strategy
and a novel textual representation for UIs, ScreenAI pre-trains models to interpret UI elements
effectively. Using large language models to automatically generate training data, ScreenAI covers
tasks such as screen annotation and screen QA. WebVLN Chen et al. (2024b) extends vision-and-
language navigation to websites, where agents navigate based on question-based instructions and
answer questions using information extracted from target web pages. By integrating visual inputs,
linguistic instructions, and web-specific content like HTML, WebVLN enables agents to understand
both the visual layout and underlying structure of web pages, enhancing screen QA capabilities.
UI-Hawk Zhang et al. (2024d) further enhances screen QA by enabling agents to process screen
sequences and answer questions based on historical interactions. By incorporating screen question
answering as one of its fundamental tasks, UI-Hawk improves the agent’s ability to comprehend
and reason about screen content over time. MP-GUI Wang et al. (2025e) introduces a specialized
MLLM for GUI understanding with three dedicated perceivers for graphical, textual, and spatial
modalities. Using a fusion gate to adaptively combine these modalities and an automated data
collection pipeline to address training data scarcity, MP-GUI achieves strong performance on GUI
understanding tasks including screen QA despite limited training data.

These Phone UI-Specific Model Model Architectures demonstrate the importance of focusing on screen
understanding tasks to enhance AI agents’ interaction with complex user interfaces. By categorizing these
tasks into UI grounding, UI referring, and screen question answering, researchers have developed specialized
models that address the unique challenges within each category. Integrating innovative techniques such as
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layout-guided contrastive learning, history-aware visual encoding, and flexible patching strategies has led to
significant advancements in agents’ abilities to understand, navigate, and interact with GUIs effectively.

4.2.2 Supervised Fine-Tuning

Supervised fine-tuning has emerged as a crucial technique for enhancing the capabilities of LLMs in GUI
tasks within phone automation. By tailoring models to specific tasks through fine-tuning on curated datasets,
researchers have significantly improved models’ abilities in GUI grounding, optical character recognition
(OCR), cross-application navigation, and efficiency. A summary of notable works in this area is presented
in Table 4, highlighting their main contributions, domains, and other relevant details.

Table 4: Summary of supervised fine-tuning methods for phone GUI agents

Method Date Task Type Backbone Size Contributions

MobileAgent Ding (2024) 2024.01 General Qwen 7B Standard Operating Procedure;
Human-machine interaction

SeeClick Cheng et al. (2024) 2024.01 General Qwen-VL 9.6B GUI grounding pre-training;
ScreenSpot benchmark

ReALM Moniz et al. (2024) 2024.04 Reference
Resolution FLAN-T5 80M–3B

Formulated reference resolution
as language modeling; Improved

performance on resolving references

GUICourse Chen et al. (2024c) 2024.06 General
Qwen-VL,
Fuyu-8B,

MiniCPM-V
N/A

Suite of datasets
(GUIEnv, GUIAct, GUIChat);
Enhanced OCR and grounding

GUI Odyssey Lu et al. (2024a) 2024.06 General Qwen-VL N/A Cross-app navigation dataset;
Agent with history resampling

IconDesc Haque & Csallner (2024) 2024.09 Alt-Text
Generation GPT-3.5 N/A

Generated alt-text for UI
icons using partial UI data;

Improved accessibility

TinyClick Pawlowski et al. (2024) 2024.10 General Florence-2 0.27B
Single-turn agent;
Multitask training;

MLLM-based data augmentation

InfiGUIAgent Liu et al. (2025b) 2025.01 General Qwen2-VL 2B Model-Environment alignment;
Self-exploratory Data

Agent-R Yuan et al. (2025) 2025.01 General LLama-3.1 8B Self-reflection capabilities;
Real-time error correction

Supervised fine-tuning has been effectively applied to develop more versatile and efficient GUI agents by
enhancing their fundamental abilities and GUI knowledge. One of the fundamental challenges in developing
visual GUI agents is enabling accurate interaction with screen elements based solely on visual inputs, known
as GUI grounding. SeeClick Cheng et al. (2024) addresses this challenge by introducing a visual GUI agent
that relies exclusively on screenshots for task automation, circumventing the need for extracted structured
data like HTML, which can be lengthy and sometimes inaccessible. Recognizing that GUI grounding is a key
hurdle, SeeClick enhances the agent’s capability by incorporating GUI grounding pre-training. The authors
also introduce ScreenSpot, the first realistic GUI grounding benchmark encompassing mobile, desktop, and
web environment. Experimental results demonstrate that improving GUI grounding through supervised fine-
tuning directly correlates with enhanced performance in downstream GUI tasks. InfiGUIAgent Liu et al.
(2025b) is trained using a supervised fine-tuning method and employs the Reference-Augmented Annotation
approach to fully leverage spatial information, establishing bidirectional connections between GUI elements
and text descriptions, thereby enhancing the model’s understanding of GUI visual language. Additionally,
the model incorporates Hierarchical Reasoning and Expectation-Reflection Reasoning capabilities, enabling
the agent to perform complex reasoning natively, which improves its grounding ability. Beyond grounding,
agents require robust OCR capabilities and comprehensive knowledge of GUI components and interactions
to function effectively across diverse applications. GUICourse Chen et al. (2024c) tackles these challenges by
presenting a suite of datasets designed to train visual-based GUI agents from general VLMs. The GUIEnv
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dataset strengthens OCR and grounding abilities by providing 10 million website page-annotation pairs
for pre-training and 0.7 million region-text QA pairs for supervised fine-tuning. To enrich the agent’s
understanding of GUI components and interactions, the GUIAct and GUIChat datasets offer extensive
single-step and multi-step action instructions and conversational data with text-rich images and bounding
boxes. As users frequently navigate across multiple applications to complete complex tasks, enabling cross-
app GUI navigation becomes essential for practical GUI agents.GUI Odyssey Lu et al. (2024a) addresses
this need by introducing a comprehensive dataset specifically designed for training and evaluating cross-app
navigation agents. The GUI Odyssey dataset comprises 7,735 episodes from six mobile devices, covering six
types of cross-app tasks, 201 apps, and 1,399 app combinations. By fine-tuning the Qwen-VL model with a
history resampling module on this dataset, they developed OdysseyAgent, a multimodal cross-app navigation
agent. Extensive experiments show that OdysseyAgent achieves superior accuracy compared to existing
models, significantly improving both in-domain and out-of-domain performance on cross-app navigation
tasks. Efficiency and scalability are also critical considerations, especially for deploying GUI agents on
devices with limited computational resources. TinyClick Pawlowski et al. (2024) demonstrates that even
compact models can achieve strong performance on GUI automation tasks through effective supervised fine-
tuning strategies. Utilizing the Vision-Language Model Florence-2-Base, TinyClick focuses on the primary
task of identifying the screen coordinates of UI elements corresponding to user commands. By employing
multi-task training and Multimodal Large Language Model-based data augmentation, TinyClick significantly
improves model performance while maintaining a compact size of 0.27 billion parameters and minimal latency.
MobileAgent Ding (2024) combines LoRA and SOP methods to effectively reduce computational overhead
through low-rank adaptive supervised fine-tuning, while breaking down complex tasks into subtasks to
enhance the model’s understanding and execution efficiency. At the same time, this approach does not impose
additional burdens on inference speed, significantly improving the model’s performance and responsiveness.
The performance of agents is often limited by their inability to recover from errors. Agent-R Yuan et al.
(2025) identifies the first error step in an erroneous trajectory and combines it with a correct trajectory to
create a corrected path, thus enabling real-time error correction. By training on self-generated corrected
trajectories and using an iterative supervised fine-tuning approach, Agent-R dynamically identifies and
rectifies errors, gradually enhancing decision-making abilities. Moreover, under a multi-task training strategy,
its training outcomes improve significantly. This method offers new directions for developing more intelligent
and adaptable GUI agents.

Supervised fine-tuning has also been applied to domain-specific tasks to address specialized challenges in
particular contexts, such as reference resolution and accessibility. In the context of Reference Resolution
in GUI Contexts, ReALM Moniz et al. (2024) formulates reference resolution as a language modeling
problem, enabling the model to handle various types of references, including on-screen entities, conversa-
tional entities, and background entities. By converting reference resolution into a multiple-choice task for
the LLM, ReALM significantly improves the model’s ability to resolve references in GUI contexts. For
Accessibility and UI Icons Alt-Text Generation, IconDesc Haque & Csallner (2024) addresses the
challenge of generating informative alt-text for mobile UI icons, which is essential for users relying on screen
readers. Traditional deep learning approaches require extensive datasets and struggle with the diversity and
imbalance of icon types. IconDesc introduces a novel method using Large Language Models to autonomously
generate alt-text with partial UI data, such as class, resource ID, bounds, and contextual information from
parent and sibling nodes. By fine-tuning an off-the-shelf LLM on a small dataset of approximately 1.4k
icons, IconDesc demonstrates significant improvements in generating relevant alt-text, aiding developers in
enhancing UI accessibility during app development.

These works collectively demonstrate that supervised fine-tuning is instrumental in advancing GUI agents
for phone automation. By addressing specific challenges through targeted datasets and training strate-
gieswhether enhancing GUI grounding, improving OCR and GUI knowledge, enabling cross-app navigation,
or optimizing for accessibilityresearchers have significantly enhanced the performance and applicability of
GUI agents. The advancements summarized in Figure 4 highlight the ongoing efforts and progress in this
field, paving the way for more intelligent, versatile, and accessible phone automation solutions capable of
handling complex tasks in diverse environment.
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4.2.3 Reinforcement Learning

Reinforcement Learning (RL) Kaelbling et al. (1996) has emerged as a powerful technique for training agents
to interact autonomously with GUIs across various platforms, including phones, web browsers, and desktop
environment. Although RL-based approaches for phone GUI agents are relatively few, significant progress
has been made in leveraging RL to enhance agent capabilities in dynamic and complex GUI environment. In
this section, we discuss RL approaches for GUI agents across different platforms, highlighting their unique
challenges, methodologies, and contributions. A summary of notable RL-based methods is presented in
Figure 5, which includes specific RL-related features such as the type of RL used (online or offline) and the
targeted platform.

Table 5: Summary of reinforcement learning methods for phone GUI agents

Method Date Platform RL Type Backbone Size

DigiRL Bai et al. (2024) 2024.06 Phone Online RL AutoUI-Base 200M

DistRL Wang et al. (2024h) 2024.10 Phone Online RL T5-based 1.3B

AutoGLM Liu et al. (2024b) 2024.11 Phone,
Web Online RL GLM-4-9B-Base 9B

ScreenAgent Niu et al. (2024) 2024.02 PC OS N/A CogAgent 18B

ETO Song et al. (2024a) 2024.03 Web Offline-to-
Online RL LLaMA-2-7B-Chat 7B

AutoWebGLM Lai et al. (2024) 2024.04 Web
RL (Curriculum
Learning, Boot-
strapped RL)

ChatGLM3-6B 6B

Agent Q Putta et al. (2024) 2024.08 Web Offline RL with MCTS LLaMA-3-70B 70B

GLAINTEL Fereidouni et al. (2024) 2024.11 Web RL (Offline-to-
Online, Hybrid RL) Flan-T5 0.78B

ReachAgent Wu et al. (2025b) 2025.02 Phone Hybrid RL MobileVLM Wu et al. (2024d) N/A

VEM Zheng et al. (2025) 2025.02 Phone Environment-
Free RL N/A N/A

Digi-Q Bai et al. (2025) 2025.02 Phone Q-Function
Based RL N/A N/A

VSC-RL Wu et al. (2025a) 2025.02 Phone
Variational
Subgoal-

Conditioned RL
N/A N/A

UI-R1 Lu et al. (2025) 2025.03 Phone Rule-Based RL Qwen2.5-VL 3B

Phone Agents. Training phone GUI agents using RL presents unique challenges due to the dynamic and
complex nature of mobile applications. Agents must adapt to real-world stochasticity and handle the in-
tricacies of interacting with diverse mobile environment. Recent works have addressed these challenges by
developing RL frameworks that enable agents to learn from interactions and improve over time. DigiRL Bai
et al. (2024) andDistRL Wang et al. (2024h) both tackle the limitations of pre-trained vision-language
models (VLMs) in decision-making tasks for device control through GUIs. Recognizing that static demon-
strations are insufficient due to the dynamic nature of real-world mobile environment, these works introduce
RL approaches to train agents capable of in-the-wild device control. DigiRL proposes an autonomous RL
framework that employs a two-stage training process: an initial offline RL phase to initialize the agent using
existing data, followed by an offline-to-online RL phase that fine-tunes the model based on its own interac-
tions. By building a scalable Android learning environment with a VLM-based evaluator, DigiRL identifies
key design choices for effective RL in mobile GUI domains. The agent learns to handle real-world stochas-
ticity and dynamism, achieving significant improvements over supervised fine-tuning, with a 49.5% absolute
increase in success rate on the Android-in-the-Wild dataset. Similarly, DistRL introduces an asynchronous
distributed RL framework specifically designed for on-device control agents on mobile devices. To address
inefficiencies in online fine-tuning and the challenges posed by dynamic mobile environment, DistRL employs
centralized training and decentralized data acquisition. Leveraging an off-policy RL algorithm tailored for
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distributed and asynchronous data utilization, DistRL improves training efficiency and agent performance
by prioritizing significant experiences and encouraging exploration. Experiments show that DistRL achieves
a 20% relative improvement in success rate compared to state-of-the-art methods on general Android tasks.
Building upon these advancements, AutoGLM Liu et al. (2024b) extends the application of RL to both phone
and web platforms. AutoGLM presents a series of foundation agents based on the ChatGLM model family,
aiming to serve as autonomous agents for GUI control. A key insight from this work is the design of an
intermediate interface that separates planning and grounding behaviors, allowing for more agile development
and enhanced performance. By employing self-evolving online curriculum RL, AutoGLM enables agents to
learn from environmental interactions and adapt to dynamic GUI environment. The approach demonstrates
impressive success rates on various benchmarks, showcasing the potential of RL in creating versatile GUI
agents across platforms.

Recent advances have brought several innovative approaches to reinforcement learning for phone GUI agents.
ReachAgent Wu et al. (2025b) decomposes mobile agent tasks into two sub-tasks: page reaching and page
operation, utilizing a two-stage fine-tuning strategy. In the first stage, supervised fine-tuning enables the
agent to better perform each sub-task. In the second stage, reinforcement learning is applied to further op-
timize the agent’s overall task completion capabilities, thereby enhancing its performance in complex tasks.
VEM Zheng et al. (2025) introduces an environment-free RL framework that decouples value estimation
from policy optimization using a pretrained Value Environment Model. Unlike traditional RL methods
that require costly environment interactions, VEM predicts state-action values directly from offline data,
distilling human-like priors about GUI interaction outcomes. This approach avoids compounding errors and
enhances resilience to UI changes by focusing on semantic reasoning. Digi-Q Bai et al. (2025) presents an
approach to train VLM-based action-value Q-functions for device control. Instead of using on-policy RL
with actual environment rollouts, Digi-Q trains the Q-function using offline temporal-difference learning on
frozen, intermediate-layer features of a VLM. This approach enhances scalability and reduces computational
costs compared to fine-tuning the entire VLM. The trained Q-function then uses a Best-of-N policy ex-
traction operator to imitate the best action without requiring environment interaction. VSC-RL Wu et al.
(2025a) addresses the learning inefficiencies in tackling complex sequential decision-making tasks with sparse
rewards and long-horizon dependencies. By reformulating vision-language sequential tasks as a variational
goal-conditioned RL problem, VSC-RL optimizes the SubGoal Evidence Lower BOund (SGC-ELBO). This
approach maximizes subgoal-conditioned return via RL while minimizing the difference with the reference
policy. UI-R1 Lu et al. (2025) explores how rule-based RL can enhance reasoning capabilities of multimodal
large language models for GUI action prediction. Using a small yet high-quality dataset of 136 challenging
tasks, UI-R1 introduces a unified rule-based action reward enabling model optimization via Group Relative
Policy Optimization (GRPO).

Web Agents. Web navigation tasks involve interacting with complex and dynamic web environment,
where agents must interpret web content and perform actions to achieve user-specified goals. RL has been
employed to train agents that can adapt to these challenges by learning from interactions and improving
decision-making capabilities. ETO Song et al. (2024a) (Exploration-based Trajectory Optimization) and
Agent Q Putta et al. (2024) both focus on enhancing the performance of LLM-based agents in web en-
vironment through RL techniques. ETO introduces a learning method that allows agents to learn from
their exploration failures by iteratively collecting failure trajectories and using them to create contrastive
trajectory pairs for training. By leveraging contrastive learning methods like Direct Preference Optimiza-
tion (DPO), ETO enables agents to improve performance through an iterative cycle of exploration and
training. Experiments on tasks such as WebShop demonstrate that ETO consistently outperforms baselines,
highlighting the effectiveness of learning from failures. Agent Q combines guided Monte Carlo Tree Search
(MCTS) with a self-critique mechanism and iterative fine-tuning using an off-policy variant of DPO. This
framework allows LLM agents to learn from both successful and unsuccessful trajectories, improving gener-
alization in complex, multi-step reasoning tasks. Evaluations on the WebShop environment and real-world
booking scenarios show that Agent Q significantly improves success rates, outperforming behavior cloning
and reinforcement learning fine-tuned baselines. AutoWebGLM Lai et al. (2024) contributes to this domain
by developing an LLM-based web navigating agent built upon ChatGLM3-6B. To address the complexity
of HTML data and the versatility of web actions, AutoWebGLM introduces an HTML simplification algo-
rithm to represent webpages succinctly. The agent is trained using a hybrid human-AI method to build web
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browsing data for curriculum training and is further enhanced through reinforcement learning and rejection
sampling. AutoWebGLM demonstrates performance superiority on general webpage browsing tasks, achiev-
ing practical usability in real-world services. GLAINTEL Fereidouni et al. (2024) effectively utilizes human
experience and the adaptive capabilities of reinforcement learning by integrating human demonstrations with
reinforcement learning methods. This approach achieves superior performance in complex product search
tasks. Collectively, these works demonstrate how RL techniques can be applied to web agents to improve
their ability to navigate and interact with complex web environment. By learning from interactions, failures,
and leveraging advanced planning methods, these agents exhibit enhanced reasoning and decision-making
capabilities.

PC OS Agents. In desktop environment, agents face the challenge of interacting with complex software
applications and operating systems, requiring precise control actions and understanding of GUI elements. RL
approaches in this domain focus on enabling agents to perform multi-step tasks and adapt to the intricacies
of desktop GUIs. ScreenAgent Niu et al. (2024) constructs an environment where a Vision Language Model
(VLM) agent interacts with a real computer screen via the VNC protocol. By observing screenshots and
manipulating the GUI through mouse and keyboard actions, the agent operates within an automated control
pipeline that includes planning, acting, and reflecting phases. This design allows the agent to continuously
interact with the environment and complete multi-step tasks. ScreenAgent introduces the ScreenAgent
Dataset, which collects screenshots and action sequences for various daily computer tasks. The trained
model demonstrates computer control capabilities comparable to GPT-4V and exhibits precise UI positioning
capabilities, highlighting the potential of RL in desktop GUI automation. AssistGUI Gao et al. (2023)
develops an LLM-based reinforcement learning framework called Actor-Critic Embodied Agent (ACE). This
framework automates desktop GUI through visual analysis, reasoning, and action generation, significantly
improving task success rates. Additionally, it introduces a novel benchmarking framework to evaluate a
model’s ability to complete complex tasks on desktop platforms using mouse and keyboard operations. This
advancement offers a new direction for future research in desktop GUI automation.

Reinforcement Learning has proven to be a valuable approach for training GUI agents across various plat-
forms, enabling them to learn from interactions with dynamic environment and improve their performance
over time. By leveraging RL techniques, these agents can adapt to real-world stochasticity, handle com-
plex decision-making tasks, and exhibit enhanced autonomy in phone, web, and desktop environment. The
works discussed in this section showcase the progress made in developing intelligent and versatile GUI agents
through RL, paving the way for enhanced automation and user interaction across diverse platforms.

5 Datasets and Benchmarks

The rapid evolution of mobile technology has transformed smartphones into indispensable tools for commu-
nication, productivity, and entertainment. This shift has spurred a growing interest in developing intelligent
agents capable of automating tasks and enhancing user interactions with mobile devices. These agents rely
on a deep understanding of GUIs and the ability to interpret and execute instructions effectively. How-
ever, the development of such agents presents significant challenges, including the need for diverse datasets,
standardized benchmarks, and robust evaluation methodologies.

Datasets serve as the backbone for training and testing phone GUI agents, offering rich annotations and
task diversity to enable these agents to learn and adapt to complex environment. Complementing these
datasets, benchmarks provide structured environment and evaluation metrics, allowing researchers to assess
agent performance in a consistent and reproducible manner. Together, datasets and benchmarks form the
foundation for advancing the capabilities of GUI-based agents.

This section delves into the key datasets and benchmarks that have shaped the field. Subsection 5.1
reviews notable datasets that provide the training data necessary for enabling agents to perform tasks such
as language grounding, UI navigation, and multimodal interaction. Subsection 5.2 discusses benchmarks
that facilitate the evaluation of agent performance, focusing on their contributions to reproducibility, gener-
alization, and scalability. Through these resources, researchers and developers gain the tools needed to push
the boundaries of intelligent phone automation, moving closer to creating agents that can seamlessly assist
users in their daily lives.
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Table 6: Summary of datasets for phone GUI agents. "Actions" refers to the number of distinct actions avail-
able; "Demos" refers to the number of demonstration sequences; "Apps" refers to the number of applications
covered; "Instr." refers to the number of natural language instructions; "Avg. Steps" refers to the average
number of steps per task.

Dataset Date Screenshots UI Trees Actions Demos Apps Instr. Avg. Steps Contributions

Rico Deka et al. (2017) 2017.10 4 4 N/A 10,811 9,772 N/A N/A Large-scale
mobile dataset

PixelHelp Li et al. (2020) 2020.05 4 4 4 187 4 187 4.2 Grounding instruc
tions to actions

MoTIF Burns et al. (2021) 2021.04 4 4 6 4,707 125 276 4.5 Interactive visual
environment

UIBert Bai et al. (2021) 2021.07 4 4 N/A N/A N/A 16,660 1 Pre-training task

Meta-GUI Sun et al. (2022) 2022.05 7 4 7 4,684 11 1,125 5.3 Multi-turn dialogues

UGIF Venkatesh et al. (2022) 2022.11 4 4 8 523 12 523 5.3 Multilingual UI-
grounded instructions

AITW Rawles et al. (2024b) 2023.12 4 7 7 715,142 357 30,378 6.5 Large-scale interactions

AITZ Zhang et al. (2024c) 2024.03 4 7 7 18,643 70 2,504 7.5 Chain-of-Action-
Thought annotations

GUI Odyssey Lu et al. (2024a) 2024.06 7 4 9 7,735 201 7,735 15.4 Cross-app navigation

AndroidControl Li et al. (2024a) 2024.07 4 4 8 15,283 833 15,283 4.8 UI task scaling law

AMEX Chai et al. (2024) 2024.07 4 4 8 2,946 110 2,946 12.8 Multi-level detailed
annotations

MobileViews Gao et al. (2024) 2024.09 4 4 N/A N/A 21,053 N/A N/A Largest-scale
mobile dataset

5.1 Datasets

The development of phone automation and GUI-based agents has been significantly propelled by the avail-
ability of diverse and richly annotated datasets. These datasets provide the foundation for training and
evaluating models that can understand and interact with mobile user interfaces using natural language in-
structions. In this subsection, we review several key datasets, highlighting their unique contributions and
how they collectively advance the field. Table 6 summarizes these datasets, providing an overview of their
characteristics.

Rico Deka et al. (2017) is the largest dataset from the early stage of GUI automation development, providing
a solid foundation for understanding modern mobile interfaces and developing GUI agents. It includes various
types of data, such as UI screenshots, view hierarchies, and UI metadata, offering valuable references for
researchers and developers. Based on this, subsequent studies like RICO Semantics Sunkara et al. (2022),
GUI-WORLD Chen et al. (2024a), and MobileViews Gao et al. (2024) have emerged, expanding the types and
coverage of datasets and driving the growth of GUI agent research. Among them, MobileViews is currently
the largest GUI dataset.

Early efforts in dataset creation focused on mapping natural language instructions to UI actions. PixelHelp Li
et al. (2020) pioneered this area by introducing a problem of grounding natural language instructions to
mobile UI action sequences. It decomposed the task into action phrase extraction and grounding, enabling
models to interpret instructions like "Turn on flight mode" and execute corresponding UI actions. Building on
this, UGIF Venkatesh et al. (2022) extended the challenge to a multilingual and multimodal setting. UGIF
addressed cross-modal and cross-lingual retrieval and grounding, providing a dataset with instructions in
English and UI interactions across multiple languages, thus highlighting the complexities of multilingual UI
instruction following.

Addressing task feasibility and uncertainty, MoTIF Burns et al. (2021) introduced a dataset that includes
natural language commands which may not be satisfiable within the given UI context. By incorporating
feasibility annotations and follow-up questions, MoTIF encourages research into how agents can recognize
and handle infeasible tasks, enhancing robustness in interactive environment.

For advancing UI understanding through pre-training, UIBert Bai et al. (2021) proposed a Transformer-based
model that jointly learns from image and text representations of UIs. By introducing novel pre-training tasks
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that leverage the correspondence between different UI features, UIBert demonstrated improvements across
multiple downstream UI tasks, setting a foundation for models that require a deep understanding of GUI
layouts and components.

In the realm of multimodal dialogues and interactions, Meta-GUI Sun et al. (2022) proposed a GUI-based
task-oriented dialogue system. This work collected dialogues paired with GUI operation traces, enabling
agents to perform tasks through conversational interactions and direct GUI manipulations. It bridges the
gap between language understanding and action execution within mobile applications.

Recognizing the need for large-scale datasets to train more generalizable agents, several works introduced
extensive datasets capturing a wide range of device interactions. Android In The Wild (AITW) Rawles
et al. (2024b) released a dataset containing hundreds of thousands of episodes with human demonstrations
of device interactions. It presents challenges where agents must infer actions from visual appearances and
handle precise gestures. Building upon AITW, Android In The Zoo (AITZ) Zhang et al. (2024c) provided
fine-grained semantic annotations using the Chain-of-Action-Thought (CoAT) paradigm, enhancing agents’
ability to reason and make decisions in GUI navigation tasks.

To address the complexities of cross-application navigation, GUI Odyssey Lu et al. (2024a) introduced a
dataset specifically designed for training and evaluating agents that navigate across multiple apps. By
covering diverse apps, tasks, and devices, GUI Odyssey enables the development of agents capable of handling
real-world scenarios that involve integrating multiple applications and transferring context between them.

Understanding how data scale affects agent performance, AndroidControl Li et al. (2024a) studied the impact
of training data size on computer control agents. By collecting demonstrations with both high-level and low-
level instructions across numerous apps, this work analyzed in-domain and out-of-domain generalization,
providing insights into the scalability of fine-tuning approaches for device control agents.

Focusing on detailed annotations to enhance agents’ understanding of UI elements, AMEX Chai et al.
(2024) introduced a comprehensive dataset with multi-level annotations. It includes GUI interactive element
grounding, functionality descriptions, and complex natural language instructions with stepwise GUI-action
chains. AMEX aims to align agents more closely with human users by providing fundamental knowledge and
understanding of the mobile GUI environment from multiple levels, thus facilitating the training of agents
with a deeper understanding of page layouts and UI element functionalities.

Finally, we should focus on methods for generating, collecting, and annotating high-quality datasets. Dream-
Struct Peng et al. (2024) leverages LLMs to generate data design concept descriptions based on target tasks.
It then produces HTML code with target labels, embedding semantic tags within. In the post-processing
phase, Bing Search API or DALLůE is used to replace placeholder graphic elements, resulting in the final
visual content. This research offers a dataset, DreamUI, which includes 9,774 labeled UI interfaces for refer-
ence. OS-Genesis Sun et al. (2024) utilizes the method of Reverse Task Synthesis to automatically generate
task instructions and corresponding action trajectories from interactions. It then integrates these with a
trajectory reward model to produce high-quality and diverse GUI agent data. Learn-by-interact Su et al.
(2025) uses LLMs to generate data through interaction with the environment and optimizes this data via
backward construction. These high-quality data generation techniques reduce the dependency on manually
labeled data, facilitating agents’ rapid adaptation to new environments and tasks. Ferret-UI 2 Li et al.
(2024f) uses the Set-of-Mark (SoM) visual prompt method to tag each UI component with bounding boxes
and numerical labels to assist GPT-4o in recognition. Subsequently, GPT-4o generates question-and-answer
task data related to UI components, covering multiple aspects of UI comprehension and thus producing high-
quality training data. FedMobileAgent Wang et al. (2025b) automatically collects data during users’ daily
mobile usage and employs locally deployed VLM to annotate user actions, thereby generating a high-quality
dataset. Furthermore, even in the absence of explicit ground truth annotations, we can infer user intentions
through their interactions within the GUI to generate corresponding UI annotations Berkovitch et al. (2024).
This approach opens up new directions for the collection and annotation of GUI data.

Collectively, these datasets represent significant strides in advancing phone automation and GUI-based agent
research. They address various challenges, from language grounding and task feasibility to large-scale device
control and cross-app navigation. By providing rich annotations and diverse scenarios, they enable the
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training and evaluation of more capable, robust, and generalizable agents, moving closer to the goal of
intelligent and autonomous phone automation solutions.

5.2 Benchmarks

The development of mobile GUI-based agents is not only reliant on the availability of diverse datasets but
is also significantly influenced by the presence of robust benchmarks. These benchmarks offer standardized
environment, tasks, and evaluation metrics, which are essential for consistently and reproducibly assessing
the performance of agents. They enable researchers to compare different models and approaches under
identical conditions, thus facilitating collaborative progress. In this subsection, we will review some of the
notable benchmarks that have been introduced to evaluate phone GUI agents, highlighting their unique
features and contributions. A summary of these benchmarks is provided in Table 7, which allows for a
comparative understanding of their characteristics.

Table 7: Summary of benchmarks for phone GUI agents

Benchmark Date Tasks Task
Completion

Action
Quality

Resource
Efficiency

Task Under-
standing

Format
Compliance

Completion
Awareness Reward Eval

Accuracy
MobileEnv
Zhang et al. (2023b) 2023.05 74 4 7 7 7 7 7 4 7

AutoDroid
Wen et al. (2024a) 2023.09 N/A 4 4 7 7 7 7 7 7

AndroidArena
Xing et al. (2024) 2024.02 N/A 4 4 4 4 4 4 4 7

LlamaTouch
Zhang et al. (2024e) 2024.04 496 4 4 7 4 7 4 7 4

B-MoCA
Lee et al. (2024) 2024.04 131 4 7 4 7 7 7 7 7

AndroidWorld
Rawles et al. (2024a) 2024.05 116 4 7 7 7 7 7 4 7

MobileAgent
Bench Wang et al. (2024e) 2024.06 100 4 4 4 7 7 7 4 4

AUITestAgent
Hu et al. (2024) 2024.07 N/A 4 4 7 4 4 4 4 4

VisualAgent
Bench Liu et al. (2024c) 2024.08 119 4 7 4 7 7 7 7 7

AgentStudio
Zheng et al. (2024b) 2024.10 205 4 4 7 4 7 4 4 4

AndroidLab
Xu et al. (2024b) 2024.11 138 4 4 4 4 7 7 4 4

A3 Chai et al. (2025) 2025.01 201 4 7 7 7 7 7 4 4

AutoEval Sun et al. (2025a) 2025.03 93 4 7 7 7 7 7 4 4

LearnGUI
Liu et al. (2025a) 2025.04 2,353 4 7 7 7 7 7 4 7

5.2.1 Evaluation Pipelines

Early benchmarks in the field of phone GUI agents focused on creating controlled environment for training
and evaluating these agents. MobileEnv Zhang et al. (2023b), for example, introduced a universal platform
for the training and evaluation of mobile interactions. It provided an isolated and controllable setting, with
support for intermediate instructions and rewards. This emphasis on reliable evaluations and the ability to
more naturally reflect real-world usage scenarios was a significant step forward.

To address the challenges presented by the complexities of modern operating systems and their vast action
spaces, AndroidArena Xing et al. (2024) was developed. This benchmark was designed to evaluate large
language model (LLM) agents within a complex Android environment. It introduced scalable and semi-
automated methods for benchmark construction, with a particular focus on cross-application collaboration
and user constraints such as security concerns.
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Current research primarily focuses on the overall task success rate and often overlooks the evaluation of
core capabilities such as GUI grounding of agents in real-world scenarios. AgentStudio Zheng et al. (2024b)
provides a comprehensive platform that spans the entire development cycle, from environment setup and
data collection to agent evaluation and visualization. AgentStudio also introduces three benchmark datasets:
GroundUI, IDMBench, and CriticBench. These datasets are designed to evaluate agents’ capabilities in GUI
grounding, learning from videos, and success detection, respectively. Additionally, it introduces a benchmark
suite comprising 205 real-world tasks to comprehensively evaluate agents’ practical capabilities from multiple
perspectives.

Recognizing the limitations in scalability and faithfulness of existing evaluation approaches, Llama-
Touch Zhang et al. (2024e) presented a novel testbed. This testbed enabled on-device mobile UI task
execution and provided a means for faithful and scalable task evaluation. It introduced fine-grained UI com-
ponent annotation and a multi-level application state matching algorithm. These features allowed for the
accurate detection of critical information in each screen, enhancing the evaluation’s accuracy and adaptability
to dynamic UI changes.

B-MoCA Lee et al. (2024) expanded the focus of benchmarking to include mobile device control agents across
diverse configurations. By incorporating a randomization feature that could change device configurations
such as UI layouts and language settings, B-MoCA was able to more effectively assess agents’ generalization
performance. It provided a realistic benchmark with 131 practical tasks, highlighting the need for agents to
handle a wide range of real-world scenarios.

To provide a dynamic and reproducible environment for autonomous agents, AndroidWorld Rawles et al.
(2024a) introduced an Android environment with 116 programmatic tasks across 20 real-world apps. This
benchmark emphasized the importance of ground-truth rewards and the ability to dynamically construct
tasks that were parameterized and expressed in natural language. This enabled testing on a much larger
and more realistic suite of tasks.

For the specific evaluation of mobile LLM agents, MobileAgentBench Wang et al. (2024e) proposed an
efficient and user-friendly benchmark. It addressed challenges in scalability and usability by offering 100
tasks across 10 open-source apps. The benchmark also simplified the extension process for developers and
ensured that it was fully autonomous and reliable.

In the domain of GUI function testing, AUITestAgent Hu et al. (2024) introduced the first automatic,
natural language-driven GUI testing tool for mobile apps. By decoupling interaction and verification into
separate modules and employing a multi-dimensional data extraction strategy, it enhanced the automation
and accuracy of GUI testing. The practical usability of this tool was demonstrated in real-world deployments.

AndroidLab Xu et al. (2024b) presented a systematic Android agent framework. This framework included
an operation environment with different modalities and a reproducible benchmark. Supporting both LLMs
and large multimodal models (LMMs), it provided a unified platform for training and evaluating agents.
Additionally, it came with an Android Instruction dataset that significantly improved the performance of
open-source models.

LearnGUI Liu et al. (2025a) offers a novel approach by introducing the first comprehensive benchmark
specifically designed for demonstration-based learning in mobile GUI agents. Rather than pursuing universal
generalization through larger datasets, it focuses on improving agent performance in unseen scenarios through
human demonstrations. The benchmark comprises 2,252 offline tasks and 101 online tasks with high-quality
human demonstrations.

Finally, to evaluate the practical performance of mobile GUI agents in complex real-world environments,
VisualAgentBench Liu et al. (2024c) constructs a series of cross-domain tasks. This benchmark examines the
agents’ abilities in dynamic interaction and decision-making and provides abundant training trajectory data
to support further performance improvement via behavior cloning. A3 (Android Agent Arena) Chai et al.
(2025) integrates 201 tasks from 21 widely-used third-party applications, covering common real-world user
scenarios. It supports an extended action space compatible with any dataset annotation style. Additionally,
the use of business-level LLMs automates task evaluation, reducing the need for manual assessment and
enhancing scalability.
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AutoEval Sun et al. (2025a) addresses the practicality and scalability challenges in mobile agent evaluation by
introducing a framework that requires no manual effort to define task reward signals or implement evaluation
codes. It employs a Structured Substate Representation to describe UI state changes during agent execution
and utilizes a Judge System that can autonomously evaluate agent performance with over 94% accuracy
compared to human verification.

Collectively, these benchmarks have made substantial contributions to the advancement of phone GUI agents.
They have achieved this by providing diverse environment, tasks, and evaluation methodologies. They have
addressed various challenges, including scalability, reproducibility, generalization across configurations, and
the integration of advanced models like LLMs and LMMs. By facilitating rigorous testing and comparison,
they have played a crucial role in driving the development of more capable and robust phone GUI agents.

5.2.2 Evaluation Metrics

Evaluation metrics are crucial for measuring the performance of phone GUI agents, providing quantitative
indicators of their effectiveness, efficiency, and reliability. This section categorizes and explains the various
metrics used across different benchmarks based on their primary functions.

Task Completion Metrics. Task Completion Metrics assess how effectively an agent finishes assigned tasks.
Task Completion Rate indicates the proportion of successfully finished tasks, with AndroidWorld Rawles
et al. (2024a) exemplifying its use for real-device assessments. Sub-Goal Success Rate further refines this
by examining each sub-goal within a larger task, as employed by AndroidLab Xu et al. (2024b), making
it particularly relevant for complex tasks that require segmentation. End-to-end Task Completion Rate,
used by LlamaTouch Zhang et al. (2024e), offers a holistic measure of whether an agent can see an entire
multi-step task through to completion without interruption.

Action Execution Quality Metrics. These metrics evaluate the agents precision and correctness when per-
forming specific actions. Action Accuracy, adopted by AUITestAgent Hu et al. (2024) and AutoDroid Zhang
& Zhang (2023), compares each executed action to the expected one. Correct Step measures the fraction
of accurate steps in an action sequence, whereas Correct Trace quantifies the alignment of the entire action
trajectory with the ground truth. Operation Logic checks if the agent follows logical procedures to meet task
objectives, as AndroidArena Xing et al. (2024) demonstrates. Reasoning Accuracy, highlighted in AUITestA-
gent Hu et al. (2024), gauges how well the agent logically interprets and responds to task requirements.

Resource Utilization and Efficiency Metrics. These indicators measure how efficiently an agent handles
system resources and minimizes redundant operations. Resource Consumption, tracked by AUITestAgent Hu
et al. (2024) via Completion Tokens and Prompt Tokens, reveals how much computational cost is incurred.
Step Efficiency, applied by AUITestAgent and MobileAgentBench Wang et al. (2024e), compares actual steps
to an optimal lower bound, while Reversed Redundancy Ratio, used by AndroidArena Xing et al. (2024) and
AndroidLab Xu et al. (2024b), evaluates unnecessary detours in the action path.

Task Understanding and Reasoning Metrics. These metrics concentrate on the agents comprehen-
sion and analytical skills. Oracle Accuracy and Point Accuracy, used by AUITestAgent Hu et al. (2024),
assess how well the agent interprets task instructions and verification points. Reasoning Accuracy indi-
cates the correctness of the agents logical deductions during execution, and Nuggets Mining, employed by
AndroidArena Xing et al. (2024), measures the ability to extract key contextual information from the UI
environment.

Format and Compliance Metrics. These metrics verify whether the agent operates within expected
format constraints. Invalid Format and Invalid Action, for example, are tracked in AndroidArena Xing et al.
(2024) to confirm that an agents outputs adhere to predefined structures and remain within permissible
action ranges.

Completion Awareness and Reflection Metrics. Such metrics evaluate the agents recognition of
task boundaries and its capacity to learn from prior steps. Awareness of Completion, explored in An-
droidArena Xing et al. (2024), ensures the agent terminates at the correct time. Reflexion@K measures
adaptive learning by examining how effectively the agent refines its performance over multiple iterations.

39



Under review as submission to TMLR

Evaluation Accuracy and Reliability Metrics. These indicators measure the consistency and reliability
of the evaluation process. Accuracy, as used in LlamaTouch Zhang et al. (2024e), validates alignment between
the evaluation approach and manual verification, ensuring confidence in performance comparisons across
agents.

Reward and Overall Performance Metrics. These metrics combine various performance facets into
aggregated scores. Task Reward, employed by AndroidArena Xing et al. (2024), provides a single effectiveness
measure encompassing several factors. Average Reward, used in MobileEnv Zhang et al. (2023b), further
reflects consistent performance across multiple tasks, indicating the agents stability and reliability.

These evaluation metrics together provide a comprehensive framework for assessing various dimensions of
phone GUI agents. They cover aspects such as effectiveness, efficiency, reliability, and the ability to adapt
and learn. By using these metrics, benchmarks can objectively compare the performance of different agents
and systematically measure improvements. This enables researchers to identify strengths and weaknesses in
different agent designs and make informed decisions about future development directions.

6 Challenges and Future Directions

Integrating LLMs into phone automation has propelled significant advancements but also introduced numer-
ous challenges. Overcoming these challenges is essential for fully unlocking the potential of intelligent phone
GUI agents. This section outlines key issues and possible directions for future work, encompassing dataset de-
velopment, scaling fine-tuning, lightweight on-device deployment, user-centric adaptation, improving model
capabilities, standardizing benchmarks, and ensuring reliability and security.

Dataset Development and Fine-Tuning Scalability. The performance of LLMs in phone automation
heavily depends on datasets that capture diverse, real-world scenarios. Existing datasets often lack the
breadth needed for comprehensive coverage. Future efforts should focus on developing large-scale, annotated
datasets covering a wide range of applications, user behaviors, languages, and device types Rawles et al.
(2024b); Zhang et al. (2024c). Incorporating multimodal inputse.g., screenshots, UI trees, and natural
language instructionscan help models better understand complex user interfaces. In addition, VideoGUI Lin
et al. (2024a) proposes using instructional videos to demonstrate complex visual tasks to models, helping them
to learn how to transition from an initial state to a target state. Video datasets are expected to evolve into a
new form for future GUI datasets. However, scaling fine-tuning to achieve robust out-of-domain performance
remains a challenge. As shown by AndroidControl Li et al. (2024a), obtaining reliable results for high-level
tasks outside the training domain may require one to two orders of magnitude more data than currently
feasible. Fine-tuning alone may not suffice. Future directions should explore hybrid training methodologies,
unsupervised learning, transfer learning, and auxiliary tasks to improve generalization without demanding
prohibitively large datasets.

Lightweight and Efficient On-Device Deployment. Deploying LLMs on mobile devices confronts
substantial computational and memory constraints. Current hardware often struggles to support large
models with minimal latency and power consumption. Approaches such as model pruning, quantization, and
efficient transformer architectures can address these constraints Ding (2024). Recent innovations demonstrate
promising progress. Octopus v2 Chen & Li (2024) shows that a 2-billion parameter on-device model can
outpace GPT-4 in accuracy and latency, while Lightweight Neural App Control Christianos et al. (2024)
achieves substantial speed and accuracy improvements by distributing tasks efficiently. AppVLM Papoudakis
et al. (2025), a lightweight vision-language model, matches GPT-4o in online task completion success rate
while being up to ten times faster, making it practical for real-world deployment. Moreover, specialized
hardware accelerators and edge computing solutions can further reduce dependency on the cloud, enhance
privacy, and improve responsiveness Wang et al. (2024b). Consider leveraging the powerful code generation
capabilities of small language models (SLMs) to transform GUI task automation into a code generation
problem. This approach fully utilizes the strengths of SLMs, significantly enhancing the efficiency and
performance of GUI agents on mobile devices Wen et al. (2024b); Wang et al. (2024a).

User-Centric Adaptation: Interaction and Personalization. Current agents often rely on extensive
human intervention to correct errors or guide task execution, undermining seamless user experiences. En-
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hancing the agent’s ability to understand user intent and reducing manual adjustments is crucial. Future
research should improve natural language understanding, incorporate voice commands and gestures, and
enable agents to learn continuously from user feedback Lee et al. (2023); Wang et al. (2024c;b); Huq et al..
Personalization is equally important. One-size-fits-all solutions are insufficient given users’ diverse prefer-
ences and usage patterns. Agents should quickly adapt to new tasks and user-specific contexts without costly
retraining. Integrating manual teaching, zero-shot learning, and few-shot learning can help agents generalize
from minimal user input Sodhi et al. (2024); Lee et al. (2023); Song et al. (2024b); Li et al. (2024b), making
them more flexible and universally applicable. For example, AdaptAgent Verma et al. (2024) is capable
of adapting to entirely new domains with as few as two human demonstrations. This not only proves the
efficiency of limited human input, but also paves a new path for the development of multi-modal agents with
broad adaptability. Similarly, LearnAct Liu et al. (2025a) demonstrates the power of human demonstrations
in mobile GUI agents, using a multi-agent framework to automatically extract knowledge from demonstra-
tions to enhance task completion. It establishes demonstration-based learning as a promising direction for
creating more personalized and adaptive mobile agents.

Advancing Model Capabilities: Grounding, Reasoning, and Beyond. Accurately grounding lan-
guage instructions in specific UI elements is a major hurdle. Although LLMs excel at language understanding,
mapping instructions to precise UI interactions requires improved multimodal grounding. Future work should
integrate advanced vision models, large-scale annotations, and more effective fusion techniques Gou et al.
(2024); Cheng et al. (2024); You et al. (2024); Zhang et al. (2024d). Beyond grounding, improving reasoning,
long-horizon planning, and adaptability in complex scenarios remains essential. Agents must handle intricate
workflows, interpret ambiguous instructions, and dynamically adjust strategies as contexts evolve. Achieving
these goals will likely involve new architectures, memory mechanisms, and inference algorithms that extend
beyond current LLM capabilities.

Standardizing Evaluation Benchmarks. Objective and reproducible benchmarks are imperative for
comparing model performance. Existing benchmarks often target narrow tasks or limited domains, compli-
cating comprehensive evaluations. Unified benchmarks covering diverse tasks, app types, and interaction
modalities would foster fair comparisons and encourage more versatile and robust solutions Wang et al.
(2024e); Xu et al. (2024b); Lu et al. (2024a); Rawles et al. (2024b). These benchmarks should provide stan-
dardized metrics, scenarios, and evaluation protocols, enabling researchers to identify strengths, weaknesses,
and paths for improvement with greater clarity.

Ensuring Reliability and Security. As agents gain access to sensitive data and perform critical tasks,
reliability and security are paramount. Current systems may be susceptible to adversarial attacks, data
breaches, and unintended actions Wu et al. (2024b). At the same time, LLM agents are also susceptible
to backdoor attacks Yang et al. (2024a); Wang et al. (2024i). Recent research like AEIA-MN Chen et al.
(2025) has demonstrated that multimodal LLM-powered mobile agents are highly vulnerable to Active En-
vironmental Injection Attacks, where attackers manipulate environmental elements (e.g., notifications) to
mislead agents, achieving attack success rates up to 93% in benchmark tests. Robust security protocols,
error-handling techniques, and privacy-preserving methods are needed to protect user information and main-
tain user trust Ma et al. (2024); Bai et al. (2024). Employing techniques such as data localization, encrypted
communication, and anonymization can effectively protect user privacy while collecting data Wang et al.
(2025b). FedMABench Wang et al. (2025c) addresses the challenges of distributed training using federated
learning, providing a comprehensive benchmark for evaluating mobile agents across heterogeneous environ-
ments. Continuous monitoring and validation processes can detect vulnerabilities and mitigate risks in
real-time Lee et al. (2023). Ensuring that agents behave predictably, respect user privacy, and maintain
consistent performance under challenging conditions will be crucial for widespread adoption and long-term
sustainability.

Addressing these challenges involves concerted efforts in data collection, model training strategies, hardware
optimization, user-centric adaptation, improved grounding and reasoning, standardized benchmarks, and
strong security measures. By advancing these areas, the next generation of LLM-powered phone GUI agents
can become more efficient, trustworthy, and capable, ultimately delivering seamless, personalized, and secure
experiences for users in dynamic mobile environment.
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7 Conclusion

In this paper, we have presented a comprehensive survey of recent developments in LLM-driven phone
automation technologies, illustrating how large language models can catalyze a paradigm shift from static
script-based approaches to dynamic, intelligent systems capable of perceiving, reasoning about, and operating
on mobile GUIs. We examined a variety of frameworks, including single-agent architectures, multi-agent
collaborations, and plan-then-act pipelines, demonstrating how each approach addresses specific challenges
in task complexity, adaptability, and scalability. In parallel, we analyzed both prompt engineering and
training-based techniques (such as supervised fine-tuning and reinforcement learning), underscoring their
roles in bridging user intent and device action.

Beyond clarifying these technical foundations, we also spotlighted emerging research directions and pro-
vided a critical appraisal of persistent obstacles. These include ensuring robust dataset coverage, optimizing
LLM deployments under resource constraints, meeting real-world demand for user-centric personalization,
and maintaining security and reliability in sensitive applications. We further emphasized the need for stan-
dardized benchmarks, proposing consistent metrics and evaluation protocols to fairly compare and advance
competing designs.

Looking ahead, ongoing refinements in model architectures, on-device inference strategies, and multimodal
data integration point to an exciting expansion of what LLM-based phone GUI agents can achieve. We
anticipate that future endeavors will see the convergence of broader AI paradigmssuch as embodied AI and
AGIinto phone automation, thereby enabling agents to handle increasingly complex tasks with minimal
human oversight. Overall, this survey not only unifies existing strands of research but also offers a roadmap
for leveraging the full potential of large language models in phone GUI automation, guiding researchers
toward robust, user-friendly, and secure solutions that can adapt to the evolving needs of mobile ecosystems.
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