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Abstract

Transformer-based trajectory optimization methods have demonstrated exceptional
performance in offline Reinforcement Learning (offline RL). Yet, it poses chal-
lenges due to substantial parameter size and limited scalability, which is particularly
critical in sequential decision-making scenarios where resources are constrained
such as in robots and drones with limited computational power. Mamba, a promis-
ing new linear-time sequence model, offers performance on par with transformers
while delivering substantially fewer parameters on long sequences. As it remains
unclear whether Mamba is compatible with trajectory optimization, this work aims
to conduct comprehensive experiments to explore the potential of Decision Mamba
(dubbed DeMa) in offline RL from the aspect of data structures and essential
components with the following insights: (1) Long sequences impose a significant
computational burden without contributing to performance improvements since
DeMa’s focus on sequences diminishes approximately exponentially. Consequently,
we introduce a Transformer-like DeMa as opposed to an RNN-like DeMa. (2) For
the components of DeMa, we identify the hidden attention mechanism as a critical
factor in its success, which can also work well with other residual structures and
does not require position embedding. Extensive evaluations demonstrate that our
specially designed DeMa is compatible with trajectory optimization and surpasses
previous methods, outperforming Decision Transformer (DT) with higher perfor-
mance while using 30% fewer parameters in Atari, and exceeding DT with only a
quarter of the parameters in MuJoCo.

1 Introduction

Offline Reinforcement Learning (Offline RL) [1] has gained significant attention due to its ability to
learn strategies without interacting with the environment, which is particularly beneficial in situations
where real-time interaction is expensive or risky [2–4]. With a static dataset, offline RL can be
implemented through three distinct learning methods [5]: (1) model-based algorithm [6–8], (2)
model-free algorithm [9–11], (3) trajectory optimization[12–16]. The first two methods require
long-term credit assignment through the Bellman equation, leading to the "deadly triad" problem
known to destabilize RL [17]. In contrast, trajectory optimization methods treat RL problems as
sequence modeling problems to get better performance and generalization [12]. Most trajectory
optimization methods rely on transformers, which perform credit assignment directly through the
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attention mechanism. By leveraging the powerful modeling capabilities of transformers, these
methods outperform other offline RL algorithms [18–20].

The transformer attention mechanism [21], which allows the model to focus on the important part
of the input sequence [22], has several downsides. The computational demands of the attention
mechanism escalate quadratically with the input length, posing a significant constraint on its scala-
bility [23–25]. Moreover, some studies [26, 27] suggest that the attention mechanism may not be
the primary factor contributing to the effectiveness of transformers. This notion is also supported in
offline RL, where [13] discovers that the attention mechanism of Decision Transformer (DT) does
not capture local associations effectively, rendering it unsuitable for RL. Given these limitations, we
are led to ponder if a more efficient mechanism with fewer parameters and greater scalability exists
for offline RL. Recently, a series of state space models (SSMs) [28], particularly Mamba [29], have
been proposed as potential solutions with the ability to scale linearly concerning the sequence length.
In particular, Mamba introduces a selective hidden attention mechanism [30] for content-based
reasoning and employs parallel scan to enhance computational efficiency, resulting in two approaches
to employing Mamba in offline RL. The first is the Transformer-like Mamba, a direct substitution of
the transformer [31–33] while the other is the RNN-like Mamba [34], achieving an inference speed
with constant time complexity.

Few studies have explored the application of SSMs in offline RL, though they perform well in model-
based algorithms [35, 36] and in-context RL learning [37]. Mamba is tailored for memory-required
long-sequence tasks, whereas trajectory optimization methods typically utilize short segments during
training and inference, as most RL tasks are modeled as Markov Decision Processes (MDPs), i.e. past
information may not influence current decisions. Furthermore, due to the lack of a comprehensive
investigation of the key component of Mamba, a question has arisen:

Whether Mamba is compatible with trajectory optimization?

In this work, we aim to undertake a thorough investigation and in-depth analysis to explore this
question. Specifically, we focus on the data structures and the essential components in trajectory
optimization. The extensive experiments provide strong support for the following key findings. (1)
We explore the data structures with an analysis of sequence length and concatenating type. The former
reveals that long input sequences present computational challenges without enhancing performance
due to the hidden attention scores of DeMa evincing an exponential decay pattern. As a result, we opt
for the Transformer-like DeMa as opposed to the RNN-like DeMa for efficiency and effectiveness.
The latter finds concatenating in the temporal dimension is better for the Transformer-like DeMa. (2)
The hidden attention mechanism plays a pivotal role in DeMa’s effectiveness and is compatible with
the transformer’s post up-projection residual structure [38], enabling it to replace the attention layer
directly and eliminating the need for position embedding. Extensive evaluations show that with a
higher average score and nearly 30% fewer parameters, DeMa significantly outperforms DT in eight
Atari games. Furthermore, in nine MuJoCo tasks, DeMa’s performance not only exceeds that of DT
but does so with only one-fourth of the parameters, highlighting remarkable improvements in both
performance efficiency and model compactness.

In the end, our main contributions can be summarized as follows:

1. We find the Transformer-like DeMa surpasses the RNN-like DeMa in both efficiency and
effectiveness for trajectory optimization. Extensive experiments on sequence length and
concatenating type show the impact of the input data, which guides the design of DeMa.

2. Through various ablation experiments, we discover that the hidden attention mechanism
is the core component in DeMa and does not require position embedding. This finding
enhances the effectiveness and efficiency of our Transformer-like DeMa.

3. With state-of-the-art performance on both MuJoCo and Atari, our Transformer-like DeMa
significantly addresses the challenges posed by transformer-based trajectory optimization
methods, particularly the issues of large parameter sizes and limited scalability.

2 Related Work

Offline RL. Offline RL is a data-driven RL paradigm in which the agent learns solely from a pre-
collected dataset rather than through interaction with the environment [16]. Distribution shifts [11]
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can severely impact performance when RL algorithms are deployed directly in offline environments,
leading to significant degradation. To mitigate this problem, several methods have been introduced,
which the study [5] categorizes into three primary approaches: (1) learning a dynamics model to
generate additional training data (model-based algorithm) [6, 39], (2) learning a policy through
a model-free approach by constraining unseen actions or incorporating pessimism into the value
function (model-free algorithm) [10, 11, 40], and (3) trajectory optimization [12, 15]. The method of
trajectory optimization is usually based on a causal transformer model and converts an RL problem
to a sequence modeling problem [13]. It performs credit assignment directly through the attention
mechanism in contrast to Bellman backups, thus modeling a wide distribution of behaviors, enabling
better generalization and transfer [12].

Sequence Modeling in Offline RL. Following DT [12] and Trajectory Transformer (TT) [15],
there has been an increasing trend in employing advanced sequence-to-sequence model to solve RL
tasks [14, 41–46].1 Unfortunately, these improvements are usually transformer-based and hence
suffer from the common dilemma of the attention mechanism, i.e. over-parameterization and inability
to scale to long sequence tasks. What’s more, Emmons et al. [48] find that simply maximizing
likelihood with a two-layer feedforward MLP is close to the results of substantially more complex
methods based on sequence modeling with Transformers. Similarly, Lawson et al. [49] find that
replacing the attention parameters with those learned in other environments has a minimal impact on
the performance. Besides, Decision ConvFormer (DC) [13] indicates that substituting the attention
layers with learnable parameters can lead to improved outcomes. These observations suggest
significant redundancy in the Transformer architecture, highlighting the potential to explore lighter
and more scalable networks for implementation in offline RL. Building on this, the Structure SSM
(S4) [50] has emerged as a promising alternative. Studies [35] and [36] use S4 in model-based RL,
outperforming traditional Transformer and RNN approaches. The capabilities of S4 and Mamba are
further demonstrated by [37, 51], which points to their speed and effectiveness in in-context RL tasks.

The most related work to ours is Decision S4 (DS4) [52] and Decision Mamba (DMamba) [53],
where the former uses an RNN-like S4 for inference, and the latter replaces the attention mechanism
with Mamba directly. In contrast, our work finds that Transformer-like DeMa outperforms RNN-
like DeMa as the long sequences impose a significant computational burden on Mamba without
contributing to performance improvements. What’s more, DMamba simply substitutes Mamba for
the attention block rather than the transformer block while our investigation shows the key component
is the hidden attention mechanism, which eliminates the need for position embedding and hence
achieves better performance with fewer parameters.

3 Preliminaries

In this section, we present several necessary preliminaries and terminologies of offline RL, trajectory
optimization, state space model, and hidden attention in Mamba.

3.1 Offline RL with Trajectory Optimization

Given a static dataset of transitions τ = {(st, at, st+1, rt)i}, where i presents the timestep of a
transition in the dataset. The states and actions are generated by the behavior policy (st, at) ∼
dπβ (·), while the next states and rewards are determined by the unknown transition dynamics
p(s′, r|s, a). The goal of offline RL is to find an approximate policy π(a|·) that maximizes expected
return E[

∑T
t=0 rt], where T represents the time step at which the episode terminates. Due to

the lack of interaction with the environment, trajectory optimization methods transform the goal
into minimizing reconstruction loss, i.e. minimizing loss E(R̂,s,a)∼τ [

1
T

∑T
t=1 LMSE/CE(ât; at)],

where ât = π(·|st−K+1:t, R̂t−K+1:t, at−K:t−1), and R̂t =
∑T

t′=t rt′ is the return-to-go (RTG).
At test time, a target RTG R0 is manually set to represent the desired performance. We input
the trajectories from the last K timesteps into policy π, which then generates an action for the
current timestep. Subsequently, the next state and reward are received from the environment. These
elements are concatenated and also input into the model. The policy is approximated through the
sequential model [12, 54]. However, these models typically possess a large number of parameters

1For detailed insights, one may refer to the relevant comprehensive reviews [16, 47].
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and struggle with handling long sequences effectively. Fortunately, this issue can be addressed by
using SSMs [28, 50, 29].

3.2 State Space Model and Mamba

There are two approaches to utilizing Mamba in RL, which are both closely related to the modeling
methods of SSM. SSM is defined by the following first-order differential equation, which maps a 1-D
input signal u(t) to an N -D latent state h(t) before projecting to a 1-D output signal y(t) [55],

h′(t) = Ah(t) +Bu(t), y(t) = Ch(t) +Du(t), (1)

where A ∈ RN×N , B ∈ RN×1, C ∈ R1×N and D ∈ R are trainable matrices. As u(t) is typically
discretized as {ui}i=1,2,..., SSM can be discretized by a step size ∆. Moreover, recurrent SSM can
be written as a discrete convolution. Let h0 = 0 and D = 0, we have

yi = CĀiB̄u1 + CĀi−1B̄u2 + · · ·+ CĀB̄ui−1 + CB̄ui, y = u ∗ K̄, (2)

where Ā, B̄ is the approximation discrete of A,B, and K̄ is called the SSM convolution kernel and
can be represented by filter

K̄ = (CB̄,CĀB̄, . . . , CĀiB̄, . . .). (3)

S4 and other time-invariant models cannot select the previous tokens to invoke from their history
records. To solve this problem, Mamba merges the sequence length and batch size of the inputs,
allowing the matrices B,C and the step size ∆ to depend on the inputs. Therefore, it is a time-varying
system and cannot use the convolution view. To ensure efficient training and inference with Mamba,
techniques such as parallel scanning, kernel fusion, and recomputation are employed, resulting
in two types of Mamba. One type is the SSM using the recursive view, referred to as RNN-like
Mamba, and the other is the SSM utilizing parallel scanning, known as Transformer-like Mamba.
RNN-like Mamba is akin to DS4 [52], wherein the complete trajectory is taken as a sample and
fully inputted into the model for training. Utilizing this approach, which capitalizes on the ability
to capture long-term dependencies, the inference speed can be significantly increased. During the
inference process, it is sufficient to input only the current tuple (rt−1, at−1, st) in conjunction with
the hidden state ht. Transformer-like Mamba is a direct replacement for the transformer, where we
consistently truncate the input sequences to a fixed length of K before their introduction into the
model throughout the training and inference phases [53, 34, 56, 57].

3.3 Hidden Attention in Mamba

Although the role of the self-attention mechanism in offline RL remains uncertain, it is known that
this mechanism allows the model to dynamically focus on different parts of the input sequences,
following the Equation (4).

Self-Attention(x) = αV (x), α = softmax

(
QK⊤
√
dk

)
, (4)

where Q,K, V represent queries, keys, and values respectively, i.e. input sequences after three linear
transformations. dk is the dimension of the keys. Similarly, current research suggests that the S6
layer in Mamba can be viewed as the hidden attention mechanism with a unique data-control linear
operator [30]. Assuming the initial condition h0 = 0, we can obtain a formula similar to Equation (2)

yi = Ci

i∑
j=1

(
Πi

k=j+1Āk

)
B̄jxj , hi =

i∑
j=1

(
Πi

k=j+1Āk

)
B̄jxj , (5)

where Āi = exp(∆i(A)), B̄i = ∆i(Bi), and ∆i = softplus(S∆(xi)). Bi = SB(xi), Ci = SC(xi),
with SB , SC and S∆ are linear projection layers. Softplus is an elementwise function that is a smooth
approximation of ReLU.

Since Āt is a diagonal matrix, [30] simplifies the hidden matrices and gets the attention mechanism
of Mamba:

Hidden-Attention(x) = α̃x, α̃i,j ≈ Q̃iH̃i,jK̃j

Q̃i := SC(xi), K̃j := ReLU(S∆(xj)SB(xj), H̃i,j := exp
( i∑

k=j+1
S∆(xk)>0

S∆(xk)
)
A. (6)

4



Therefore, we can visualize the hidden attention matrices in DeMa, thus gaining a deeper understand-
ing of the behavior inside the model in the setting of offline RL.

4 The Analysis of DeMa

Considering most trajectory optimization methods use short segments during both training and
inference, the compatibility of Mamba with these methods remains an open question. As shown
in Figure 1, this section presents an analysis from the perspectives of data structures and essential
components. Section 4.1 discusses the impact of data structure on trajectory optimization. Our
study reveals that the RNN-like DeMa does not offer substantial benefits in terms of effectiveness
or efficiency. Therefore, we investigate three critical factors: sequence length, the hidden attention
mechanism, and the input concatenation types. We find that the balance between performance
and efficiency highly depends on the appropriate sequence length selection. Moreover, the input
concatenation method significantly influences the results, with temporal concatenation (i.e., B3LD)
demonstrating its effectiveness. Section 4.2 conducts ablation studies to identify the hidden attention
mechanism as a key component of DeMa, facilitating better utilization and component replacement.
Detailed experiments and additional results are in the Appendix. Our code is available at https:
//github.com/AndssY/DeMa.
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Figure 1: Variant design of the DeMa in trajectory optimization. In the left portion, (I) represents the RNN-like
DeMa (B3LD), which requires hidden state inputs at each decision step; (II) indicates the transformer-like DeMa
(B3LD); and (III) refers to the transformer-like DeMa (BL3D). The right portion illustrates that both types of
these DeMa can incorporate two distinct residual structures, i.e. the post up-projection residual block and the pre
up-projection residual block.

4.1 Input Data Structures

First, we compare the RNN-like DeMa (B3LD) with the Transformer-like DeMa (B3LD)2. The
average results are shown in Table 1 (with detailed results in Appendix E), where the performance
of the RNN-like DeMa is significantly inferior to that of the Transformer-like DeMa, especially
in Atari games. These findings suggest that the recurrent mode may be unnecessary in trajectory
optimization methods. Given that the hyper-parameters are identical for both types of DeMa except
for the sequence length, we assume that variations in sequence length are likely the primary cause
of the observed disparities in results. Therefore, we explore the effect of sequence length on the
Transformer-like DeMa in subsequent sections.

2BL3D and B3LD represent different concatenation types. Section 4.1 gives a comprehensive explanation.
Unless otherwise specified, all references to DeMa in this context refer to the B3LD type.
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Table 1: The average result of DT, RNN-like DeMa and Transformer-like DeMa in Atari [58] and MuJoCo [59].
The results are reported with the normalization following [60, 11]. Detailed results can be seen in Appendix E.

Env DT RNN-like DeMa Transformer-like DeMa

Atari 62.2 67.3 111.8
MuJoCo 63.4 61.1 66.0

How does sequence length affect the computational load? We investigate the impact of sequence
length on single-step training time, single-step inference time and GPU memory usage for models
including DT, Transformer-like DeMa, and RNN-like DeMa. Figure 2 shows that the Transformer-
like DeMa operates faster than the RNN-like DeMa when dealing with short sequence lengths, despite
that the inference time of RNN-like DeMa is independent of the sequence length. With conventional
sequence lengths (such as 20), Transformer-like DeMa holds an advantage in forward speed, training
speed, and GPU memory consumption.
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Figure 2: The impact of sequence length on single-step forward computation time, single-step training time,
and GPU memory usage. The sequence length of RNN-like DeMa is 1000.

Finding 1: Transformer-like DeMa is not only faster but also more memory-efficient than RNN-
like DeMa for short sequence length. The latter only becomes competitive when processing
exceptionally long sequences.

How does sequence length affect the performance of DeMa? While the computational cost of
Transformer-like DeMa increases linearly with the expansion of the sequence length, it is crucial
to recognize that the increased computational cost may not ensure a corresponding enhancement in
the model’s performance. Transformer-like DeMa’s Performance may plateau or even decline as
the input sequence length exceeds a certain threshold. As illustrated in Figure 3, Transformer-like
DeMa’s performance reaches a plateau in MuJoCo [61] when the input sequence surpasses a specific
length; while significantly deteriorates with excessively long input sequences in Atari.
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Figure 3: Comparison of Transformer-like DeMa’s Performance on Atari and MuJoCo Tasks. We report mean
values averaged over 3 seeds, shaded areas represent deviations.

Finding 2: Transformer-like DeMa performs well with a short sequence length. Extending the
sequence length beyond an optimal threshold does not yield further improvements and may
adversely affect the model’s performance.

Why does DeMa require merely short input sequences? We calculate the hidden attention scores
in DeMa via Eq. (5)-(6), which reflect the importance of historical information to DeMa. Figure 4
shows the hidden attention scores of the last K tokens at each decision-making step (from the 300th to
the 600th step). It can be seen that the attention scores exhibit exponential decay as the tokens become
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increasingly distant from the current decision-making moment, which aligns with the forgetting
property of a Markov chain [13]. What’s more, the hidden attention across different decision steps
exhibits a periodic pattern towards the current token, suggesting that the model may have learned
kinematic features, as agents in these environments engage in periodic movements.3
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Figure 4: Hidden attention scores of DeMa from the 300th to the 600th timestep in Hopper-medium-replay. The
X-axis represents timesteps from 300 to 600, the Y-axis represents the past K tokens, and the Z-axis indicates
the attention scores given to the K tokens at the time of the current decision. More can be seen in Appendix J.

Finding 3: The reason that Transformer-like DeMa requires only short input sequences is
its hidden attention mechanism primarily focusing on the current token. As a result, Longer
sequences can lead to difficulties in training without providing benefits.

Table 2: Input concatenation types compar-
ison: "BL3D" refers to the concatenation of
input tokens across the embedding dimension,
while "B3LD" indicates concatenation across
the temporal dimension, as depicted in Fig-
ure 1. Outcomes are averaged across three
random seeds.

Game BL3D B3LD

Breakout 72.8±10.6 314.7±10.7
Qbert 32.2±14.1 54.4±6.8
Pong 101.9±6.9 98.2±12.0

Seaquest 1.3±0.0 2.7±0.002
Asterix 3.9±0.3 7.8±0.4

Frostbite 26.3±20.9 31.1±0.01
Assault 127.9±7.1 169.4±33.1
Gopher 190.3±60.1 215.8±29.2

Average 69.6 111.8

Which type of concatenation is suitable for DeMa?
Models like the Transformer and Mamba typically pro-
cess inputs token by token. However, given an MDP,
there are three elements s, a, r to consider. Therefore a
significant design consideration is the method of concate-
nating these three elements into a suitable token format
for the model. We experiment to investigate the suitable
design for DeMa. By Table 2, concatenating the three
elements in the temporal dimension yields better results.
This may be due to the significant differences between the
three elements of the MDP. As illustrated in [14], states
and actions symbolize fundamentally dissimilar notions,
concatenating them in the embedding dimension directly
may make it more difficult for the model to recognize,
leading to poorer results.

Finding 4: Concatenating state, action, and rtg along
the embedding dimension has a significant negative
impact on the results.

4.2 The Essential Components of DeMa

Aside from the perspective of input data, this section delves into DeMa from the standpoint of
network components. We primarily investigate the following questions: (1) Considering that some
DTs do not heavily rely on attention mechanism [13, 49], is the hidden attention mechanism crucial
for DeMa? (2) As the Mamba block is an integration of the hidden attention mechanism with pre
up-projection residual blocks [38], what impact will it have on the performance when integrating it
with other residual structures (i.e. the post up-projection residual block in the transformer)? (3) With
the inherent recurrent nature of SSM [62], does DeMa need position embedding? (Appendix G)

Is the hidden attention mechanism crucial for DeMa? [27] shows that the transformer does
not heavily rely on attention, and [13] finds the attention mechanism of DT is not suitable for RL.
Given these insights, we aim to investigate whether a similar phenomenon exists in hidden attention.

3It is worth noting that what we want to know is the attention scores to the previous K tokens at each
decision-making step, which is a bit different from the attention scores between output yi and input xj , which is
explained in detail in Appendix J.
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In line with [49], we evaluate DeMa by swapping the hidden attention weights trained in different
environments, in addition to randomizing and zeroing these weights. As depicted in Figure 5, the
performance exhibits a marked decrease regardless of whether the parameters are replaced with
those pre-trained in other environments or randomized. Interestingly, when the parameters of hidden
attention are set to zero, the model still maintains a certain level of performance. This zeroing
of parameters completely removes the hidden attention, ceasing to process historical information
and relying solely on residual connections to transmit information. This suggests that the residual
connections are functional and the role of hidden attention is crucial for DeMa.

1 2 3 all
0

10

20

30

40

50

60

70

Hopper

1 2 3 all

Walker2d

1 2 3 all

Halfcheetah

origin
Random
Walker2d
Hopper
Zero

Figure 5: Normalized return after swapping the hidden attention of a single layer from another DeMa at a time.
The black dashed line represents the evaluation results of the original model. "1", "2", and "3" represent the
index of swap layers respectively, and "all" represents the result after swapping all parameters of the hidden
attention. It can be seen that swapping the hidden attention has a significant impact on the results.

Finding 5: Replacing the hidden attention mechanism would lead to a reduction in performance,
unlike the attention mechanisms used in transformers. Therefore, the hidden attention mechanism
plays a crucial role in DeMa.

Table 3: Performance comparison between DT, hidden attention with post up-projection residual block in the
transformer (DeMa with post.) and hidden attention with pre up-projection residual block (DeMa) in Atari.

Game DT DeMa with post. DeMa

Breakout 242.4±31.8 296.2±216.3 314.7±10.7
Qbert 28.8±10.3 56.9±10.4 54.4±6.8
Pong 105.6±2.9 104.6±11.9 98.2±12.0

Seaquest 2.7±0.7 2.6±0.001 2.7±0.002
Asterix 5.2±1.2 6.5±1.8 7.8±0.4

Frostbite 25.6±2.1 31.8±4.8 31.1±0.01
Assault 52.1±36.2 146.4±16.1 169.4±33.1
Gopher 34.8±10.0 228.9±81.5 215.8±29.2

Average 62.2 109.2 111.8

Table 4: Performance comparison between DT, hidden attention with post up-projection residual block in the
transformer (DeMa with post.) and hidden attention with pre up-projection residual block (DeMa) in MuJoCo.

Dataset Env-Gym DT DeMa with post. DeMa

M HalfCheetah 42.6 42.7±0.02 43±0.01
M Hopper 68.4 68.4±2.1 74.5±2.9
M Walker 75.5 77.5±2.2 76.6±0.2

M-R HalfCheetah 37.0 40.8±0.18 40.7±0.03
M-R Hopper 85.6 86.1±26.9 90.7±6.1
M-R Walker 71.2 74.43±2.1 70.5±0.1

M-E HalfCheetah 88.8 83.8±18 93.2±0.01
M-E Hopper 109.6 109.8±0.2 111±0.03
M-E Walker 109.3 109.6±0.3 106±11.7

Average-Gym 76.4 77.0 78.5

What occurs when combining hidden attention with post up-projection residual blocks?
Mamba represents the integration of the hidden attention mechanism with pre up-projection residual
blocks as discussed in [38]. To determine the contributing factor to the model’s enhanced performance,
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we explore the combination of hidden attention with post up-projection residual blocks in transformer.
According to the results in Table 3 and Table 4, although the overall average results of DeMa are
slightly better than those of DeMa with post., it is observable that they each have advantages in
different environments. Hence, we believe that the performance differences when integrating with
the two types of residual blocks are not statistically significant. It suggests that the structure of
the residual blocks exerts minimal influence on the outcome. Given that both configurations yield
a measurable performance improvement over the DT, it is reasonable to conclude that the hidden
attention mechanism within DeMa plays a pivotal role.

Finding 6: The results obtained using both post up-projection and pre up-projection types of
residual block structures are similar while they both perform better than DT. Therefore, the
hidden attention mechanism is key to its success.

5 Evaluations on Offline RL Benchmarks

Table 5: Results for 1% DQN-replay datasets. We evaluate the performance of DeMa on eight Atari games.

Game CQL BC DT DC DChybrid DeMa(Ours)

Breakout 211.1 142.7 242.4±31.8 352.7±44.7 416.0 ±105.4 314.7±10.7
Qbert 104.2 20.3 28.8±10.3 67.0±14.7 62.6 ±9.4 54.4±6.8
Pong 111.9 76.9 105.6±2.9 106.5±2.0 111.1 ±1.7 98.2±12.0

Seaquest 1.7 2.2 2.7±0.7 2.6±0.3 2.7 ±0.04 2.7±0.002
Asterix 4.6 4.7 5.2±1.2 6.5±1.0 6.3 ±1.8 7.8±0.4

Frostbite 9.4 16.1 25.6±2.1 27.8±3.7 28.0 ±1.8 31.1±0.01
Assault 73.2 62.1 52.1±36.2 73.8±20.3 79.0 ±13.1 169.4±33.1
Gopher 2.8 33.8 34.8±10.0 52.5±9.3 51.6 ±10.7 215.8±29.2

Average 64.9 44.9 62.2 86.2 94.7 111.8

Table 6: Results for MuJoCo. The dataset names are abbreviated as follows: "medium" as "M", "medium-replay"
as "M-R" and "medium-expert" as "M-E". The results are reported with the expert-normalized following [11].

Dataset Environment CQL DS4 RvS DT GDT DeMa(Ours)

M HalfCheetah 44.0 42.5 41.6 42.6 42.9 43±0.01
M Hopper 58.5 54.2 60.2 68.4 65.8 74.5±2.9
M Walker 72.5 78.0 71.7 75.5 77.8 76.6±0.2

M-R HalfCheetah 45.5 15.2 38 37.0 39.9 40.7±0.03
M-R Hopper 95.0 49.6 73.5 85.6 81.6 90.7±6.1
M-R Walker 77.2 69.0 60.6 71.2 74.8 70.5±0.1

M-E HalfCheetah 91.6 92.7 92.2 88.8 92.4 93.2±0.01
M-E Hopper 105.4 110.8 101.7 109.6 110.9 111±0.03
M-E Walker 108.8 105.7 106.0 109.3 109.3 106±11.7

Average 77.6 68.6 71.7 76.4 76.8 78.5

Table 7: The resource usage for training DT, DC and DeMa on Atari and MuJoCo.

Complexity DT DC DeMa(Ours)

Training time per step(ms) 55 43 50
Atari GPU memory usage(GiB) 4.2 3.0 4.2

MACs 12.1G/46.5G 11.1G/40.6G 8.8G/36.3G
All params # 2.35M 1.94M 1.7M

Training time per step(ms) 56/58 53.6/53.9 57.6/58.8
Gym GPU memory usage(GiB) 0.65/0.8 0.55/0.6 1.0/1.0

MACs 2.5G/9.5G 1.6G/6.1G 0.7G/2.1G
All params # 726.2K/2.6M 536K/1.9M 175.5K/500.0K

In this section, we delve into a comparative analysis of DeMa’s performance against various DTs. Our
investigation primarily centers on the influence of disparate network architectures on the experimental
outcomes. Consistent with antecedent studies, we assessed both discrete (Atari [58]) and continuous
control tasks (MuJoCo [63]), presenting the normalized scores accordingly. Given that the sequence
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length considerably affects the results, we selected the optimal outcomes from sequence lengths
K = 8 to K = 20 for DeMa. The detailed hyper-parameters on DeMa are available in Appendix D.
Our main results are shown in Table 5 and Table 6. DeMa achieves a significantly higher average
score compared to DT in Atari games, while the number of parameters and the number of MACs
in DeMa are each five times fewer than those in DT, as shown in Table 7. Moreover, DeMa has
better scalability for input length which can be seen in Figure 2, it maintains a slow linear growth
with the input sequence length increases while the computational cost of the Transformer grows
quadratically. These results demonstrate that our transformer-like DeMa is well-suited for integration
with trajectory optimization methods.

6 Conclusion

To investigate Mamba’s compatibility with trajectory optimization, this work conducts comprehensive
experiments from the aspect of data structures and network architectures. Our findings reveal that (1)
DeMa benefits from short sequence lengths due to its exponentially decaying focus on sequences.
Consequently, we incorporate a Transformer-like DeMa. (2) The hidden attention mechanism plays
a crucial role in DeMa. It can combine with other residual structures and does not require position
embedding. Based on the insights gained from the investigation, our DeMa surpasses previous
methods, achieving higher performance over the DT while using 30% fewer parameters in eight
Atari games. In the MuJoCo, our DeMa outperforms DT with only a quarter of the parameters. In
conclusion, our DeMa is compatible with trajectory optimization in offline RL.

Limitations. We investigate the application of Mamba in trajectory optimization and present findings
that provide valuable insights for the community. However, there remain several limitations: (1)
Trajectory optimization tasks typically involve shorter input sequences, raising questions about how
well the RNN-like DeMa performs in terms of memory capacity in RL compared to models such as
RNNs and LSTMs. Furthermore, the potential of both types of DeMa warrants further exploration,
particularly in some POMDP environments and long-horizon non-Markovian tasks that require
long-term decision-making and memory. (2) We examine the importance of the hidden attention
mechanism in Section 4.2, future work could leverage interpretability tools to examine further the
causal relationship between memory and current decisions in DeMa, ultimately contributing to the
development of interpretable decision models. (3) While we have assessed the properties of DeMa
and identified improvements in both performance efficiency and model compactness compared to DT,
it remains unclear whether DeMa is suitable for multi-task RL and online RL environments.
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A Environment and Dataset

MuJoCo. The MuJoCo domain [59] evaluates the performance of RL algorithms in continuous
control tasks. In keeping with previous studies, we select three games from the standard locomotion
environments [59] in Gym [61], namely HalfCheetah, Hopper, and Walker, and three different dataset
settings, namely medium, medium-replay, and medium-expert [63].

Atari. Atari [58] is an ideal platform for evaluating an agent’s ability in long-term credit assign-
ments. We conduct experiments in eight different games: Breakout, Qbert, Pong, Seaquest, Asterix,
Frostbite, Assault, and Gopher. We use 1% DQN Replay Dataset [64] as our training dataset, which
encompasses a total of 500,000 timesteps worth of samples generated throughout the training process
of a DQN agent [65]. It’s worth noting that the version of "atari-py" and "gym" we use is 0.2.5 and
0.19.0 respectively, which is noted by the official code in https://github.com/google-research/batch_rl.

B Baselines

Baselines for MuJoCo. To evaluate DeMa’s performance in the MuJoCo, we compare DeMa with
one value-based method: CQL [66] and four trajectory optimization methods with different network
architectures: DS4 [52], RvS [4], DT [12], GDT [14] and obtain baseline performance scores for
CQL and DS4 from [13], for RvS from [4] and for GDT from [14].

Baselines for Atari. In the Atari domain, we compare DeMa with CQL [66], DT [12], DC and
DChybrid [13]. The results of baselines are directly borrowed from [13].

C The Procedure of Training and Inference

Training resources We use one NVIDIA GeForce RTX 4090 to train each model in MuJoCo and
one NVIDIA GeForce RTX 3090 to train each model in Atari. Training each model typically takes
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3-8 hours and 5-14 hours in MuJoCo and Atari respectively. However, since each environment needs
to be trained three times with different seeds, the total training time is usually multiplied by three.

The procedure of Transformer-like DeMa The Training and evaluation for Transformer-like
DeMa are similar to variant DTs. Given a dataset of offline trajectories, we randomly select a starting
point and truncate it into a sequence of length K. After forming a batch of data, it is input into the
model for training. We minimize the reconstruction loss between the predicted action and the actual
action, i.e. the cross-entropy loss for discrete actions and Mean Square Error (MSE) for continuous
actions. The input data is also a sequence of length K in the evaluation phase.

The procedure of RNN-like DeMa For RNN-like DeMa, the input during training is a batch of
complete trajectories. As different trajectories have different lengths, we pad the trajectories to the
same length before inputting them into the model and mask the loss of the padding. However, training
with full trajectories rather than truncated sequences may be more inefficient, especially in scenarios
where sequence lengths vary widely. In the DQN Replay Dataset in Atari, the lengths of different
trajectories varied dramatically. Some trajectories might only be 500 timesteps long, while others
could contain a sample with a length of 10,000 timesteps. This causes a lot of computing resources to
be wasted on meaningless padding, resulting in inefficiency and ineffectiveness. Some techniques
can avoid this issue. One can refer to this PR.

D Implementation details of DeMa

We implement DeMa based on the official code of DT and the Mamba. We have also adopted
the code from HiddenMambaAttn to calculate the attention scores of DeMa on the current input
sequence at each decision step. Given that the official Mamba code utilizes Triton, we also employ
Mamba-minimal which is fully based on pytroch to compute the MACs of DeMa.

Tables 8-10 provide a comprehensive list of hyper-parameters for our proposed transformer-like
DeMa and RNN-like DeMa applied to MuJoCo and Atari environments. To ensure a fair comparison,
we adopt similar hyper-parameter settings to DT [12] and DC [13].

D.1 Hyper-parameters in MuJoCo

Table 8: Hyper-parameters of DeMa for MuJoCo.
Hyper-parameter Value

Layers 3
Embedding dimension 128
Nonlinearity function \

Batch size 64
Context length K 20

Dropout 0.0
Learning rate 10−4

Grad norm clip 0.25
Weight decay 10−4

Learning rate decay Linear warmup for first 105 training steps
d_model 64
d_state 64
expand 2

For our training on MuJoCo, the majority of the hyper-parameters in Table 8 are adapted from [13].
For the learning rate, we use a learning rate of 10−4 for training in hopper-medium, hopper-medium-
replay, and walker2d-medium and use 10−3 for other environments. For the embedding dimension,
we use an embedding dimension of 256 in hopper-medium and hopper-medium-replay, while use
128 in the other environments. What’s more, as DeMa does not use multilayer perceptron (MLP), so
there is no nonlinearity function for DeMa. As for DeMa with post. in Table 3, we use ReLU as per
convention. For DeMa’s hyper-parameters, we use a d_model of 128 in all expert datasets, while use
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64 in the other environments. As for d_state and expand, we set 64 and 2 respectively for all env. We
keep the experimental parameters consistent for all types of DeMa in MuJoCo.

D.2 Hyper-parameters in Atari

Transformer-like DeMa. For the Atari game we mostly follow those in Table 9 from [12]. The
only adjustment made is to the context length K and return-to-go conditioning. As revealed in
Figure 3, the sequence length is not always better when it’s longer. Thus for Qbert and Frostbite we
use K = 8. For other games, we keep K = 30. As for the return-to-go conditioning, we find the
return obtained by DeMa in some games has already exceeded the initial "return to go" set for DT.
Therefore, we increase the "return to go" so that DeMa can fully demonstrate its performance.

Table 9: Hyper-parameters of Transformer-like DeMa for Atari.
Hyper-parameter Value

Layers 6
Embedding dimension 256
Nonlinearity function ReLU(state encoder)

Batch size 128
Context length K 30

Return-to-go conditioning 90 Breakout,12000 Qbert
20 Pong,1750 Seaquest

700 Asterix, 1450 Frostbite
1200 Assault, 6500 Gopher

Dropout 0.1
Learning rate 6× 10−4

Grad norm clip 1
Weight decay 0.1

Learning rate decay Linear warmup and cosine decay (see code for details)
Max epochs 10
Adam betas (0.9, 0.95)

Warmup tokens 512× 20
Final tokens 6× 500000× K

d_model 128
d_conv 4
d_state 64
expand 2

Table 10: Hyper-parameters of RNN-like DeMa for Atari. The other hyper-parameters are kept
consistent with those in Table 9.

Hyper-parameter Value

Context length all trajectory
Batch size 8

Learning rate 10−4

inner_it 200

RNN-like DeMa. Since the RNN-like DeMa utilizes trajectories for training and the trajectories in
Atari are exceptionally lengthy, the available sample size becomes significantly limited when only
1% of the DQN-replay dataset is utilized. If the prior parameter settings were to be used, the training
would done after only a few hundred upgrades, thereby resulting in an unsatisfactory performance.
Therefore, we consider multiple updates for a single sample, while simultaneously lowering the
learning rate as shown in Table 10. What’s more, due to the limitation of GPU memory, we can only
set a batch size of 8 for Atari. Specifically, For the Frostbite, we set a batch size of 1, an epoch of 50.
The other hyper-parameters are kept consistent with those in Table 9.
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E Detailed results

Table 11 and Table 12 show detailed results between RNN-like DeMa4 and Transformer-like DeMa. It
can be observed that the performance of the RNN-like DeMa is not as good as that of the Transformer-
like DeMa, and Figure 2 also shows that the RNN-like DeMa requires more computational overhead.
Hence, using the RNN model in trajectory optimization seems to be unnecessary, as section 4.1
finds that past historical information does not provide much assistance to current decision-making.
However, in tasks that require memory capability or are model-based, the RNN-like DeMa could be a
better choice. This could be a direction for deeper future research based on [35–37].

Table 11: The Comparison of DT, RNN-like DeMa, and Transformer-like DeMa in Atari Games.
Env DT RNN-like DeMa Transformer-like DeMa

Breakout 242.4±31.8 166.0 314.7±10.7
Qbert 28.8±10.3 13.6 54.4±6.8
Pong 105.6±2.9 109.6 98.2±12.0

Seaquest 2.7±0.7 1.7 2.7±0.002
Asterix 5.2±1.2 4.7 7.8±0.4

Frostbite 25.6±2.1 8.6 31.1±0.01
Assault 52.1±36.2 117.8 169.4±33.1
Gopher 34.8±10.0 116.7 215.8±29.2

Average 62.2 67.3 111.8

Table 12: The comparison between DT, RNN-like DeMa, and Transformer-like DeMa in MuJoCo.
Dataset Environment DT RNN-like DeMa Transformer-like DeMa

M HalfCheetah 42.6 42.6±0 43±0.01
M Hopper 68.4 61.7±4.9 74.5±2.9
M Walker 75.5 76.7±0.2 76.6±0.2

M-R HalfCheetah 37.0 36.9±0.3 40.7±0.03
M-R Hopper 85.6 80.5±25.8 90.7±6.1
M-R Walker 71.2 68.1±8.1 70.5±0.1

Average 63.4 61.1 66.0

F Tasks Requires Long Horizon Planning Skills

Three experiments involving delayed rewards(MuJoCo with delayed rewards) and maze naviga-
tion(maze2d, antmaze) are conducted to investigate how would DeMa perform on tasks that require
long horizon planning skills.

F.1 MuJoCo with Delayed Rewards

To investigate DeMa’s performance on tasks with delayed rewards, we conduct an experiment on a
delayed return version of the D4RL benchmarks [12], in which the agent does not receive any rewards
along the trajectory but instead receives the cumulative reward of the trajectory in the final timestep.
In this environment, we train DeMa using the same hyper-parameters settings, and the results are
shown in Table 13. Results show that CQL is the most affected, while DT also experiences a certain
degree of influence. In contrast, DeMa is relatively less impacted. The results indicate that DeMa
demonstrates effective performance in tasks with delayed rewards.

F.2 Maze Navigation

There are two environments in maze navigation. Maze2d: This environment aims at reaching goals
with sparse rewards, which is suitable for assessing the model’s capability to efficiently integrate data
and execute long-range planning. The objective of this domain is to guide an agent through a maze to
reach a designated goal. Antmaze: This environment is similar to maze2d, while the agent is an ant

4Due to the high experimental costs, we only run the RNN-like DeMa in Atari once.
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Table 13: Results for D4RL datasets with delayed (sparse) reward. The "Origin Average" in the table
represents the normalized scores of evaluations across six datasets under the original dense reward
setting.

Dataset Env-Gym CQL DS4 DT GDT DeMa(Ours)
M HalfCheetah 1.0 ± 1.0 42.7±0 42.2 ± 0.2 43±0 42.9±0.01
M Hopper 23.3 ± 1.0 58.2±0.7 57.3 ± 2.4 58.2±2.4 69.1±6.5
M Walker 0.0 ± 0.4 75.7±0.5 69.9 ± 2.0 78.9±0.1 77.6±1.5

M-R HalfCheetah 7.8 ± 6.9 15.5±0 33.0 ± 4.8 41±0.1 41.1±0.15
M-R Hopper 7.7 ± 5.9 77.5±0.4 50.8 ± 14.3 79.8±15.9 83.8±6.9
M-R Walker 3.2 ± 1.7 69.1±3.2 51.6 ± 24.6 70.4±8.7 71.7±5

Average-Gym 7.2 56.45 50.8 61.9 64.4

with 8 degrees of freedom. For our training on Maze, the majority of the hyper-parameters in Table 14
and Table 15. For maze2d-medium, we use K = 8 and embedding_dim=256. For maze2d-umaze,
we use hyper-parameters in Table 8.

Table 14: Hyper-parameters of DeMa for antmaze.
Hyper-parameter Value

Layers 3
Embedding dimension 128
Nonlinearity function \

Batch size 32
Context length K 5

Dropout 0.1
Learning rate 2e−5

Grad norm clip 0.25
Weight decay 10−4

Learning rate decay Linear warmup for first 105 training steps
d_model 128
d_state 64

num_eval_episodes 50
max_iters 50

num_steps_per_iter 2000

Table 15: Hyper-parameters of DeMa for maze2d.
Hyper-parameter Value

Layers 3
Embedding dimension 128
Nonlinearity function \

Batch size 32
Context length K 20

Dropout 0.1
Learning rate 2e−5

Grad norm clip 0.25
Weight decay 10−4

Learning rate decay Linear warmup for first 105 training steps
d_model 64
d_state 64

num_eval_episodes 50
max_iters 50

num_steps_per_iter 2000

We compare DeMa with DT [12], GDT [14] and DC [13]. The results of DT and GDT are directly
borrowed from [42]. Results in Table 16 show that DeMa performs better compared to DT in the maze

18



navigation task. The visualization analysis of the hidden attention mechanism in these environments
can be found in Figure 10 and Figure 11.

Table 16: Results for maze2d and antmaze.
Dataset Env-Gym DT GDT DC DeMa(Ours)
umaze 31.0 50.4 36.3±3 54.3±9.4

medium maze2d 8.2 7.8 2.1±1.02 10.3±3.1
large 2.3 0.7 0.9±0 2.8±2.2

umaze antmaze 59.2 76 85.00 82±0
umaze-diverse 53 69 78.5 80.7±6.2

G Further Ablation Study

Table 17: The affection of position embedding.
Dataset Env DeMa with pos. embed. DeMa without pos. embed.

M HalfCheetah 42.8±0 43±0.01
M Hopper 71.2±14.6 74.5±2.9
M Walker 77.2±0.1 76.6±0.2

M-R HalfCheetah 40.2±0.1 40.7±0.03
M-R Hopper 77.2±35 90.7±6.1
M-R Walker 69.1±10.2 70.5±0.1

Average 63.0 66.0

All params # 431.5K 175.5K

DeMa does not need the position embedding. Position embedding is generally used in trans-
formers to help the model understand the sequential nature of the data. It’s a way of encoding the
position of tokens in the sequence, and it can be crucial in tasks where the order of the data matters.
Although we can use DeMa similar to using a transformer, which has input and output dimensions
of (B, L, D) during training and inference, it differs in that it does not require position embedding
to help the model have the ability to remember sequential information. As shown in Table 17, the
addition of position embedding not only failed to enhance the performance of the model but also led
to a significant decrease in performance on certain tasks. Additionally, the introduction of position
embedding significantly increased the model’s parameter count, thereby adding to its computational
burden. This finding highlights the advantage of the DeMa in terms of lightweight design, indicating
its suitability for tasks with limited resources.

H Integrating DeMa with Other Methods

We conduct additional experiments to show that DeMa can be combined with other trajectory
optimization methods to achieve even better performance. By integrating DeMa with QT [42], we
develop Q-DeMa. As shown in Table 18, Q-DeMa achieves performance comparable to state-of-the-
art models while utilizing less than one-seventh of the parameter size of QT. This finding underscores
the significant potential of applying Mamba to RL.

I MuJoCo and Atari Tasks Scores

Table 19 shows the normalized scores used in MuJoCo and Atari tasks, followed by [63] and [60].

J Types of Hidde Attention Scores

In the previous articles [13, 67], the visualization of attention in DT was in the form of a lower
triangular matrix. However, this lower-triangular matrix reflects the attention scores of each generated
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Table 18: Q-DeMa’s Results for D4RL datasets.
Dataset Env-Gym DT DeMa(Ours) QT Q-DeMa(Ours)

M HalfCheetah 42.6 43±0.01 51.4 ± 0.4 51.2±0.04
M Hopper 68.4 74.5±2.9 96.9 ± 3.1 88.1±9.61
M Walker 75.5 76.6±0.2 88.8 ± 0.5 89.1±0.2

M-R HalfCheetah 37.0 40.7±0.03 48.9 ± 0.3 48.6±0.3
M-R Hopper 85.6 90.7±6.1 102.0 ± 0.2 101.5±0.1
M-R Walker 71.2 70.5±0.1 98.5 ± 1.1 99.8±1

Average-Gym 63.4 66.0 81.0 79.7

All params # 726.2K/2.6M 175.5K/500.0K 3.7M 500K

Table 19: MuJoCo and Atari baseline scores used for normalization
Env/Game Random Expert/Gamer

Hopper -20.3 3234.3
Gym Halfcheetah -280.2 12135

Walker2d 1.6 4592.3

Breakout 1.7 30.5
Qbert 163.9 13455
Pong -20.7 14.6

Atari Seaquest 68.4 42054.7
Asterix 210 8503

Frostbite 65 4335
Assault 222 742
Gopher 258 2412

token to the input sequence during the training phase, and it cannot accurately illustrate the context
information that the model focuses on at each decision-making step. As can be seen, the element in
Figure 6 at the i-th row and j-th column represents presents the output yi’s attention score to input xj .
In the training phase, all corresponding predicting actions are used to calculate the reconstructed loss
with target actions. However, during the evaluation phase, i.e. when interacting with the environment,
we input x : (1, L,D), and the model also outputs y : (1, L,D). At this time, we only use the
last one of the model’s output, which is y[:,−1, :], corresponding to the last row in the matrix.
Therefore, it is not quite appropriate to judge the context information the model focuses on at each
decision-making step based on the lower-triangular matrix in Figure 6, as we want to understand the
model’s decision-making behavior at each step, thus leads to the creation of Figure 4, Figure 7 and
Figure 8. It also demonstrates strong forgetting characteristics. This aligns with the properties of
Markov chains as described in [13], where the sequence of states precisely forms a Markov chain.
We also conduct additional explorations in environments involving delayed rewards(MuJoCo with
delayed rewards) and maze navigation(maze2d, antmaze). The performance of the hidden attention
mechanism is illustrated in Figures 9-11. Although DeMa’s attention to past information increases,
the hidden attention mechanism still prioritizes the current information when the Markov property
of the environment is relaxed. Furthermore, among historical information, the hidden attention
mechanism demonstrates a significantly higher focus on states compared to rewards or actions.
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(a) channel 30 to channel 36, layer 1

(b) channel 30 to channel 36, layer 2

(c) channel 30 to channel 36, layer 3

(d) fused channel, layer 1 (e) fused channel, layer 2 (f) fused channel, layer 3 (g) fused channel and layer

Figure 6: Hidden Attention Score Matrix of each channel and layer of DeMa, trained on the Hopper-
medium dataset. The element Aij present the attention score between output yi and input xj
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(c) Layer 3
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(d) Fused Layer

Figure 7: Hidden attention scores of DeMa from the 300th to the 600th timestep, trained on the Walker2d-
medium dataset.
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(c) Layer 3
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(d) Fused Layer

Figure 8: Hidden attention scores of DeMa from the 300th to the 600th timestep, trained on the Halfcheetah-
medium-expert dataset.
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(c) Layer 3
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(d) Fused Layer

Figure 9: Hidden attention scores of DeMa from the 540th to the 600th timestep, trained on the Walker2d-
medium dataset with delayed rewards. Hidden attention mechanism highlighting more focus on historical
observations. Top: 2D Representation, Bottom: 3D Representation.
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(c) Layer 3
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(d) Fused Layer

Figure 10: Hidden attention scores of DeMa from the 80th to the 140th timestep in maze2d-umaze. Top: 2D
Representation, Bottom: 3D Representation.
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Figure 11: Hidden attention scores of DeMa from the 80th to the 140th timestep in antmaze-umaze-diverse.
Top: 2D Representation, Bottom: 3D Representation.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: In the last paragraph in Section 6.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: There is no theoretical result, this study is a empirical research.
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Guidelines:
• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: In Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
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Justification:

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Mostly following previous studies, some parameters have been modified
according to our investigation as can be seen in Section 4.1 and Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The results are averaged across three random seeds, with deviation for Fig 3
and variance in others.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Appendix C

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification:

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification:

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification:

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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