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Abstract

Access to real-world medical instructions is essential for medical research and
healthcare quality improvement. However, access to real medical instructions is
often limited due to the sensitive nature of the information expressed. Additionally,
manually labelling these instructions for training and fine-tuning Natural Language
Processing (NLP) models can be tedious and expensive. We introduce a novel
task-specific model architecture, Label-To-Text-Transformer (LT3), tailored to
generate synthetic medical instructions based on provided labels, such as a vocab-
ulary list of medications and their attributes. LT3 is trained on a vast corpus of
medical instructions extracted from the MIMIC-III database, allowing the model to
produce valuable synthetic medical instructions. We evaluate LT3’s performance
by contrasting it with a state-of-the-art Pre-trained Language Model (PLM), T5,
analysing the quality and diversity of generated texts. We deploy the generated
synthetic data to train the SpacyNER model for the Named Entity Recognition
(NER) task over the n2¢2-2018 dataset. The experiments show that the model
trained on synthetic data can achieve a 96-98% F1 score at Label Recognition on
Drug, Frequency, Route, Strength, and Form. LT3 codes and data will be shared at
https://github.com/HECTA-UoM/Label-To-Text-Transformer

1 Introduction

Access to real-world medical instructions is pivotal for advancing medical research, including clinical
natural language processing (NLP) applications, which is useful for improving healthcare quality and
fostering the creation of novel solutions to address current research challenges [1, 12, 3]. However,
given the confidential nature of these instructions, there are significant difficulties in acquiring and
utilising them for research purposes [4]. Additionally, manual labelling of such data for training and
fine-tuning NLP techniques is labour-intensive and costly. This is also discussed by recent overview
work in [15]].

In response to these challenges, this study harnesses NLP methodologies to generate synthetic medical
instructions. These synthetic examples provide a feasible alternative when real medical data is not
available, which is a common problem due to concerns about patient confidentiality. The use of this
synthetic data alongside, or in place of, real medical data can therefore alleviate challenges associated
with accessing and employing sufficient data for NLP research, which is essential for healthcare
quality enhancement and the inception of innovative strategies toward better computational modelling
of digital healthcare data [6]].

The generation of synthetic clinical data has gained attention in recent years due to the challenges
associated with accessing real-world clinical data [7, [8]. Several studies have explored synthetic
data generation for clinical NLP tasks. For instance, Amin-Nejad et al. [9] proposed a methodology
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for generating synthetic clinical text using structured patient information in a sequence-to-sequence
manner and experimented with state-of-the-art Transformer models. They demonstrated that their
augmented dataset could outperform baseline models on a downstream classification task.

Lee et al. [10] explored the use of an encoder-decoder model to generate synthetic chief complaints
from discrete variables in EHRs, such as age group, gender, and discharge diagnosis. After being
trained end-to-end on authentic records, the model generated realistic chief complaint text that
preserved the epidemiological information encoded in the original record-sentence pairs. This
suggests that such a model could support the de-identification of text in EHRs, helping address the
significant privacy concerns that often limit the sharing and use of real-world clinical data. However,
only some works have attempted to control the generation of these models [[11]. Despite these
advances, there is still room for improvement in generating synthetic clinical letters.

This study puts forth a novel task-specific model architecture, the Label-To-Text-Transformer (LT3),
crafted to generate synthetic medical instructions. Based on the Transformer’s architecture [[12] and
trained on an expansive corpus of medical instructions, LT3 is adept at generating high-quality syn-
thetic medical instructions by capturing the unique patterns and dependencies involved in prescription
writing and other aspects of clinical documentation, such as sentence formatting. For example, given
a medication "docusate sodium" we would expect to generate a prescription such as "docusate sodium
100 mg Capsule Sig: One (1) Capsule PO BID (2 times a day) as needed for constipation.".

To test how effective LT3 is, we will compare its performance to that of another State-of-the-art
Pre-trained Language Model (PLM), T5 [[13]], which we fine-tuned for this particular task. For down-
stream applications, we also deploy the synthetic data generated by LT3 for training the SpacyNER
model to compare the model performance with the ones trained from real data.

2 LT3: Label-To-Text-Transformer

2.1 Problem Formulation

Let C be a space of clinical instruction features, and ¢ € C represents a feature vector for individual
clinical instruction, e.g. a sentence piece. Let £ be a set of drug labels. We have a dataset Dé with
labels annotated over the clinical instructions.

For each drug label [ € £, we originally have a sub-set data D' defined as D! = {cﬁl}fj L, containing
clinical instructions associated with drug /. Individual instructions are indexed by n for each [, where
Nj is the number of instructions for drug [.

Our primary objective is to generate a synthetic dataset that replaces the real datasets entirely,
conditioned on the drug labels from L. To achieve this, we aim to learn a density function d{C/|!},
which approximates the true distribution d{C|l} of the clinical instructions conditioned on each drug
label [.

Once the distributions for each drug label [ are learned, we generate an entirely synthetic dataset

by drawing random variables from d{C|l} for each drug . This synthetic dataset will have clinical
instructions corresponding to every drug label in £ and completely replace the original dataset.

2.2 Model Architecture

We introduce a transformer-based architecture, LT3 with both an encoder and a decoder. The encoder
processes the input labels, specifies drug names, and produces a contextualised representation, which
is subsequently used by the decoder to generate output sequences in the form of prescriptions.

LT3 implements the pre-trained word-piece BERT tokeniser [[14]. This selection is motivated by
the objective of representing words as a series of smaller sub-word tokens. Simultaneously, this
approach serves the dual purpose of minimising vocabulary size while handling unseen words as the
composition of a set of known sub-words. Embedding layers are used within the model’s architecture
and are trained from scratch to precisely cater to the requirements of the medical prescription writing
task (Figure|I).
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Figure 1: LT3 Architecture with input/output behaviour

2.3 B2SD: Beam Search Decoding using Backtracking

LT3 implements a novel Beam Search Decoding method using Backtracking (B2SD). While the
conventional technique adopts a greedy strategy, selecting the best n next-token candidates at each
decoding step based on an overall probability function, this method instead employs a backtracking
strategy [[15].

At each step, we select the best candidate sequence generated so far. This selection relies on a
heuristic function, specifically a joint probability function. Subsequently, the selected sequence is
expanded by its best n next-token candidates, referred to as a beam. This strategy allows the search
tree to be flexible in size rather than limited to a fixed n * seq;e,,. However, in addressing the notable
space and time complexity challenges of the B2SD algorithm, we decided to restrict the explorable
space to the top-m sequences generated so far, based on the same heuristic function.

In the example from Figure[6] we compare the execution of both algorithms in generating sentences
that describe someone as twelve years old. Both algorithms use a beam size of two and generate
two sequences. The desired outputs are the ones with the highest total joint probabilities, namely
"I am twelve" (p=0.138) and "You are twelve" (p=0.135). When comparing their execution, we
observe that the backtracking algorithm (b) explores seven vertices, including one dead-end labelled
"scored" (coloured in blue), in contrast to the original algorithm (a), which only examines six vertices.
However, in this scenario, the probabilities are sufficiently close to prevent a greedy algorithm, such
as the original one, from catching the best overall sequences. Therefore, one of the two optimal
solutions remains undiscovered, and instead, the dead-end labelled "scored" is greedily considered
optimal by the original algorithm. However, B2SD managed to discover both desired outputs at the
price of an additional vertex exploration.
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Figure 2: Execution Examples of Conventional Greedy BSD and B2SD Algorithms

There is a trade-off between complexity and the main advantage of the backtracking algorithm, which
is its ability to find the best solution in the beam tree according to its heuristic within a finite time



compared to the original BSD algorithm. This means that a higher level of complexity may lead to
a longer search time but a better solution. In our specific scenario, striking this balance is justified.
That is because LT3 deals with a limited number of samples to generate relatively short sequences.
Moreover, by utilising this algorithm, we can efficiently bypass tokens within the beam that, while
still within the top-n candidates, are significantly less likely to contribute to genuinely interesting
sequences. This approach encourages the model to prioritise the development of promising sequences.

Therefore, the complexity of the newly proposed B2SD algorithm can be expressed as exponential in
the sequence’s length, denoted O(n %= ). At the same time, the original one is linear: O(n * seqen )
However, worst-case complexity may not represent the execution times for the above reasons (see

Appendix [E)).

Besides using this backtracking approach, the beam size n does not need to be greater or equal to the
number of desired output sequences. Instead, m should follow this requirement, as it is the maximum
number of sequences considered for output.

To enhance the quality of sequence generations, we implement an additional unigram repeat penalty
targeting subsequences of length 4. This penalty aims to discourage the generation of sequences
where a subsequence of four tokens contains multiple instances of the same token. For example, the
subsequence [43, 32, 21, 43] incurs a penalty as the token "43" appears twice. The penalty itself is
calculated using the following formula.

p(Y) =p(Y)>70>Pr 4))

where pr is the probability (or certainty) of the last duplicate token, here "43", and p(Y) is the joint
probability of the sequence Y. This design allows the application of a penalty that accounts for
the token’s certainty level. In cases where a duplicate token is suggested but has a high certainty,
the penalty is reduced, considering that the model may intentionally repeat it to convey specific
information. This can be the case in sentences such as "(once a day (at bedtime))" where closing
parenthesis are repeated consecutively.

Finally, to further reduce the search space, the maximal probability difference in beam, p;, constrains
the tokens considered in a beam. This value tells how much lower the probability of a token in the
beam from the top probability token in that same beam is allowed to be. For example, if the top token
of a beam has a probability of 0.5 and p, = 0.5, tokens in the beam with a probability < 0.5 * 0.5
won’t be further considered. This is useful whenever an obvious best candidate exists, for instance,
when selecting the drug name that was itself given as input.

Therefore, the beam size n, maximum candidates space m, and maximal probability difference in
beam pj;, are three hyper-parameters to fine-tune to obtain optimal results. We assign them the values
n =4, m = 3 * nboytput and p, = 1.

Heuristic function
The heuristic function used is logarithmic in the sequence’s joint probability
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where Y, is the n'" token of the sequence Y generated so far, and Y, refers to the product of the
probabilities associated with each token in the sequence Y, which is referred to as the joint probability
of Y. The heuristic function applies length normalisation as taken from Google’s NMT System paper
[16], where we set o = 0.6.
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3 Evaluation

3.1 Dataset and Preprocessing

Our research draws upon a specialised subset of the MIMIC-III (Medical Information Mart for
Intensive Care) database [|L7, |18]; specifically, the portion that aligns with the National NLP Clinical
Challenges (n2c2) 2018 shared task data on adverse drug events and medication extraction with gold
labels [19] (Appendix [B). We divided the official training set into our "training" and "validation"
sets with the ratio (9:1) and kept the original test set. We implemented a procedure in our dataset
to automatically extract and structure discharge medication information from the n2c2 dataset. The
procedure scans each text-based medical record in the original dataset and identifies the text segment
containing information about the medications prescribed upon discharge.

The identified medication data is further decomposed into two primary components: the label (or
name of the medication) and the associated instructions. Both are captured and stored in a structured
format. Finally, we apply statistical filtering techniques to remove outliers based on the medication
labels’ length and instructions. This ensures a dataset free from extreme values that could potentially
bias downstream applications.

3.2 Model Selection

We conduct a model evaluation experiment to select the most optimal LT3 model (Appendix [D)). This
experiment entails training each model on the training set and using them to generate five times the
amount of data from the validation set as synthetic data. We then assess the models’ performance
using the quantitative metrics BLEU, ROUGE-1/2/L, and BERTScore. Based on the results, we
select the best model and retrain it on the training and validation sets to obtain a final LT3 model.

For the TS model, given the provided labels, we leverage TS5 language processing capabilities to
fine-tune the model to generate appropriate text responses in the form of medical prescriptions from
labels representing medications such as "paracetamol” or "ibuprofen".

3.3 Lexical Similarity Evaluation against References

For this experiment, we fine-tuned three versions of TS, namely t5-small, t5-base, and t5-large, paired
with their sentence-piece pre-trained tokeniser. Each is fine-tuned independently on the same dataset
as LT3 to provide comparable results, with the prompt "summarise:" as it is the closest to our task.
The results in Table[T|show that LT3’s generations are the closest match to the reference samples. We
use multi-reference evaluation to consolidate our results. Refer to Appendix [F|for more details on
this evaluation’s strategies and motivations.

Table 1: Quantitative evaluation of LT3 (learned-scratch) vs T5 (fine-tuned) on the Testing Set.

Models BLEU | ROUGE-1 | ROUGE-2 | ROUGE-L | BERTScore

T5 Small || 71.75 76.16 66.24 75.55 0.70

T5 Base 71.98 76.28 66.30 75.45 0.70

T5 Large || 69.89 75.07 65.19 74.22 0.68
LT3 78.52 78.16 68.72 77.55 0.72

3.4 Lexical Diversity Evaluation within Generated Outputs

A diverse range of content is crucial in the note-generation process to create unbiased and individu-
alised clinical instructions. To achieve this, we have implemented a diversity score that measures the
breadth of our model’s output. For each label, we measured the Jaccard similarity [20} 21] score of
the generations of our models. A higher Jaccard Score indicates more similarity between the two
populations. A lower score indicates better diversity in our tasks. The results in Table [ show a lower
intra-similarity score for the generations of LT3, implying that LT3 produces more diverse samples.



Table 2: Jaccard scores of LT3 and T5 on the testing set (lower score is better).

Median Jaccard Score | Average Jaccard Score
LT3 0.650 0.652

TS Base 0.658 0.660

3.5 Downstream NER Task

In the cross-model evaluation (Figure [3), we aim to substantially increase the size of our dataset
beyond what we initially extracted from n2c2. To achieve this, we generate synthetic data using LT3
on the known training labels. This synthesis allows us to create a dataset that is five times larger
than the original one. Subsequently, we perform fine-tuning on Spacyﬂ using both the original and
synthetically generated datasets. Finally, we compare the three resulting NER models, one fine-tuned
on the real dataset, one on the synthetic dataset, and the last on a combination of real and synthetic
data. Specifically, the real dataset is oversampled, ranging from 100% (identical to the original) to
500% (five times the original size). The synthetic dataset is generated using real labels, ranging
from 100% to 500%. The combined real and synthetic dataset starts with 100% real data, to which
synthetic data is incrementally added, from 100% to 400%. The NER model is trained to recognise
medical labels: Drug, Strength, Form, Route, and Frequency. This comparison helps us to quantify
the effectiveness of using synthetic data generated using LT3 to augment or replace the training
dataset by assessing the ability of the fine-tuned models to recognise named entities in unseen data.
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Figure 4: Average F1 score for five labels (Drug, Strength, Form, Route, Frequency) using Synthetic
data, Real data, and Real+Synthetic. RealSynthetic: 100% real + n*100% Synthetic. Real: over-
sampled.

The evaluation scores F1 in Figure @] show that LT3 could successfully train Spacy on this NER task
on five labels "drug, form, frequency, route, and strength" achieving 0.96+ scores. The evaluation on
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Drug labels always yields around 1.00 accuracy. Most importantly, it yielded comparable performance
to the real data, demonstrating the quality of generated texts and the benefit of using the generated
synthetic data as an alternative to real data.

4 Conclusion and Future Work

To facilitate clinical NLP research and address the data privacy and restriction issues, we proposed
LT3 for generating synthetic clinical data using pre-defined drug labels and related attributes from
the n2¢2-2018 shared task. The evaluation against the TS5 model demonstrated that LT3 can generate
better quality and diversity outputs. Furthermore, utilising synthetic data generated by LT3 for
the NER task demonstrated its ability to effectively train SpacyNER, resulting in performances
comparable to those achieved with real data. This underscores the advantages of employing LT3 as a
viable alternative to real data. In future work, we plan to design new benchmarks on clinical NLP
tasks using synthetic data to move the field forward. We also plan to conduct model training on new
label sets such as "diagnoses" and generating full clinical letters.
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Appendix A  On Current PLMs for Clinical NLP

Natural language processing (NLP) technologies have been increasingly used in healthcare over the
past several years, contributing to advancements in several areas such as clinical decision support,
patient triage, and automated clinical documentation [22| [23]]. However, these applications face
numerous challenges, one of the most significant being the scarcity of available data. This issue is
predominantly due to stringent privacy regulations and the sensitive nature of healthcare data, which
prevent access to large volumes of real-world clinical data [24} 25].

To circumvent this problem, synthetic data generation has been explored as an alternative approach,
aiming to produce data that mimics the properties and structure of real-world clinical data without
compromising patient privacy [26]. Despite this approach’s potential, producing high-quality, domain-
specific synthetic data remains challenging due to the complexity and specificity of medical language.

Pre-trained Language Models (PLMs) have shown remarkable capabilities in generating contextu-
alised texts, such as translations [27] and summaries [28]]. However, they have struggled to generate
coherent text in the medical domain. This is due to the considerable shift from standard NLP tasks to
the medical domain, which presents challenges as pre-trained models have a more general-purpose
design and do not learn directly from restricted domain-specific data [29]. For example, the word
"paracetamol" may be captured in many training documents that do not correspond to synthetic
clinical letter generation tasks and, therefore, be a noisy contribution. Moreover, PLMs need more
flexibility to handle different input types and are not explicitly trained on label-to-text data, resulting
in sub-optimal accuracy for the specific task. To address these challenges, this research proposal aims
to develop a task-specific model architecture that can overcome the limitations of pre-trained models
and generate high-quality synthetic clinical instructions.

Appendix B On the Choice of N2C2 Data

We chose the n2c2 dataset for two main reasons. First, it contains many caregiver notes and medication
prescriptions over a varied range of clinical conditions and treatments, ensuring a broad spectrum
of clinical instructions can be generated by our models, enhancing their utility in different clinical
scenarios. Second, the n2c2 dataset annotations conform to the 2010 i2b2/VA Challenge on Concepts,
Assertions, and Relations in Clinical Text, a well-established and comprehensive framework for
processing and understanding clinical text. This standardisation facilitates handling clinical notes’
diverse and complex language patterns. Moreover, using these gold labels helps us ensure the accuracy
and consistency of our model’s learning process, which is crucial to generating high-quality synthetic
medical data. In addition, using a dataset that adheres to a widely accepted annotation guideline
enhances the replicability and validity of our study. It allows other researchers and practitioners to
understand the method and results of our work within a known context, promoting transparency and
further collaboration.

Appendix C On Evaluation Metrics

BLEU [30]], ROUGE [31]], and BERT Score [32] represent key evaluation metrics, each illuminating
different facets of text quality. BLEU focuses on the syntactic elements, measuring the overlap of
n-grams between the machine-generated text and a reference. It incorporates a brevity penalty for
translation length, making it particularly useful for tasks like machine translation.

On the other hand, ROUGE (Recall-Oriented Understudy for Gisting Evaluation) is more recall-
focused and assesses the quality of summaries by comparing them to reference summaries. It
considers the number of overlapping units, such as n-grams, word sequences, and word pairs between
the generated and reference summaries.

Finally, the BERT Score leverages the power of pre-trained language representations to go beyond
mere syntactic overlap, capturing semantic nuances between predicted and reference texts through
cosine similarity measures. These approaches reflect a shift from rigid, rule-based evaluations toward
more dynamic, context-aware metrics, aligning more closely with human perceptions of text quality.
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Appendix D Model Selection in Details

D.1 On tokenisation

Experiments were conducted to select the most effective tokenisation strategy for this task, for which
results are summarised in Table[3|and Figure[5] Three different types of tokenisers were considered: a
custom full-word tokeniser, a pre-trained word-piece tokeniser (BERT-base-cased), and a pre-trained
sentence-piece tokeniser (T5-base).

Throughout the experiment, LT3 encountered challenges implementing the full-word tokeniser built
from scratch. Although this tokeniser yielded overall good performances, it struggled with handling
unknown words, for which the only solution seemed to be significantly expanding the vocabulary
size to cover a vast tokenisation space. Without an extensive vocabulary, the tokeniser fails to map
unseen words, leading to a lack of contextual understanding for LT3.

On the other hand, significant improvements were observed when using the word-piece tokeniser
(BERT) due to his ability to represent any word as a sequence of smaller sub-words while minimising
its vocabulary size. This allows the model to effectively handle unseen words and cover a large
tokenisation space to yield better generalisation capabilities.

Experiments were also carried out using the pre-trained sentence-piece tokeniser provided by T5.
This tokeniser demonstrated improvements similar to those of the word-piece tokeniser (BERT),
effectively mitigating the issues faced by the custom tokeniser. However, we observed that the
word-piece tokeniser (BERT) could generate predictions for unseen data at an earlier stage of training
compared to the pre-trained sentence-piece tokeniser (TS). This might be due to LT3 generating short
sentences with low correlation and no repetitive patterns between words, a task for which word-piece
tokenisers may be more adapted.

Considering these factors, we concluded that the BERT word-piece tokeniser aligned most effectively
with our task.

D.2 On Embeddings

Alternatively, this study explored two interesting embedding methods: transfer learning using pre-
trained embeddings and embedding layers trained from scratch. Transfer learning used BioBERT
(base-v1.1) embeddings, pre-trained on large medical corpora, including PubMed 1M, while embed-
ding layers were trained during LT3’s training phase.

Although transfer-learning can provide a solid foundation for the model, especially when task-specific
data is scarce or when the pre-training domain closely matches the task, its experimental results
displayed challenges when applied to our task (Table[3). Despite training in medical texts, pre-trained
embeddings could not grasp the prescriptions’ nuances and unique formats. This led to a need for
extensive training to overwrite the previous embeddings, as seen in Figure[5] On the other hand,
embedding layers outperformed pre-trained embeddings by addressing the task’s unique format and
leveraging the extensive available data. As a result, LT3 displayed a much better learning shape and
evaluation results when implementing embedding layers.

Note that, when using pre-trained embeddings, the disparity between the learning curve, which
appears to be reasonably good (Table [3), and the evaluation scores, which are rather very low
(Figure[3)), is attributed to the application of teacher forcing during training. This explains that the
model with pre-trained embeddings can accurately predict the next token, provided with an accurate
context and a generated sequence. However, it struggles when tasked with independently creating an
appropriate context from the input and generating a complete sequence that is contextually coherent.

D.3 Results

We plot the training loss (Figure[5) and evaluation scores (Table[3]on the validation set and Figure
[6] on the test set) to provide a comprehensive assessment of each model’s learning trajectory and
generation quality. This approach helps readers understand how each model evolves through the
learning process.
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Figure 6: Quantitative Evaluation Scores of LT3 Models on the Testing Set

Table 3: Quantitative Evaluation Results of LT3 Models on the Validation Set

Tokenizer Embeddings Beam Search

BLEU

ROU-1

ROU-2

ROU-L

BERTScore

BERT Emb. layers B2SD
Pre-trained
Emb. layers Default
Custom B2SD
T5-base

66.31
36.11
54.33
64.19
65.78

70.74
43.16
67.01
70.00
68.99

60.01
28.56
55.46
58.34
58.63

70.03
41.81
66.20
68.13
68.22

0.65
0.29
0.60
0.63
0.63
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Average execution time of different BSD algorithms
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Figure 7: Average Execution Time of Original BSD and B2SD Algorithms

Appendix E  Comparisons on Beam Search Decoding Algorithms

To quantify the difference in execution time between the original BSD algorithm and the proposed
backtracking variant, we ran the following experiment on a TPU v2.

Initially, the validation set is 304 samples divided into 157 unique labels, with a median of 36 samples
per label. This experiment used LT3 to generate four synthetic datasets from the validation set by
increasing its size by 2, 5, 7, and 10. The increase in size is proportional to the number of samples
per unique label. Hence, the same number of unique labels remains while the number of samples
increases. For instance, if the first label has three samples, it will be increased to 6 in the first synthetic
dataset, 15 in the second, etc. Thus, we force the beam search tree to expand in size for each label to
quantify its impact on the execution time.

For each synthetic dataset, we use five different versions of the LT3 model from different checkpoints
of its training. This is done to simulate the execution time of the algorithm on models of varying
efficiency and certainty.

In practice, we observe a rather linear increase in complexity when using both algorithms, reducing
the huge trade-off in their theoretical complexities. LT3 deals with a limited number of samples
per generation, and the generated sequences are relatively short. On the other hand, most of the
advantages of the backtracking algorithm are preserved.

It is important to note that, whereas B2SD uses a heuristic function based on the joint probability of a
sequence, this algorithm will perform the best on well-trained models with certainty in their token
selection, meaning high distinction between sequence probabilities. This ensures that the algorithm
goes straight at generating the most promising sequences. However, on ineffective or untrained
models, it may perform slowly as it might consider many dead-end sequences where probabilities are
close to each other due to uncertainty in token generation.

Appendix F  On the Evaluation Settings

To provide a lexical evaluation of the generated data, we aim to assess the performance of LT3
compared to T5-small, T5-base, and T5-large at generating synthetic prescriptions from unseen data
(Figure[§). To process the comparison, we use the labels from the testing set to generate synthetic data,
creating a five times larger dataset than the original testing dataset. For instance, ten prescriptions will
be generated if a particular label appears twice in the testing data, ten prescriptions will be generated.
We conduct two types of evaluations:
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* Quantitative Evaluations to assess the quality of the generated prescriptions by comparing
LT3 and T5 against reference prescriptions.

* Lexical Diversity Evaluation to measure the diversity of the generated prescriptions from
LT3 compared to T5.

The overall framework of this experimental design for lexical evaluation is displayed in Figure [§]
This experiment aims to show that (1) LT3 can generate lexically diverse prescriptions, as well as
(2) significantly larger volume of data compared to the available real data. (3), despite generating a
larger dataset, we intend to confirm that the quality of LT3’s generated prescriptions remains high in
terms of quantitative scores against references. (4) Most importantly, we try to assess LT3’s overall

abilities at generating prescriptions from unseen data.
Testing
references

Testing labels

Closeness to
U \l ' _— -
) LT3's ! Reference ! / N
LTS Model  —Generation—s Syntheticdata | | . Evaluaton | Scores /‘
+
: T5's | \,. Diversity - ~
T5 Model —Generation—s, Synthetic data —— Evaluation —./ Scores \w
: : _/
Figure 8: Lexical Evaluation Pipeline
Appendix G Model hyperparameters
Parameters LT3 TS Base TS Large
Amodel 515 768 1024
dsy 2038 3072 4096
Ay 64 64 64
Dropout 0.2 0.1 0.1
Heads 5 12 16
Layers 2 12 24
Learning rate 0.0004 0.001 0.001
Weight decay 0.02 0.02 0.02
Epochs 10 10 10
Batch size 53 10 10
FP16 False False
Optimizer AdamW AdamW AdamW
Params (x10°) 57 220 770

where:

* dmoder represents the dimension of the model’s hidden states or embeddings;

* dyy represents the dimension of the feed-forward network within the Transformer’s self-
attention layers;

* dy, represents the dimension of the query, key, and value vectors used in the attention
computation.
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