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1 Introduction and Motivation

Emotional intelligence is central to human life, and
equipping LLMs with coherent emotional reasoning is
critical for their use as conversational agents, simulators
in human-subject research, and models of cognition.
Yet, most existing approaches remain limited to surface-
level, categorical prediction of emotions from stimuli,
which often fail to generalize to novel, ambiguous, or
culturally nuanced scenarios. To build systems that
engage in true emotional reasoning we focus on using
the cognitive appraisal theory [1].

Prior work leveraging appraisal theory has mostly
studied other-appraisal [3], often restricted to a few
coarse cognitive. Other-appraisal has the caveat of
confounding assumptions about external agents’ demo-
graphics, not reflecting true emotional reasoning. Thus,
a lack of systematic analysis remains regarding how
LLMs internally represent emotions through their own
cognitive structures.

We introduce CoRE (Cognitive Reasoning for Emo-
tions), the first large-scale benchmark of self-appraisals
for emotions. CoRE spans 15 emotion categories, 16
appraisal dimensions, and an analysis across 7 models.

2 Dataset and Experimental Setup

We construct a benchmark dataset of emotion-related
scenarios inspired by [2], covering 15 emotions (e.g.,
Happiness, Pride, Fear, Sadness) and 16 appraisal ques-
tions targeting 8 core cognitive dimensions. A total of
308 high-quality scenarios and 4,928 prompts are cre-
ated, requiring LLMs to provide appraisal ratings for
each dimension. We evaluate seven models: DeepSeek
R1 (671B), GPT-04-mini, Gemini 2.5 Flash, LLaMA
3 (8B), Phi 4 (14B), Qwen 3 (32B), and Qwen QwQ
(32B), on two tasks: (i) open-ended emotion identifica-
tion and (ii) appraisal responses (open-text plus numeri-
cal ratings).

3 Main Results

Through three specific themes of experiments, we find
that LLLMs are broadly similar to humans in mak-
ing plausible connections between different cognitive
dimensions and emotions, while also showing emo-
tion and cognitive dimension-specific nuances and
idiosyncrasies. We uncover the latent cognitive dimen-
sions, using PCA, that are used implicitly by each model
and find that pleasantness, effort, and agency (responsi-
bility) are the three most important factors across most
models (and humans). We then study which cognitive
dimensions are the best predictors of different emotions.
LLMs again show coherent associations, with some
nuances — for example, anger is predicted the best by di-
mensions of legitimacy, as opposed to valence. Finally,
we study the appraisal rating distributions, comparing
across emotions for a single model, and across different
models. We find that intra-model representations for
emotions are coherent and similar across most mod-
els, with Gemini 2.5 Flash showing inconsistencies in
representing abstract emotions like Hope and Interest.
Inter-model comparisons, however, show that models
represent emotions with significantly different distri-
butions, highlighting that there exists no concept of
a universal emotion representation across popular
models.
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