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Abstract

Quantized neural networks have drawn a lot of
attention as they reduce the space and computa-
tional complexity during the inference. Moreover,
there has been folklore that quantization acts as
an implicit regularizer and thus can improve the
generalizability of neural networks, yet no exist-
ing work formalizes this interesting folklore. In
this paper, we take the binary weights in a neu-
ral network as random variables under stochastic
rounding, and study the distribution propagation
over different layers in the neural network. We
propose a quasi neural network to approximate
the distribution propagation, which is a neural
network with continuous parameters and smooth
activation function. We derive the neural tangent
kernel (NTK) for this quasi neural network, and
show the eigenvalue of NTK decays at approxi-
mately exponential rate, which is comparable to
that of Gaussian kernel with randomized scale.
We use experiments to verify that the quasi neural
network we proposed can well approximate bi-
nary weight neural network. Lastly, binary weight
neural network gives a lower generalization gap
compared with real value weight neural network.

1. Introduction

It has been found that by quantizing the parameters in a
neural network, the memory footprint and computing cost
can be greatly decreased with little to no loss in accuracy
(Gupta et al., 2015). Furthermore, Hubara et al. (2016);
Courbariaux et al. (2015) argued that quantization serves as
an implicit regularizer and thus should increase the general-
izability of neural network comparing to its full precision
version. However, there is no formal theoretical investiga-
tion of this statement to the best of our knowledge.

Empirical results show that the traditional statistical learn-
ing techniques based on uniform convergence (e.g., VC-
dimension (Blumer et al., 1989)) do not satisfactorily ex-
plain the generalization ability of neural networks. Zhang
et al. (2016) showed that neural networks can perfectly fit

the training data even if the labels are random, yet it gen-
eralized well when the data are not random. This seems to
suggest that the model capacity of a neural network depends
on not only the model, but also the dataset. Recent studies
(He and Tao, 2020) managed to understand the empirical
performance in a number of different aspects, including
modeling stochastic gradient (SGD) with stochastic differ-
ential equation (SDE) (Weinan et al., 2019), studying the
geometric structure of loss surface (He et al., 2020), and
overparameterization — a particular asymptotic behavior
when the number of parameters of the neural network tends
to infinity (Li et al., 2018; Choromanska et al., 2015; Allen-
Zhu et al., 2018; Arora et al., 2019a). Recently, it was
proven that the training process of neural network in the
overparameterized regime corresponds to kernel regression
with Neural Tangent Kernel (NTK) (Jacot et al., 2018). A
line of work (Bach, 2017; Bietti and Mairal, 2019; Geifman
et al., 2020; Chen and Xu, 2020) further studied Mercer’s
decomposition of NTK and proved that it is similar to a
Laplacian kernel in terms of the eigenvalues.

In this paper, we propose modeling a two-layer binary
weight neural network using a model with continuous pa-
rameters. Specifically, we assume the binary weights are
drawn from the Bernoulli distribution where the parameters
of the distribution (or the mean of the weights) are trainable
parameters. We propose a quasi neural network, which has
the same structure as a vanilla neural network but has a
different activation function, and prove one can analytically
approximate the expectation of output of this binary weight
neural network with this quasi neural network. Using this
model, our main contributions are as follows:

» Under the overparameterized regime, we prove that the
gradient computed from BinaryConnect algorithm is
approximately an unbiased estimator of the gradient
of the quasi neural network, hence such a quasi neu-
ral network can model the training dynamic of binary
weight neural network.

* We study the NTK of two-layer binary weight neural
networks by studying the “quasi neural network”, and
show that the eigenvalue of this kernel decays at an
exponential rate, in contrast with the polynomial rate
in a ReL.U neural network (Chen and Xu, 2020; Geif-
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man et al., 2020). We reveal the similarity between
the Reproducing kernel Hilbert space (RKHS) of this
kernel with Gaussian kernel, and it is a strict subset of
function as the RKHS of NTK in a ReLU neural net-
work. This indicates that the model capacity of binary
weight neural network is smaller than that with real
weights, and explains higher training error and lower
generalization gap observed empirically.

2. Preliminary

Neural tangent kernel. It has been found that an overpa-
rameterized neural network has many local minima. Using
the connection between feature map and kernel learning,
the optimization problem reduces to kernel optimization
problem. Denote O as the collection of all the parame-
ters in a neural network fe before an iteration, and ©F
as the parameters after this iteration. Let in denote fixed
distribution in the input space. Using Taylor expansion,
for any testing data z, let the stepsize be 7, the first-order
update rule of gradient descent can be written as (note
O — 0 = nE,in [Veloss(fo(z))])

f('—)+ (xl) - f@ (.13,) = nExNin [K:(J?, .13/) 1OSSI(f@ (J;))] :
with the limiting kernel (in a.s. sense) to be defined as:

lim V& fe(z) - Vefola).

width— o0

K(x,2') :=

The limiting kernel K is usually referred as the neural tan-
gent kernel (NTK) (Jacot et al., 2018).

Exponential kernel. A common class of kernel functions
used in machine learning is the exponential kernel, which
is a radial basis function kernel with the general form
K(z,z") = exp(—(c|]|lz — 2'|))7), ¢ > 0,7 > 1. When
~v = 1, this kernel is known as the Laplacian kernel, and
when v = 2, it is called the Gaussian kernel.

Training neural networks with quantized weights.
Among various methods to train a neural network, Bina-
ryConnect (BC) (Courbariaux et al., 2015) introduces a real-
valued buffer § and use it to accumulate the gradients. The
weights will be quantized just before forward and backward
propagation, which can benefit from the reduced computing
complexity via the update

A fw(x)

0T —6— Uit wh « Quantize(6h), (1)
w

where Quantize(-) : R — {—1,1} denotes the quantiza-
tion function which will be discussed in Section B.2, w
denotes the binary (or quantized) weights, # and 7+ denote
the real valued buffer before and after an iteration respec-
tively, 7 is the learning rate, and f,,(-) denotes the neural
network with parameter w. The detailed algorithm can be
founded in Section B.3.

3. Approximation of binary weight neural
network via Quasi neural network

Given a fixed input and real-value model parameters ©,
under the randomness of stochastic rounding, the output
of this binary weight neural network is a random variable.
Furthermore, as the width of the neural network d; tends to
infinity, we define a parameter sequence {O4, } and prove
that with parameters from this sequence, the output of a lin-
ear layer tends to Gaussian distribution according to central
limit theorem (CLT). Specifically, we give a closed form
equation to compute the mean and variance of output of all
the layers p¢, o¢, 14, G¢, and then marginalize over random
initialization of © to further simplify this equation.! We call
this model quasi neural network, which is given below:

d
1
Ty, = — wo,ki Tk + bo,i, Vi € [d1];
1 \/E,; 0.kiTk + boi [da]

dy
(&
v =\l ay > 01,i521,5 + Bbai, V5 € [da]; )
i=1

da
y _ 1
p2 =¥(v1,;),Vj € [d2]; §= T S wa jpa; + Bba.
"2 j=1

We assume the following regularity conditions.

Assumption 1. After training the binary weight neural net-
work as in (1), all the weights 0, ;; stay in [—1,1].

Because of the lazy training property of the overparame-
terized NN, the model parameters 6 ;; stay close to the
initialization point during the training process, so this as-
sumption can be satisfied by initializing 6, ;; with smaller
absolute value and/or applying weight decay during train-
ing. We also assume ||z|]z = 1,Vx € D C RY, which is
common for studying NTK (Bach, 2017; Bietti and Mairal,
2019).

Convergence of conditioned variance. In this part, we as-
sume that the model parameters are chosen from “Good Ini-
tialization sequence” (Definition 9), which is almost surely
on the limit d; — oo as is proven in Theorem 10, and study
the distribution of v ; and ¢y ;.

Theorem 1. For any fixed “Good Initialization sequence”
{©4,} € G, on the limit dy — oo, for any finite ds, 11 ;
converges to Gaussian distribution which are independent
of each other; and &7 ; converges a.s. to & = §(1—Var[f)]).

With this approximation, we can replace the variance ¢ ; in
Equation (11) with ¢; and leave the mean of output in the
linear layer as the only variable in the quasi neural network.
Formal proof can be found in Appendix E.4. Note the
propagation function in the linear layer (the first equation in
(9)) is also a linear function in x and €. This motivates us to

'our notation in this section can be found in Appendix B.1.
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compute  using a neural network-like function as is given
in (2), where ¥(+) is

D g) = El(yg)vig) = aé ( 5 )—l—m,g@ (V}’j> .

S1

This equation gives a closed-form connection between the
mean of output of neural network y and the real-valued
model parameter ©, and allows up to apply existing tools
for analyzing neural networks with real-valued weight to
analysis binary weight neural network. In this part, we can
compute the gradients using binary weights as in BinaryCon-
nect Algorithm.

Theorem 2. The expectation of gradients to output with
respect to weights computed by sampling the quantized

weights equals the gradients of “quasi neural network” de-
fined above in (2) satisfy

im lim v (20 _g| Y |gan]|) = 0,
dg—00 d1—o0 agl,ij awl,ij |
~ N Y | o di.da) |
1 1 d —Z _E 1,d2 _
dzl—I)noo dlgnoo 2 <8b1’j |:8b1’j @ ] 07
lim  lim Va2 g | 9V |gaa]) —
do—o00 d] — 00 8w2!j 8w2,]’ |

Theorem 3. For MSE loss, loss(y) = 3(y — )%, where z
is the ground-truth label, the gradient of the loss converges

to

lim lim Vdo Oloss() —E dloss(y) eldd2) | ) _ 0,
do—o00 d] —>00 691Yi]‘ L 8w1,ij |
lim  lim v [ 2050) _ g [910550) |ganan]) g
dy—00 dj —o0 0by ; | Ob1; ]
lim  lim vdids (81055(?/) _ g |Ploss(y) | o) ) o
do—o00 dj —00 an,j L 810273'

In other words, the BinaryConnect algorithm provides an
unbiased estimator to the gradients for the quasi neural
network on this limit of overparameterization. The proof can
be found in Appendix E.6 and Appendix E.7 respectively.
Theorem 1 and Theorem 3 conclude that for an infinite wide
neural network, the BinaryConnect algorithm is equivalent
to training quasi neural network with stochastic gradient
descent (SGD) directly. Furthermore, this points out the
gradient flow of BinaryConnect algorithm and allows us to
study this training process with NTK.

4. Capacity of Binary Weight Neural Network

As has been found in (Jacot et al., 2018), the dynamics of
an overparameterized neural network trained with SGD is
equivalent to kernel gradient descent where the kernel is
NTK. As a result, the effective capacity of a neural network
is equivalent to the RKHS of its NTK.

4.1. NTK of three-layer binary weight neural networks

We consider the NTK binary weight neural network by
studying this “quasi neural network” defined as the limiting
kernel ICBWNN(fEa :L‘/) =

dy,dg

lim  lim E
dg—o00dy—o0 . -
i=1,j=1

/

05 0y | <A 0y 0

961 45 901 45 +_7; dby ; dby ; Z: an P 6w2 P
4

where © := {w i;, b1 j, b2 ;} denotes all the trainable pa-

rameters. To find the basis and eigenvalues to this kernel,

we apply spherical harmonics decomposition to this kernel,

which is common among studying of NTK (Bach, 2017;

Bietti and Mairal, 2019):

oo N(dk)

Kewnn(z,2") Zuk Z Vi (2)Ye,;(2"), (5)
i=

where d denotes the dimension of = and z’, Y}.,; denotes the
spherical harmonics of order k. This suggests that NTK of
binary weight neural network and exponential kernel can be
spanned by the same set of basis function. The key question
is the decay rate of uj, with k.

Theorem 4. The limit of NTK of a binary weight neural
network can be decomposed using (5). If k > g =

2
and k > d, then

var[6]
2(1—Var[0])

Poly, (k)C™* < wy, < Poly,(k)C~ . (6)

where Poly, (k) and Poly, (k) denote polynomials of k, and
C'is a constant.

Meawhile, Geifman et al. (2020) shows that for NTK in
the continuous space, it holds that C1 k=% < uy, < Cok™?,
with constants C7 and C5. Since its decay rate is slower
than that of the binary weight neural network, its RKHS
covers a strict superset of functions (Geifman et al., 2020).

4.2. Comparison with Gaussian Kernel

Even if the input to a neural network z is constrained on a
unit sphere, the first linear layer (together with the additional
linear layer in front of it) will project it to the entire R? space
with Gaussian distribution. In order to simulate that, we
define a kernel by randoming the scale of = and x’ beforing
taking them into a Gaussian kernel.

K:RG'auss (x7 LU/) = E/{[’CGauSS(/ﬂU, Iil‘/)L

p— 7112 . .
Mgifu) is a Gaussian

where Kgauss(x,2') = exp (—
kernel, k ~ xq4 satisfy Chi distribution with d degrees of
freedom. This scaling factor projects a random vector uni-
formly distributed on a unit sphere to Gaussian distributed.

The corresponding eigenvalue satisfy

A1 C7F <y < A0TF, @)
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where A, Ao, C are constants that depend on £. The domi-

nated term in both (6) and (7) have an exponential decay rate
C~*, which suggests the similarity between NTK of binary
weight neural network and Gaussian kernel. In comparison,
Bietti and Mairal (2019); Geifman et al. (2020) showed
that the eigenvalue of NTK decay at rate k~¢, which is
slower that binary weight neural network or Gaussian ker-
nel. Furthermore, Aronszajn’s inclusion theorem suggests
Hipwan C Hicyn> Where Iy denotes the NTK of real-
valued weight neural network. In other words, the expres-
sive power of binary weight neural network is weaker than
its real valued counterpart on the limit that the width goes
to infinity. Binary weight neural networks are less venera-
ble to noise thanks to the smaller expressive power at the
expense of failing to learn some “high frequency”” compo-
nents in the target function. This explains that binary weight
neural network often achieve lower training accuracy and
smaller generalization gap compared with real weight neural
network.

4.3. Generalization gap

Making use of the decay rate of eigenvalues, in this sec-
tion, we study the difference of generalization gap be-
tween vanilla neural networks and binary weight neural
network. The generalization gap is defined as the difference
between training error and testing error: Eq; (f(z) —y)? —
Ein(f(z) —y)? where E,;; denotes the expectation over the
testing set. The generalization gap can be evaluated using
the effective degree of freedom. Let the training data be
yi = fo(z:) + €, e ~ N(0,02), the effective degree of
freedom df () is defined as

20°df(f) = Ellly' — fW)3] — Ellly — f()I3]

where 3/ is an independent copy of y. The effective degree
of freedom of Lasso problem 0 = argmin,, || Xw — y||3 +
AMlw|)? = (XTX + M)~ X7y can be calculated as

RN
i) = > 3oy

2
k=1"F

where X € R™*? n is the number of datapoints and d
is the dimension of features, A; is the ¢-th eigenvalue of
X7 X. When the number of training samples n is large
enough, the eigenvalues of feature covariance matrix X7 X
can be approximated by the eigenvalues of the kernel matrix.
Furthermore, when X is small enough (which corresponds to
training for enough number of epochs in a neural network),
faster decay rate of \j leads to a smaller effective degree of
freedom, which in turn means smaller generalization gap.
This indicates that for an infinite wide neural network with
enough number of samples, binary weight neural network
has probability lower generalization gap than the vanilla
counterpart (although the training error can be higher).

5. Numerical result for generalization gap

In this section, we provide experiments to validate the effec-
tiveness of generalization for BWNN. We consider the UCI
dataset and MNIST-like dataset.

Training and testing accuracy Generalization gap

1 --- Laplace kernel, Training
—— Laplace kernel, Testing

1 --- Gaussian kernel, Training
—— Gaussian kernel, Testing
1 -=- NN, Training

—— NN, Testing

BWNN, Training

BWNN, Testing

PEEPE =
7

[y --- Laplace kernel
P --- Gaussian kernel

Percentage of the datasets
Percentage of the datasets

0.0
1.0 0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
Training Accuracy - Testing Accuracy

0.4 0.5 0.6 0.7 0.8 0.9
Accuracy

Figure 1: Accuracy and generalization gap on selected 90
UCI datasets. The lines show the accuracy metric of a clas-
sifier from the lowest to the highest against their percentiles
of datasets.

5.1. UCI dataset

We compare the performance of the neural network
with/without binary weight and kernel learning using the
same set of 90 small scale UCI datasets with less than 5000
data points as in Geifman et al. (2020); Arora et al. (2019b).
We report the training accuracy and testing accuracy of
both vanilla neural network (NN) and binary weight neu-
ral network (BWNN) in Figure 1. To further illustrate the
difference, we list the paired T-test result of neural network
(NN) against binary weight neural network (BWNN), and
Gaussian kernel (Gaussian) against Laplace kernel (Laplace)
using in Table 2. As can be seen from the results, although
the Laplacian kernel gets higher training accuracy than the
Gaussian kernel, its testing accuracy is almost the same as
the latter one. In other words, the former has smaller gener-
alization gap than the latter which can also be observed in
Table 2. Similarly, a neural network gets higher training ac-
curacy than a binary weight neural network but gets similar
testing accuracy.

5.2. MNIST-like dataset

We compare the performance of neural networks with bi-
nary weights (Binary) with its counterpart with real value
weights (Real). We take the number of training samples as a
parameter by random sampling the training set and use the
original test set for testing. The experiments are repeated
10 times and the mean and standard derivation is shown in
Figure 4. In the MNIST dataset, the performance of neural
networks with or without quantization is similar. This is
because MNIST is simpler and less vulnerable to overfit-
ting. On the other hand, the generalization gap with weight
quantized is much smaller than without it in FashionMNIST
(Xiao et al., 2017) dataset, which matches our prediction.
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A. Related work

Quantized neural networks. There is a large body of work that focuses on training neural networks with quantized
weights (Marchesi et al., 1993; Hubara et al., 2017; Gupta et al., 2015; Liang et al., 2021; Chu et al., 2021), including
considering radically quantizing the weights to binary (Courbariaux et al., 2016; Rastegari et al., 2016) or ternary (Alemdar
et al., 2017) values, which often comes at a mild cost on the model’s predictive accuracy. Despite all these empirical works,
the theoretical analysis of quantized neural networks and their convergence is not well studied. Many researchers believed
that quantization adds noise to the model, which serves as an implicit regularizer and makes neural networks generalize
better (Hubara et al., 2016; Courbariaux et al., 2015), but this statement is instinctive and has never been formally proved
to the best of our knowledge. One may argue that binary weight neural networks have a smaller parameter space than its
real weight counterpart, yet Ding et al. (2018) showed that a quantized ReLU neural network with enough parameters can
approximate any ReLU neural network with arbitrary precision. These seemingly controversy results motivate us to find
another way to explain the stronger generalization ability that is observed empirically.

Theory of deep learning and NTK. A notable recent technique in developing the theory of neural networks is the neural
tangent kernel (NTK) (Jacot et al., 2018). It draws the connection between an over-parameterized neural network and the
kernel learning. This makes it possible to study the generalization of overparameterized neural network using more mature
theoretical tools from kernel learning (Bordelon et al., 2020; Simon et al., 2021).

The expressive power of kernel learning is determined by the RKHS of the kernel. Many researches have been done to
identify the RKHS. Bach (2017); Bietti and Mairal (2019) studied the spectral properties of NTK of a two-layer neural
network without bias. Geifman et al. (2020) further studied the NTK with bias and showed that the RKHS of two layer
neural networks contains the same set of functions as RKHS of the Laplacian kernel. Chen and Xu (2020) expanded this
result to arbitrary layer neural networks and showed that RKHS of arbitrary layer neural network is equivalent to Laplacian
kernel. All these works are based on neural networks with real weights, and to the best of our knowledge, we are the first to
study the NTK and generalization of binary weight neural networks.

B. Problem statement
B.1. Notations

In this paper, we use wy ;; to denote the binary weights in the ¢-th layer, 0, ;; to denote its real-valued counterpart, and by ;
to denote the (real valued) bias. © is the collection of all the real-valued model parameters which will be specified in Section
B.2. The number of neurons in the /-th hidden layer is d, the input to the ¢-th linear layer is , and the output is y,. d
denote the number of input features. Besides, we use x to denote the input to this neural network, y to denote the output and
z to denote the label.

We focus on the mean and variance under the randomness of stochastic rounding. Denote

pie,i :=Elzg|x, O], o}, := Var[zy,|x, 6],
v = Elys |z, 0], gﬁz = Var[y,;|x, 0], 7:=E[y|O].

We use ¢(z) = max(z,0) to denote ReLU activation function, and in to denote the (discrete) distribution of training
dataset. s, [-] := E(4,.)~in[-] denotes the expectation over training dataset, or “sample average”. We use bold symbol to
denote a collection of parameters or variables wo = [wo ], by = [ba j],v1 = [v1,5],01 = [61,i;],@ € [di],] € [da].

In this work, we target on stochastic quantization (Dong et al., 2017), which often yields higher accuracy empirically
compared with deterministic rounding (Courbariaux et al., 2015). This also creates a smooth connection between the binary
weights in a neural network and its real-valued parameters, which can be expressed as a quasi neural network defined
in the following section. Our formulation of the binary weight neural network with stochastic rounding is deferred to
subsection B.2.
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©)
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3
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(a) Binary weight neural network we focus on. (b) Quasi neural network.

B.2. Binary weight neural network (BWNN)

We briefly state our formulation of Binary weight neural network (BWNN). Let wy ;; = Quantize(y,i;),0¢.:5 € [—1,1] be
the binary weights from stochastic quantization function, which satisfy Bernoulli distribution:

{ +1,  with probability py;; = 2247t
Wy, 45 = ’

’ 8
—1, with probability 1 — py ;;. ®)

This relationship leads to Efwy,;;|07.:;] = 0¢.4;.

We focus on a ReLU neural network with one hidden layer and two fully connect layers, which was also studied in Bach
(2017); Bietti and Mairal (2019) except quantization. Besides, we add a linear layer (“‘additional layer”) in front of this
neural network to project the input to an infinite dimension space. We randomly initialize the weights in this layer and leave
it fixed (not trainable) throughout the training process. Furthermore, we quantize the weights in the first fully connect layer
w1,;; and add a real-valued buffer 6; ;; which determines the distribution of w; ;; as in (8), and leave the second layers
not quantized. It is a common practice to leave the last layer not quantized, because this often leads to better empirical
performance. If the second layer is quantized as well, the main result of this paper will not be changed. This can be checked
in subsection E.8.

Remark 5. In many real applications, e.g. computer vision, the dimension of data are often very large (~ 103) while they
are laying in the lower dimension linear subspace, so we can take the raw input in these applications as the output of the
additional layer, and the NN in this case is a two-layer NN where the first layer is quantized.

The set of all the real-valued parameters is © = {6y, ;;, wy, i, be; }. The neural network can be expressed as

d dy
1 . c .
T1,5 = ﬁ ];wo,kwk +bo, Vi € [di]; w15 = ‘/dil ;wujxu + 01,5, V) € [dal;

do
. 1
T2,; = V(y1,5), V] € [da]; V=4 D wa s+ bo.
j=1

We follow the typical setting of NTK papers (Geifman et al., 2020) in initializing the parameters except the quantized
parameters. As for the quantized parameters, we only need to specify the real-valued buffer of the weights in the first layer
9171‘] .

Assumption 2. We randomly initialize the weights in the “additional layer” and second linear layer independently as
wo, ki wa,; ~ N (0, 1), and initialize all the biases to 0. The real-valued buffer of the weights are initialized independently
identical with zero mean, variance Var[0] and bounded in [—1, 1].

Remark 6. Our theory applies to any initial distribution of 01 ;; as long as it satisfies the constraint above. One simple
example is the uniform distribution in [—1, 1], which has variance Var[f] = 1/3.

B.3. BinaryConnect Algorithm

In this section, we briefly review the BinaryConnect algorithm (Courbariaux et al., 2015), which is the key algorithm we are
studying in this paper.
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Algorithm 1 Training binary weight neural network with BinaryConnect algorithm and SGD.

Training data {x;, z;}, (Randomly) initialized model parameters §(°) learning rate 7. ¢ in [0...T] Select a minibatch
{xy, 2} from training data Quantization: w® < Quantize(")) Forward propagation: compute {1} using {x;}
and w®) Backward propagation: compute W using {15}, {2} and w® accumulate gradients: #(*+1)
o(t) +nﬁloss(yh,zh)

Ow(t) :

C. Conditioned distribution of the outputs of each layer

First we recognize that as the model parameters are initialized randomly, there are “bad” initialization that will mess up our
analysis. For example, all of 6, ;; are initialized to 1 (or —1) while they are drawn from a uniform distribution. Fortunately,
as the width dy, dy grows to infinite, the probability of getting into these “bad” initialization goes to 0. We make this
statement formal in the following part.

Definition 7. “Parameter sequence”. Define the parameter sequence, indexed by d, da, as
6(d1,d2) — {Wédhd’.’) 6 RdA,dl , bédl,dz) e Rdl , nglde) e Rdl,dQ’ b(ldlde) E Rdz’
Wédl,dz) c RdQ, b(2d1>d2) c R},

where Wo = {wo i}, bo = {bo,i}, 01 = 01,5,b1 = {b1;}, Wa = {w1;}, the superscripts are omitted, such that for all
dy < dy,dy < db, ©d1:d2), OW1.d2) satisfy

Wit o W BBy, B = bR dy), 8" = R [1 1 1 dy),
bgdl,dz) _ bgd/“d;)[l L dy], Wéil;7d2) _ wgdi’d;)[l : dy], bgd17d2) _ bgd/pdlz)’

Remark 8. This definition states that for any two terms (sets of parameters) in the “parameter sequence”, the overlapping
parameters are always equal.

Definition 9. “Good Initialization sequence”. For any finite ds, we call the set of parameters sequence defined in Theorem 7
as a “Good Initialization” {0} € G if it satisfies:

dy
1
e Vk, k' € [d], lim — Zwo,kiwo,k’i = Ok k',

d1—o0 d1 .
=1

dy
1 8
" Vh KR ld), lim o ; fwo kst writwo ksl < 4/,
dy
Z wO,kin,k’ieiz‘j = Var[0]dy, 1/, where
i=1

1

o Vk, k' € [d],Vj € [d2], lim —
di—o0 d]_

{1 k=Fk
Ok = ,
0 kK£K.

Here, we omit the superscript (dy, ds) again in the statement for the parameters w’s. d is the input dimension. dy, ds are
defined in (2).

The following Proposition 10 guarantees the “Good initialization sequence” in Definition 9 holds true with probability 1.
The proof can be found in subsection E.1.

Proposition 10. Under the assumption that all the parameters are initialized as in 2, for any finite ds, the probability that

the sequence defined in Theorem 7 is a “Good Initialization sequence” is 1:

PT({Q(dl’dﬂadl = 1725 B } € g) =L
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Lemma 11. Given any fixed x, and any fixed “Good Initialization sequence” {©4, } € G denoted as © in short, for any

(d) _ = fo,, (¥). on the limit d; — oo, the distribution of yg(’ijl)

distribution with mean v ; and variance §1 which can be computed by:

fixed j, define the random sequence Y1, converge to Gaussian

dl dl
C C
Y1410 = N(vij,675), vy = Vi Y 0rijarit+ by, spy = o Y (107 ,;)a7 ©)
1 1

i=1

This lemma can be proved by Lyapunov central limit theorem and sum of expectation. See subsection E.2 for the details.

Lemma 12. Assume that the input to a ReLU layer y, ; satisfy Gaussian distribution with mean v, ; and variance §12, j

y15 ~ N6t ).

Vi 1253
gj=<p<j)7sj=<l>(">, (10)
Sj Sj

where @(x) denotes standard Gaussian function and ®(x) denotes its integration:

o) =z (-32). 2w= [ e

Then the output T2 ; has mean jio ; and variance U%,i’ with

Denote

pa2,j = Elza ;] = gjc1,; + s, "
2 .V 1 — (2 2 ) ) e — )2 an
o3 ;= Var[zy ;] = (1 ; +v1;)sj + V101,915 — Vi -

The proof can be found in subsection E.3. From Theorem 11 we know that on the limit d; — oo, conditioned on © and x,
for any j, y1,; converge to Gaussian distribution. From continuous mapping theorem, the distribution of x> ; converge to
that shown in Theorem 12 so its mean po ; and variance o9 ; converge to that computed in Theorem 12.

Equations (9) and (11) provide a method to calculate the mean and variance of output conditioned on the input and real-
valued model parameters and allow us to provide a closed-form equation of quasi neural network. We will simplify this
equation in ??.

D. Asymptotics during training

So far we have studied the distribution of output during initialization. To study the dynamic of binary weight neural network
during training, one need to extend these results to any parameter during training O(¢), ¢ € [0, T']. Fortunately, motivated by
(Jacot et al., 2018), we can prove that as d, da — oo, the model parameters ©(t) stays asymptotically close to initialization
for any finite 7', so-called “lazy training”, so the above results apply to the entire training process.

Lemma 13. Forall T such that f llg(t)— szdt stays stochastically bounded, where ||- ||m is defined in subsection B.1, as

dy — 00,dy — 00, [|[wa(T) —w2(0 )|| [61(T)=b1(0) ], [61(T)—61(0) (t)—v1(0)]|
and ft o |55 6"1(t) \|dt is stochastically bounded for all .

The proof can be found in subsection E.9. Note that ||ws|| = O(\/d2), ||01]|F = O(v/d1d>), this results indicates that as
da — 00, the varying of the parameter is much smaller than the initialization, or so-called “lazy training”. Making use of
this result, we further get the follow result:

Lemma 14. Under the condition of Theorem 13, Lyapunov’s condition holds for all T' so vy, ; converges to Gaussian

distribution conditioned on the model parameters ©(T'). Furthermore, 1 ;(T') — <1+(0), which equals & almost surely.

The proof can be found in subsection E.10. This result shows that the analysis in section 3 applies to the entire training
process, and allows us to study the dynamics of binary weight neural network using quasi neural network.
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E. Gaussian approximation in quantized neural network
E.1. Proof of Proposition 10

Proof. To prove the first statement in Theorem 9 holds a.s., observe that fixing &, " and taking 7 as the variable, w ;wo ki
are independent from each other. Furthermore, E[wg x;wo ;] = 0,k has identical mean for different ¢. In addition, since
w is bounded, Y7~ Var[wg giwo xi] /i < Yoy C/i? < co. By the strong law of large number (SLLN) Theorem 17, the
first statement is proved. The third statement can be proved similarly, observing that E[wq g;wo, k/it‘)ii j] = 0y, 1 Var[f] and
that both w and 6 are bounded (which guarantees Y.~ | Var[wo xiwo xi07 ;;]/1° < 00).

To prove the second statement in Theorem 9 holds a.s., since geometric mean is no larger than cubic mean,
[wo, kil |wo kil [wo k| < (|wo kz| + \wo,k'il3 + \wo,k'i\s),

Since wo ; ~ N (0, 1), the expectation of the right hand side equals \/g . We apply SLLN (Lemma 17) again to finish the
proof. O
E.2. Proof of Theorem 11

We first compute the conditioned mean and variance v ; and <1, ;. Notice that for any d;, conditioned on any ©, x; is
deterministic,
Vij = Ewl yl,j |@]

d ZEwl w1 ’L]]xl it ﬁbl,]
V 1

1
[c
“Va Z 01,1521, + Bby;
i=1

<1,j = Vary, [y1,;(©]
= Ewl [y%,j |@] - ]Ewl [yl,j

di  dy
dl ZZEWI ’(1)1 ’ijllj‘(_)]xl iL1,4! +2/3b1‘]\( ZE wl zg|@]xlz

i=114=1

dy dy
Zzal 23011]1'1 iL1,5! _261)1]\/»2:01 ij 1,4

’LlLll

0)?

1 1
dlzz wlljwll]‘g] elljgll])xll

i=114¢=1

d Z wl lj|e 12])

dy
c
= dil Z( 91 z])
The second line is because E,,, [wl’ijwl_’i/ﬂ@] = Ey, [w1,;;|OE[w; ;+;|0] = 61,01, when i # i'.

Next, we need to prove that for any “good initialization sequence” {©4, } € G, {yg’i1 )} converge to Gaussian distribution
conditioned on © € G by verifying Lyapunov’s condition. Note that for any j € [ds],

C d1
v =g E w1,35T1,; + b1,
=1

Define X; = w ;;21,;. As mentioned above, its mean and variance (conditioned on ©) is

]EUH [XZ|®] = alyijzl»% Varwl [XZ|@] = ]Ewl [Xz2|®] - Ewl [Xl|@]2 ( 9% z])
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Since © € G, Vj € [ds] for some finite ds,

1 1
lim — 3 Var,, [X;|0] = lim — Y (167 )27,

= lim %Z 1” (Zwomxk)

1 dy d (12)
. 2
dllgnoo a ; k%;(l — 0% ;) Wo kiWo ki T Tk
d
= d1h~r>noo k%:_l(l - Var[@])ék,k/kak/ =1- Var[@}

The fourth equality comes from the definition of G, and the fifth equality is because ||z||2 = 1. The third order absolute
momentum can be bounded by

dy
lim izEwl [1X: — B, [X410][©]

d1 — 00

= lim —ZEwl (w15 — 01,55)w1,4]> ’@]

lim —ZEM 8|x11| |9]

= lim — xk‘ (13)
dy—o0 d1
=1 k=1
dy d 3
8
< lim *E g |wo,kiTk|
d1—>00 dl ’
=1 k=1
8 dy d
= lim — E E | w0, ki Wo, ki Wo, k74 || Tk T hr T
d1—o0 dl .
i=1 k,k/ k=1
8
< 84/ —=d°
v

The last inequality comes from the definition of “Good Initialization”: for all © € G,

lim fE Wo, ki Wo k' Wo, k' < 4/ —,
d1—>oo s

and because ||z||2 = 1, |xx| < 1 forall k& € [d]. Note that using the strong law of large number, one can prove that the
third order absolute momentum converges almost surely to a constant that doesn’t depend on d. On the other hand, we are
proving a upper bound for all © € G which is stronger than almost surely converge.
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oy it B [1Xi — By, [X;]0] |6
aoee (L Var, [X;(0))%2
o 3l Bun[1X — By, [Xi]6][6)
dimoo @i/2 (LS Vary, [X;]0])3/2
limg, o0 2= S0 ) Bu, [| X — Eu, [X5]0]%[6]

lima, o0 di’* (& S22 Var,, [X;]0])3/2

8/ 2
<
T lima, o0 di/*(1 — Var[f])
-0

This proves that Lyapunov’s condition for all “Good Initialization”, so conditioned on © € G, y; ; converges to Gaussian
distribution.

E.3. Proof of Theorem 12

To compute E,, [z2 ;|0] and Var,, [z2 ;|0], we first compute E,,, [¢)(y1,;)|0] and E,,, [1(y1,;)%|©]. Recall ¢(z) =

z1(xz > 0),
o 1 1(x—uvy,)?
Ew, [¢¥(y1,;)|© :/ T exp — = oI Ve
[¥(y1,5)]©] ; e 22

o 1 1,
= /_M@Ljy + Vl,j)\/ﬂ exp (—2y > dy
S1,j

/oo 1 12 dy + /oo 1 . 1 ) p

=1, exp | —= i xp | —= ,

9w ot TP\ T2V )T, e PP T )
S1,j5 °1,5

o 1 1(x -1 )2
E1¢y7-2@:/ 2?——exp | —=———2 | dx
UJ[ ( 1]) | ] o \/%gu 2 <121j

o 1 1
= ‘/_"1,]" (§1,jy + VLj)2E exXp <—2y2) dy

2 2 ~2 2
=2 = dy + 2¢1 11 — _z d
R /,”LJ‘ Y V2T exp( 2Y ) YA /,"w‘ y\/27[’ P ( 27 > Y

S1,5 S1,
1

> 1
+1i; /_m Nor i (—Qyz) dy.

We only need to compute

/OO 1 aq ( 1 2>d
— Xp | —= .

7% /727ry p 2y Y
S1,35

For o = 0,1,2. When o = 0, this is integration to Gaussian function, and it is known that there’s no analytically function to
express that. For sack of simplicity, define it as sy ;

> 1 1 2 V1.4
S —oy? ) dy = (L,
51, /ul,,- = eXp( 2y> Y (cl,j)
$1,5

When o = 1, this integration can be simply solved by change of the variable and we denote it as g ;:

/°° 1 1o), [1. 1 \>
;= ——exp|—= =3\/—exp| —= | —> .
gl,] _’fl,J: ym p 2y y 27T p 2 ng
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When « = 2, we can do integration by parts and express it using s ; and g1 ;:

e 1 1
2 2
— —-y° | d
[ e (o) i
§1Yj
| 1,\ 1
— _— _Z d=v?
/_"uy\ﬁ%eXp( 2y> 2"
S1,j5
2
<1 1, v 1 1 (V1j>
—=exp | —¢ dy — —= exp | —z | ==
/_21 ors p( 2y> Y S1,j V21 p( 2 \ <1

V1,5
91,5-
SW;

=81, —

Using the definition of mean and variance,

p25 = Bu, [V(y1,1)10],03 ; = B, [$(y1.5)°10] = Eu, [ (y1,)|O],

we can come to the result.

E.4. Proof of Theorem 1

In this part, we take © = {wy, 61, w2, by, b1, b2} as the random variables and conditioned mean and variance derived above
w1,01,v1,6 as functions to ©. From Eq. (9), as d; — oo, v; tend to iid Gaussian processes, and there covariance converges
almost surely to its expectation. We then focus on computing the expectation of covariance. For any j # 5/, we take the
expectation over random initialization of ©:

E@[Vl,jyl’j,]
. di  dp
=[Ee l(hZzal,ijal,i/g”xl,ixl,z’ +ﬁ1/ Z (01,521,305 + 01,5521 3b; )Jrﬁ b;bjr
i=1i'=1
di d
ii]E [01.;]Eo[01./|Eelx1 ix1.:] + BXEe[b;bj/] (14)
dl 1 O 1,i7 100V, 5 o|L1,il1,i (S A
i=114'=1

i \/; ’ Z (Eo[01,ij]Ee [21,:]Eo[b;] + Eo (01,15 ]Eo[w1i]Ee by])

which indicates that they are independent.

Computation of ¢; ; was already finished implicitly in Section E.2. We write it explicitly here. From (9), on the limit

d1—>OO,
<1,J_d Z 1%]

dl d
¢ Z 2
- ddy (1-6i w E , W0,kiW0,k" i Lk Tk’
iz o k'=1
2
= E Ik«’ﬂk/*E wo ki wo ki (1 — 07 ;;)
o,k =1

C
= E Z kak’ék,k’(l —Var[@])
k,k'=1

(1 = Var[6])||=]3

(1 — Varl[6])

Qloalo
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The fourth line comes from the definition of G.

E.5. Derivative of activation function in quasi neural network

Let

Its derivative is

The second line is because

E.6. Proof of Theorem 2

To make the proof more general, we make ¢; ; a parameter of the activation function in quasi neural network as 15(, S1,5)-
To get the derivative with respect to 6; ;;, we first get the derivative with respect to vy ;.

2 it - [t
then apply chain rule:
831, - \/zuz,j, ()
£i _ aii gzz‘ - \/Zﬁwg,ji’(ul,j;q,j), (16)
agij = c’)za/i ggf:j = \/Ew2,j$1,ﬂ/;/(’/1,j§§1,j)~ (17)

On the other hand, let’s first write down the gradient with respect to weights w;; in quantized neural network and take their
expectation conditioned on ©:

Euw, {8321 eldnd)| = ,/—dc Ew, [I2,j @(dl’d2)] ; (18)
2,5 | 2
Oy | oy Oy1.; c
E (di,d2) | _ J — E / )| @(d1,dz) 1
" {3524' © 1 “t [ Oy1,; Oba © do Pz, B {w Rl } 7 (1%
Oy | oy Oy c
E (dl,dg) — E 5] (dl,dg) — . E / . (dl,dg) 2
“ {&Umj © Ly, 0w g © dydy P [¢ (42.4)]® } ’ 20)

By definition, o ; = limg, o0 By, [@2, j|®(d1’d2)]. On the other hand, from (3), one can tell using continuous mapping
theorem that
w . _ Vij\ _ g s / (dy,dz)
V(i) =@ — ) = lim Ply;>0]= lim E, |¢'(y1,;)|0 ;
1 o0

S1,5 di—o0
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Taking them into (15)-(20) finishes the proof.

E.7. Proof of Theorem 3

Observe that conditioned on ©, y ; depends only on {w1 ;;,% € [d1]}, and that {wy ;5,7 € [d1]} N {w1 ;57,7 € [di]} =0
for j # j'. Because of that, y; ; are independent of each other. Similarly, =5 ; are independent of each other conditioned on
©. For MSE loss,

2 di(y)

1
loss(y) = i(y_z) ’Ty =y—%

According to the chain rule

Oloss(y) aloss( y) Oy _ oy
= 21
a0 o5 o0~ W g @h
for any 6 € {61 ;5,1 ;, w2 ;}, which leads to
Oloss(y) ¢,
— =,y - 22
an’j d (y Z),LLQ j7 ( )
Oloss(y) 0y Ovij
— 23
by ; = o by ﬁw2 J (Vl J3S1,5)s (23)
Oloss(%) 0y Ovi ~
= = 61 ). 24
ael,ij al/lj 891 i d1d2w2 NESR Z( )1/} (VLJ’CLJ) ( )
On the other hand, in the original binary weight neural network, according to the chain rule,
ol .
E,, |20 g@aw| _ [<g,, [(y 2 O042)] (25)
L 871)2}]' ] d
[ 01
B | 2o o) = [ s R, [t = 20 (1) 01%). 26)
L b1 ]
E,, |20 o] _ [ € 0 B [(y — 2 (y) |04 @7)
w1y I 8w1’ij | d d N ESWELTT J 5

Note that y is not independent form x5 ; or ¥'(y1 ), which is the main challenge of the proof. To deal with this problem,
we bound the difference between (22)-(24) and (25)-(27), which requires bounding their covariance.

da
C
Ewl x27jy|@(d1’d2)] = Udf}Ewl X2 4 ZUJQJZEQJ @(dl’dZ)
2

j=1
C
“\Vd, Eu, [Ig»jw”’@(dhdﬂ T Z Euw, {Izjfﬂz,j/wz,j/ G)(dl’d@}
2 e
J'#J
(28)
(d1,d ) 2 2 , . , 4
dlhin B, |22 Jyl@ v \/7 (k3,5 + 03 j)wa; +j§jﬂ24#271/w2,3/
da
= \/7 03 jwa2,j + Z M2, 2,50 W2, 57
=1

Notice that by definition
\/> Z 2,52, W 5 = Ew, |:1‘2 j ‘@(dth)}Ewl [y‘@(dhdz)}

The second term equals E,,, [22 ;|©]E,, [y|©] and the first term converges to 0 when dy — oco. Taking it into (22) and (25)
finishes the proof of the first equation.
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Similarly,
Ewl |:'l/)/(y17j)y ’ ®(d1 ’dz):|

d2
&
= ]Ewl \/;w/(yl,]) Z wQ’jw(ij) @(dhdz)
j=1
C
- \/;(Eun [w(y17j)w/(y17j)w27j‘@(d1,d2)]
2

+ 2 Eu, [ (Y)Y (y1)wa 5 @(dhdz)D (29)
J'#J
’ ] (d1,d2)
d1h—1>noo Ew1 |:'(/) (ylﬂ)y‘@ :|
C
=/ 7 | B [w(ij)wzj‘@(dl’dz } 5+ D Bl (1.0)10 iz gwa e |
2 3'#3
C &
=\ & (1= Eu, [t/ (91.5)|OD 2, w5 + D Bu, [¢ (41,) O]t jr1ws 5o
i=1

Notice that by definition

do
C
_ ., L= 1 E|: ‘@(dlde):I
Vi 2 perves = Jim,

and the first term converges to 0 when d; — oo. Taking it into (23)(24)(26)(27) finishes the proof.

E.8. Quantizing the second layer

Assume that the second layer is quantized in the same way as the first layer as in Equation 8. Then Theorem 11 can be
modified as :

E[y[©] = \F ZE wy 5102, ]2, + Bba = Z%,;Mz,; + Bba
j=1

which is the same form as the second layer in the quasi neural network Equation 2 except that replacing wo ; with 2 ;. As
for the gradients,

Ay c C
Euw w elud) | — [“g [ }‘@(dl,dg)} _ e
1,W2 |:an;2j d2 1 | 22,5 dg'uz’j,
dy c C
Eu, w ©d1,dz2) —E, |: . @(d17d2):| = . /=6, .
1,W2 |:8£L'2J dy o | W25 a5 2,5

By replacing 0 ; with wy ;, the above results are the same as leaving the second layer not quantized.

E.9. Proof of Theorem 13

In this part, we denote ¢ := % for a € {wy, ¢, be}, and express each time-depent variable as a function of time ¢. We
define an inner product under the distribution of training dataset

(a, b>in = Em[a(x)b(x)},

and the corresponding norm

HaHi’ﬂ = \/ a‘ (1 in \/Ezn

If a(x) is a vector, ||a||;, := /Ei[|la(z)||?]. Note this inner product and norm define a Hilbert space (not to be confused
with the RKHS induced by a kernel), so by Cauchy-Schwarz inequality,

(@, b)in| < [|@llin|bllin, Ve, b.
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As is shown in ??, on the limit d; , — oo, the dynamics of training this neural network using gradient descent can be written
as:
c

U, 5(t) = &

Eun(7(2) = 2)p (1)
b0) = [ B (000 = 39 01,505, 0)

C

@Em[wg’j(t)ml z( ( ) )1L (Vl,j( ) Cl,j(t))}

O1,i(t) =

where dot denotes the derivative with respect to ¢. Note the activation function (- <1 ;(t)) depends on ¢; j, which makes it
time dependent. One can further write down the dynamics of 14 ;(t) as

,;(t) = \/;Zel i ()@, (t )+b173()

Rewrite these two differential equations in matrix form:

w2<t>=\FE ((8) — sl

(8= 5[ - Bal(310) = 01 (6) o wal)
61(0) = | e [0 = )21 © (7 (1 (0) o wa(0)].
i (t) = \/Zélzm + by

where o denotes elementwise product and ® denotes outer product. Here we slightly abuse the notation '(ZJ(), which
represents elementwise operation when applied to a vector. Their norm are bounded by

i la(t) = w201 < |/ ZEal@0) ~ DMpa(0 =[50 = 20

(30)
\f 1906) — 2lin 2 Ollin < [ 196) — 2llin 12 (0 i
5110 = b1 O] < By Ean(90) = 2)1/ 0 () 0 )]
31)
</3f () — 2)[wa(0) ] = ﬁ\fuy ~ o2 )],
2101(6) = 010 < o[ Ban[(10) s @ (F02(0) 0 wa(0) ]
<[ Ean[(@(t) = 2) @[ (6)]]
dids (32)

C
21, 19() = 2llin [ llin[w2 (0]

= \/di'y(t) — 2llin w2 (D)1,
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31/1

Vi, o) - 0)] < /t:O %57

< \/Zat”al(t) —6,(0)|[opllz ]| + %Hbl(t) —b1(0)]]

< @nym—z||m||w2<t>|\||w1||m||w1||
(33)
C
By 150 = 2lan w2 (1)

— (148 \ﬁy T
2 Jon(®) O < (14 m\/;m(t) ~ o2 @)

Here we make use of the fact that ¢/ (z) < 1, ¢(z) < z regardless of the value of ¢; ; (), that limg, o ||1]/in/V/d1 = 1 as
long as © € G, and that wy is not updated during training. In the last equation, we make use of 81 = % (01(t)—61(0)),b; =

£ (b1(t) — b1(0)).
Define A(t) = |/ £ vV1+ B([[wa(t) — w2 (0)[| + [[w2(0)[]) + /& (Iw1(t) — v1(0)[lin + [[#1(0)]lin), then

<VIT5 \f 1500 = =l @+ (04 8) - 150) =l )]
Alt

< VITP

Observe that A(0) is stochastically bounded. Using Gronwall’s Lemma, for any finite 7°:

T
A(T) < A(0) exp ( /t By Vit ,@dt) = A(0) exp(\/1+ BT)

so A(T) is stochastically bounded for all finite T" as do — oo. Furthermore,

\f s (T _\f (wa(T) — w(0)]] + [w2(0)])

which is also stochastically bounded. Integrating (30)-(33) from O to 7" finishes the proof.
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E.10. Proof of Theorem 14

From (9), it’s easy to get the dynamics of ¢;:

dt ;(t) 2c & ; 2
—% =1 ;Hl,ij(t)emj(t)mu
dy

2¢c T .
67 ,(T) — <1 ;(0)] < i ) xfl/ . 101,15 ()[161,:5(¢)|dt
£ t—

T .
2,‘ / 101,15 (t)]dt
t=0

A
Q.‘l\ﬁ
= o
gl
&

£

S Zwu m|w2,j )i (G(t) — 2)¢’ (v1,5(t); §1,j(t))|dt
d1d2
< m Z i, / Ol Esnlna (5(0) — )|t
& ) )
= dyds Zmll /= [wa,j (O)[[|21,illinl|F(E) — 2[lindt

< 3/2 Zo:“nxunm / COllaE) — #lmct
T
< B/QZ%H Pl mase O0) [0 =2l as

Here we assume that | / 7= [|wa(t)| is stochastically bounded by C(t). Since C(?) is finite for all ¢ € [0, 77, it’s easy to

check the term after max operator is stochastically bounded. The remaining task is to bound term before max operator.
From standard Gaussian process analysis, x1; satisfy Gaussian distribution. From the law of large number (LLN), as
d1 — 00,

1 &

dy >t lenillin = Bl j[lllin]
iz

almost surely, where the expectation is taken over wy, and this limit is also bounded. Because of that, as d;, dy — oo, the
difference |cf ;(T') — <7 ;(0)| converges to 0 at rate —=.

Notice that the proof of Lyapunov’s condition (13) doesn’t depend on time 7" from the third line. Since ¢ ;(7T") stochastically
converges to ¢1_;(0) for all finite T, Lyapunov’s condition holds for all T thus x5 ; always converges to Gaussian distribution
conditioned on model parameter.

F. NTK of neural networks with quantized weights
F.1. Spherical harmonics

This subsection briefly reviews the relevant concepts and properties of spherical harmonics. Most part of this subsection
comes from Bach (2017, appendix Section D.1.) and Bietti and Mairal (2019, appendix Section C.1.)

According to Mercer’s theorem, any positive definite kernel can be decomposed as
= A®(x)®(a!

where ®(-) is called the feature map. Furthermore, any zonal kernel on the unit sphere, i.e., K(z,2’) = K(z”z’) for any
z,2' € R ||z||z = ||2’||2 = 1, including exponential kernels and NTK, can be decomposed using spherical harmonics
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(equation (5)):

N(d,k)

ZAk Z Vi () Vi s ().

Legendre polynomial. We have the additional formula

N(d,k)
Z Vi (2)Ye;(2") = N(d, k) P(aT2),

where
(2k+d—2)(k+d—3)!
kl(d — 2)!

N(d, k) =

The polynomial Py is the k-th Legendre polynomial in d dimension, also known as Gegenbauer polynomials:

1\* (L) s s [ d k ) s
Pk(t):<_2) F(k:+2 )(1—t)(3 )/ <dt) (1 — 2)k+(d=3)/2,

It is even (resp. odd) when k is odd (reps. even). Furthermore, they have the orthogonal property

1
_ 1
Pu(t)P; (t)( (@=3)/2gy — 5,41
/_1 k()]( ) U)dzN(dk)
where
27Td_2
YT Tag)

denotes the surface of sphere S?~! in d dimension, and this leads to the integration property

[ PPt )ir(w) = s Pl

for any x,y € S?~1. 7(w) is the uniform measure on the sphere.

F.2. NTK of quasi neural network
We start the proof of the Theorem 4 by the following lemmas:

Lemma 15. The NTK of a binary weight neural network can be simplified as

K(z,a') = (§<m,x’> + 52) 2O 4 M),

2O =E[§ (09 W), =V =E[d 0],
where [, '] ~ N (0, %),

1 zTa’
y = ]E[.Z'l ixl z] dVar[H] |:J?T.T/ 1 :|

)

are the pre-activation of the second layer.

(34)
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Proof.
0y i 9 0§ | N~ 05 O
1 1 891 Jij 891 Jij 8b1’j 8b1,j 1 8w27j 8’[1)2’]'
i=1,j= J=
¢ dl do
d1d2 Z 1 le zw§ﬂ/) (1 J)wz(’ﬁ j)
i=1,j=1
LB LSS G i
Zﬂ) ()Y (v ;) + = a5 Z¢(V1,j)¢(V1,j)
=1
d1d22x11x112w2] Vl] (Vlj)
j=1
32 d2

do
ZwQ] VlJ Vl] 27/1’/1] Vl])
‘7:

= <$,m>+ﬁ)ﬂ‘3[1§( W' W] +ER @) as.

Ul O

where (v, V') has the same distribution as (v j, 13 ;) for any j. We make use of the fact Ewj, ;] =1, and from central limit
theorem, 1 ;, x'lji and pq , /1’171- converge to joint Gaussian distribution for any fixed z, 2" as d; — oo

E[zq, lx“ E Wi Tk E Wi T

k'=1
1 2 !
= EE[Z Wi TR
k=1
1
&<‘T7 I/>
Similarly,
:ul K ZE 1, 1,] ‘Tl J dva’r[e]
E[Mlyilu’l il = ZE 1 zg 371,].1'1 ]] dvar[0]<x7 xl>

F.3. Proof of Theorem ??

Remind that as is proved in Theorem 14, ¢; ;(7) — <1,+(0) for any T satisfying a mild condition, and ¢; +(0) is nonzero
almost surely. Making use the fact that ¢(-; ) is continuous with respect to ¢, and its first and second order derivative is
stochastically bounded, the change of kernel K induced by ¢; ; converges to 0 as d;,d> — oo. This reduces to this quasi

neural network to a standard neural network with activation function zZ(), which is twice differentiable and has bounded
second order derivative. From Theorem 2 in (Jacot et al., 2018), the kern