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Abstract
Domain adaptation aims to mitigate distribution
shifts among different domains. However, tra-
ditional formulations are mostly limited to cat-
egorical domains, greatly simplifying nuanced
domain relationships in the real world. In this
work, we tackle a generalization with taxonomy-
structured domains, which formalizes domains
with nested, hierarchical similarity structures such
as animal species and product catalogs. We build
on the classic adversarial framework and intro-
duce a novel taxonomist, which competes with
the adversarial discriminator to preserve the tax-
onomy information. The equilibrium recovers
the classic adversarial domain adaptation’s solu-
tion if given a non-informative domain taxonomy
(e.g., a flat taxonomy where all leaf nodes con-
nect to the root node) while yielding non-trivial
results with other taxonomies. Empirically, our
method achieves state-of-the-art performance on
both synthetic and real-world datasets with suc-
cessful adaptation. Code is available at https:
//github.com/Wang-ML-Lab/TSDA.

1. Introduction
Learning generalizable models is a central goal in machine
learning. The majority of the literature has been devoted to
the standard i.i.d. setting where training data and testing data
are assumed to have the same distribution. However, many
real world problems inherently exhibit distributional shifts.
For example, to make commercial impacts, a company must
be able to reach brand-new groups of users, whose data are
not likely to be the same as the data used to fit production
models. As a rapidly emerging sub-field, transfer learning
aims to tackle this problem (Zhuang et al., 2020).
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A series of work has attempted to accomplish transfer learn-
ing via domain adaptation (Pan & Yang, 2009; Pan et al.,
2010; Long et al., 2018; Saito et al., 2018; Sankaranarayanan
et al., 2018; Zhang et al., 2019; Peng et al., 2019; Chen et al.,
2019; Dai et al., 2019; Nguyen-Meidine et al., 2021), i.e.,
learning representations whose distribution is well aligned
across different domains. This is typically done through
learning against an adversary who tries to distinguish dif-
ferent domains. While the approach is widely studied both
theoretically and empirically (Redko et al., 2020; Ben-David
et al., 2010; Zhao et al., 2018; Zhang et al., 2019; Zhao et al.,
2019), the representation of domains is almost entirely lim-
ited to simple categories. This is problematic since categor-
ical variables do not admit any meaningful measurements
of similarity or distance. Indeed, an ideal transfer learning
approach should be able to control the transferability de-
pending on the similarity across domains. For instance, if
we treat dog breeds as domains, an ideal video segmentation
system for bassets should behave more similarly for beagles
than for pomeranians. While existing adversarial approach
mitigates the shifts among domains, the solution can still
be inadequate since it ignores the potential structure among
domains.

To this end, we extend domain adaptation to taxonomy-
structured domains (see Fig. 2 and Fig. 3 for some example
taxonomies). Taxonomies abound in our culture for catego-
rizing items, ranging from biological studies to library clas-
sification systems. Mathematically, “taxonomy” is a nested
hierarchical representation (Rangapuram et al., 2023). Each
node in the taxonomy specifies a level of invariance that
holds for the domains within the node, which can be further
broken down to a lower level of invariance in its child nodes.
Finally, the lowest level of invariance is simply a single do-
main. We emphasize that a taxonomy of domains is different
from a tree of domains, as a non-leaf node in a taxonomy
typically involves multiple domains. The specification of
invariance among domains thus becomes nested, which can
be naturally translated to the induced similarities. Indeed,
the similarity between two domains can be easily gauged
through their common ancestors, which are also nested.

In this work, we propose Taxonomy-Structured Domain
Adaptation (TSDA), a plug-in extension of adversarial do-
main adaption by introducing a novel taxonomist, who
guides the representation to exhibit the given domain tax-
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onomy. This enables representation learning with a flexible
balance between domain similarity and domain invariance.
Despite the obvious contradictory nature, it is evident that
either extreme fails to capture some important inductive bi-
ases in learning. Indeed, absolute invariance to the domain
prevents the model from leveraging similarities among do-
mains to improve statistical efficiency, while purely relying
on domain similarities can easily pick up spurious correla-
tions among different domains. The flexibility allows us to
achieve a suitable trade off according to the predictive task.
We summarize our contributions are as follows:

• We identify the problem of adaptation across
taxonomy-structured domains and develop taxonomy-
structured domain adaptation (TSDA) as the first gen-
eral DA method to address this problem.

• Our theoretical analysis shows that a natural extension
of typical DA methods fails to take advantage of do-
main similarity reflected in a domain taxonomy and
degenerates to uniform alignment.

• We further prove that TSDA retains typical DA meth-
ods’ capability of uniform alignment when the domain
taxonomy is non-informative, and balances domain
similarity and domain invariance for other taxonomies.

• Empirical results show that our TSDA improves upon
state-of-the-art DA methods on both synthetic and real-
world datasets.

2. Related Work
Adversarial Domain Adaptation. There is a rich literature
on domain adaptation (Pan & Yang, 2009; Pan et al., 2010;
Long et al., 2018; Saito et al., 2018; Sankaranarayanan et al.,
2018; Zhang et al., 2019; Peng et al., 2019; Chen et al., 2019;
Dai et al., 2019; Nguyen-Meidine et al., 2021; Zou et al.,
2018; Kumar et al., 2020; Prabhu et al., 2021; Maria Car-
lucci et al., 2017; Mancini et al., 2019; Tasar et al., 2020).
To adapt a model across domains, existing methods typi-
cally align the encoding distributions of source and target
domains, either by direct matching (Pan et al., 2010; Tzeng
et al., 2014; Sun & Saenko, 2016; Peng et al., 2019; Nguyen-
Meidine et al., 2021; Wang et al., 2020) or adversarial train-
ing (Ganin et al., 2016; Zhao et al., 2017; Tzeng et al., 2017;
Zhang et al., 2019; Kuroki et al., 2019; Chen et al., 2019;
Dai et al., 2019). The adversarial domain adaptation frame-
work becomes increasingly popular recently due to its solid
theoretical foundation (Goodfellow et al., 2014; Ben-David
et al., 2010; Zhao et al., 2018; Redko et al., 2020; Zhang
et al., 2019; Zhao et al., 2019), efficient end-to-end imple-
mentation, and promising performance. Generally, these
methods train an encoder to produce domain-invariant rep-
resentations by trying to fool a discriminator that is trained

to distinguish different domains; essentially they aim to
perfectly align data from different domains in the encoding
space, i.e., uniform alignment. Such uniform alignment can
sometimes harms domain adaptation performance because
it completely remove useful domain similarity information
(e.g., information captured by a domain taxonomy) from the
encoding. In contrast, our TSDA relaxes uniform alignment
by introducing a taxonomist as the fourth player to recover
the domain taxonomy from encodings (as shown in Fig. 1),
thereby significantly improving adaptation performance.

Domain Adaptation Related to Taxonomies. Loosely re-
lated to our method are works related to both domain adap-
tation and taxonomies. For instance, Gong et al. (2022) 1 fo-
cuses on the label taxonomies and considers domain adapta-
tion on semantic segmentation with one source domain and
one target domain; it assumes the source domain and the tar-
get domain have different label taxonomies and aims to alle-
viate label shift (Wu et al., 2019) between these two domains.
In contrast, TSDA considers a completely different setting.
Specifically, Gong et al. (2022) adapts between two domains
with different label distributions, where taxonomies are used
to describe labels relations. Our TSDA adapts across multi-
ple domains (e.g., with each species as a domain) according
to a domain taxonomy (e.g., an animal taxonomy), where
taxonomies are used to describe domain relations. Gong
et al. (2022) is therefore not applicable to our setting. Also
related to our work is graph-relational domain adaptation
(GRDA) (Xu et al., 2022), which adapts across domains
connected by a graph with each domain as a node, con-
tinuously indexed domain adaptation (CIDA) (Wang et al.,
2020), which adapts across continuously indexed domains,
and variational domain indexing (VDI) (Xu et al., 2023),
which infers domain indices in CIDA using a hierarchical
Bayesian deep learning model (Wang & Yeung, 2016; 2020;
Wang, 2017; Wang et al., 2015). While a domain taxonomy
can be reduced to a graph or continuous indices, it loses
important hierarchical information and therefore often leads
to suboptimal performance; this is verified by our empirical
results in Sec. 5.

3. Method
3.1. Problem Setting and Notation

In domain adaptation, an input x ∈ X (e.g., a bird image) is
used in conjunction with an additional domain specification
u ∈ U = {1, 2, . . . , N} (e.g., the species) to predict a label
y ∈ Y (e.g., the wing color). Here we consider an unsu-
pervised domain adaption setting with N domains, where
labeled data {(xs

l , u
s
l , y

s
l )}nl=1 ⊆ X ×Us×Y are only avail-

able in the source domains Us ⊆ U , and the goal is to make

1This paper has another version (Gong et al., 2021). We cited
the official published version.
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Figure 1. Difference between typical DA methods and TSDA. Left:
In traditional DA methods, the discriminator classifies the domain
index given an encoding. Right: In TSDA, the discriminator
classifies the domain index while the taxonomist reconstructs the
domain taxonomy given encodings of data from different domains.

predictions for the unlabeled data {(xt
l , u

t
l)}ml=1 ⊆ X × Ut

in the target domains Ut ⊆ U . Note that we do not require
Us ∩ Ut = ∅. The goal is to predict the target-domain la-
bels {(ytl )}ml=1 given source-domain labeled data and target-
domain unlabeled data.

In this work, we assume that an additional taxonomy T is
given; T specifies a hierarchical similarity structure over
the domains U . Formally, a taxonomy T can be represented
as a (directed) tree:

• The root node is U .
• In each layer, a parent Up ⊆ U is split into disjoint

child nodes Up
1 , ...,Up

np
, where Up

1 ∪ ... ∪ Up
np

= Up.
• Each leaf node only contains one domain {u}.

We emphasize that a taxonomy of domains is different from
a tree of domains, as a non-leaf node in a taxonomy does
not (necessarily) correspond to a single domain.

3.2. Taxonomy-Structured Domain Adaptation

Overview. To balance representation learning between do-
main similarity and domain invariance, we develop a game-
theoretic formulation with four players: 1) an encoder E
that aims to produce the desired representation, 2) a dis-
criminator D that prevents the encoder from picking up
domain dependencies, 3) a taxonomist T that encourages
the representation to preserve similarity information, and
4) a predictor F that produces predictions according to the
encoder and therefore guides the representation to strike a
balance for the prediction task of interest.

Before further elaboration on the game, note that one key
challenge in the framework is to model the taxonomy–the
key object representing similarity among domains. Indeed,
taxonomy is a combinatorial object that seems naturally in-
compatible with the continuously distributed representations
modeled by deep networks. To bridge the gap, we transform
the taxonomy T to a distance matrix A, where Aij records
the shortest distance between two domains i and j on the
taxonomy T . Below, we formally define the game.

Encoder. The encoder E leverages all the available informa-
tion to build a representation el. It takes as input the data xl,
domain index ul, and the distance matrix A. To facilitate
learning, we first leverage an intermediate domain embed-
ding zul

= g(ul,A) to capture the immediate dependency
between ul and A:

el = E(xl, ul,A) = f(xl, g(ul,A)) = f(xl, zul
),

where the encoder E(·) is defined by composition of g(·)
and f(·). In principle, given sufficiently powerful f , every
embeddings zul

works equally well as long as a bijection to
the set of domains U can be formed. Here we use a simple
pretraining procedure to obtain the domain embedding based
on a reconstruction loss with respect to the domain distance
matrix A (see more details in the Appendix).

Discriminator. The discriminator D aims to identify the
domain from the encoding el. This is realized as a func-
tion D : Z → U that minimizes a domain identification
(classification) loss ld:

Ld(D,E) ≜ E[ld(D(E(xl, ul,A), ul)],

where the expectation E is taken over the data distribution
p(x, u); ld is typically realized by cross-entropy.

Taxonomist. Similar to the discriminator D, the taxonomist
T aims to recover taxonomy information within the encod-
ing el. Unlike the vanilla categorical domain index that can
be easily compared element-wisely, the distance matrix A
implied by the taxonomy is pairwise in nature. We therefore
specify the taxonomy with paired inputs T : Z × Z → R
and optimizes it with respect to the distance matrix A:

Lt(T,E) ≜ E[lt(T (E(x1, u1,A), E(x2, u2,A)),Au1,u2
)],

where the expectation E is taken over a pair of i.i.d. samples
(x1, u1), (x2, u2) from the joint data distribution p(x, u).
Here lt denotes a regression loss (e.g., ℓ2 distance).

Predictor. The predictor F : Z → Y simply takes encod-
ing el as input and outputs a label. We therefore optimize it
with respect to the labels:

Lf (F,E) ≜ Es[lf (F (E(xl, ul,A), yl)],

where the expectation Es is taken over only the data in
the source-domain data distribution ps(x, y, u), since labels
are not available in the target domains. Here lf could be
specified according to the prediction task at hand (e.g., cross-
entropy loss for classification or ℓ2 distance for regression).

The Full Game. With the aforementioned players, we are
now ready to specify the full game.

min
E,F,T

max
D

Lf (E,F )− λdLd(D,E) + λtLt(T,E), (1)
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where E, F , and T play cooperatively against the discrimi-
nator D. The opposite optimization direction between the
discriminator D and the taxonomist T is due to the inherent
difference in their inducing properties: the discriminator D
aims to find remaining domain information in the encoding,
thus in an adversarial position with respect to the encoder;
in contrast, the encoder and the taxonomist have the same
goal of keeping taxonomy information within the encoding.
The hyper-parameters λd, λt ≥ 0 are introduced to enable a
flexible trade-off, such that the encoder E and the predictor
F can be learned with proper regularization.

Discussion. Traditional adversarial domain adaptation en-
forces the encoder E to fool the discriminator D, so that
it aligns all domains uniformly. In our model, due to the
addition of taxonomist T , the encoder E has to retain a cer-
tain amount of domain information in order to recover the
taxonomy A, such that the alignment is no longer uniform.
As a result, the discriminator must compete with the tax-
onomist during the optimization process to reach an optimal
balance, thus adapting successfully across domains in the
taxonomy. Detailed analysis of the competition would be
done in Sec. 4.

4. Theory
In this section, we will prove the intuition mentioned in
Sec. 3. With the addition of the taxonomist T , the discrimi-
nator cannot enforce perfect alignment on encoding space.
An interesting corollary is that TSDA can recover DANN
with a non-informative taxonomy, highlighting the flexi-
bility of our model. Furthermore, we will also discuss a
straightforward extension of DANN with weighted pairwise
discriminators. We prove that such DANN only produces
uniform alignment, and therefore cannot incorporate the
taxonomy information during adaptation.

4.1. Analysis of the Taxonomist

In this section, we formally show that the proposed formula-
tion indeed allows the model to achieve a balance between
the two contrasting goals: removing domain information
and preserving domain structure. Here we focus on the
analysis of the encoder which is the direct subject of the reg-
ularization. Following prior literature, we say that domain
information is fully removed or the domains are uniformly
aligned if e ⊥⊥ u, which means the encoding distributions of
every domain are aligned as defined below.

Definition 4.1 (Uniform Alignment). A domain adaptation
model achieves uniform alignment if its encoder e = E(x)
satisfies p(e|u) = p(e),∀u.

On the other hand, the taxonomy information is fully re-
tained if Lt(T,E) = 0, i.e., the domain taxonomy can be
perfectly reconstructed from the encodings.

We begin our analysis by showing that the two goals are con-
tradictory except for the scenario where the taxonomy does
not contain any extra information beyond the domain index
u; We say that such a domain taxonomy is non-informative,
with the formal definition below.
Definition 4.2 (Non-Informative Domain Taxonomy). A
domain taxonomy is non-informative if and only if Aij =
a,∀i ̸= j, for some constant a ∈ Z>0, where A is the
domain taxonomy’s associated domain distance matrix.

In words, if the distance of every pair of domains is the
same, the taxonomy structure cannot provide meaningful
comparisons of the similarity between different domains.
A domain taxonomy is non-informative if all the domains
have the same parent. Now we present the main result.
Theorem 4.1 (Incompatibility). If e ⊥⊥ u and ℓ2 distance
is used in Lt(·),

Lt(T,E) = 0 =⇒ Aij = a,∀i ̸= j ∈ U

for some a ∈ Z>0.

We make a few remarks here. First, the theorem essentially
states that if the domain taxonomy is not non-informative,
preserving taxonomy information and achieving uniform
alignment is incompatible; that is, the taxonomy information
cannot be fully preserved if uniform alignment is achieved
(i.e., the domain information is fully removed). Second, the
other direction

Aij = a,∀i ̸= j ∈ U =⇒ minT Lt(T,E) = 0 (2)

holds trivially without requiring e ⊥⊥ u so long as T is not
less powerful than a constant function. Note that the theorem
is stronger than Eq. (2) since no optimization is involved.
Albeit the intuitive nature of the statement, the proof is not
trivial (see the Appendix for details).

We also show that TSDA can recover DANN as a special
case in Corollary 4.1 (proof in the Appendix); therefore
TSDA is methodologically more general than DANN.
Corollary 4.1 (TSDA Generalizes DANN). Omitting the
predictor, if the taxonomy is non-informative, then the
optimum of TSDA is achieved if and only if the embed-
ding distributions of all the domains are the same, i.e.
p(e|u = 1) = · · · = p(e|u = N) = p(e),∀e.

4.2. Effective Hyperparameters

As discussed in Sec. 3.2, λd and λt of Eq. (1) balance 1) the
encoder-discriminator sub-game, which tries to achieve uni-
form alignment by removing domain-specific information
in the representation e, and 2) the encoder-taxonomist sub-
game, which tries to preserve the part of domain-specific
information captured by the domain taxonomy. We show in
Theorem 4.2 that their ratio λt/λd needs to be large enough
to make the balancing effect to happen.
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Figure 2. Domain taxonomy of ImageNet-Attribute-DT with 11 domains shown as leaf nodes. Note that leaf nodes are marked with black
base and white text. Non-leaf nodes and their connection to leaf nodes are obtained from WordNet (Miller, 1995).

Theorem 4.2 (Uniform Alignment, λt, and λd). If λt >
λd and the domain taxonomy is not non-informative,

minE,T maxD −λdLd(D,E) + λtLt(T,E) will not yield
uniform alignment (Definition 4.1).

Theorem 4.2 implies that we need λt > λd to prevent TSDA
from converging to a trivial solution where the taxonomist
is ignored and uniform alignment is achieved. In such a
trivial solution, no information on the domain taxonomy is
preserved, and TSDA degenerates to DANN-like methods.
Guided by Theorem 4.2, λt and λd in our experiments are
chosen such that λt > λd (more details in Sec. 5).

4.3. An Alternative Method and Its Analysis

Since TSDA involves an extra taxonomist, one might won-
der whether the same effect can be achieved by simply
adjusting existing methods without algorithmic innovation.
Here we show that this can be done easily by showing an
impossibility result for a natural extension of DANN for
domain taxonomy. Note that DANN is equivalent to TSDA
without the taxonomist (i.e., λt = 0).

To model the pairwise distance induced by a domain taxon-
omy, a straightforward way is to utilize a weighting function
wij , which captures the distance for each pair of domains.
For example, the weight could be inversely proportional
to the domain distance wij ∝ 1/Aij . We can then adapt
DANN by utilizing a distinct discriminator Dij for each
pair of domains (i, j):

min
E

max
Dij

E[
∑
j ̸=i

wij logDij(E(x))], (3)

where the expectation is over the data distribution p(x, u).
For clarify, here we omit the impact of the predictor to
simplify the analysis. Note that for every encoder E, each
inner-maximization problem for Dij reduces to a standard
adversarial domain adaptation problem with two domains.

We therefore can easily invoke an existing result (Ganin
et al., 2016; Xu et al., 2022) to find the optimal solution.
Lemma 4.1 (Optimal Discriminator). For every E, the
optimal Dij of Eq. (3) satisfies

Dij(e) =
p(e|u = i)

p(e|u = i) + p(e|u = j)
,∀e ∈ Z.

That says, for each pair (i, j) of domains, the optimal dis-
criminator simply uses the appearing ratio of x under the
two domains as the output. We can then use this result to
approach the equilibrium of the minimax game (Eq. (3)).
Theorem 4.3 (Optimal Encoder). The min-max game in
Eq. (3) has a tight lower bound:

max
Dij

E[
∑
j ̸=i

wij logDij(E(x))] ≥ − log 2

N

∑
i ̸=j

wij ,

where N denotes the number of domains. Furthermore, the
equality, i.e., the optimum, is achieved when

p(e|u = i) = p(e|u = j), for any i, j,

or equivalently, p(e|u = i) = p(e).

Theorem 4.3 states that regardless of the value for wij , en-
coder will always produce uniform alignment. This indi-
cates such a modified DANN failed to incorporate taxonomy
information into the domain adaptation process. The proof
is available in the Appendix.

5. Experiments
In this section, we evaluate TSDA and existing methods on
both synthetic and real-world datasets.

5.1. Datasets

DT-14 is a synthetic binary classification dataset with 14
domains, each consisting of 100 positive and negative la-
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Charadriiformes Passeriformes

Alcidae Fringillidae Cardinalidae Icteridae Laniidae Passerellidae Parulidae

Aethia Passerina Cardellina Setophaga
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Centronyx Ammospiza
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Figure 3. Domain taxonomy of CUB-DT with 18 domains shown as leaf nodes. Note that leaf nodes are marked with black base and white
text. For clarity we abbreviate domain names in the figure: Least Auklet (LA), Parakeet Auklet (PA), Red Winged Blackbird (RWB),
Yellow Headed Blackbird (YHB), Lazuli Bunting (LB), Painted Bunting (PB), Bronzed Cowbird (BC), Shiny Cowbird (SC), Loggerhead
Shrike (LS), Great Grey Shirke (GGS), Baird Sparrow (BS), Henslow’s Sparrow (HS), Nelson’s Sparrow (NS), Seaside Sparrow (SS),
Canada Warbler (CW), Wilson’s Warbler (WW), Chestnut-sided Warbler (CSW), Myrtle Warbler (MW).

100%

0%

Acc

Source domains

TSDA Acc: 100.0%

Source-Only Acc: 31.5% DANN Acc: 68.8% CDANN Acc: 52.9%

ADDA Acc: 31.8% MDD Acc: 43.5% GRDA Acc: 54.1%

Figure 4. Detailed results on DT-14 with 14 domains. We use the 4 domains in the dashed box as source domains. The spectrum from
‘orange’ to ‘yellow’ indicates accuracy from 100% to 0% (best viewed in color).

beled data points. To simulate real-world scenarios, we
argue that a synthetic dataset should have an informative
domain taxonomy (as defined in Sec. 4.1) which reflects
the similarity among domains. We first randomly generate
25 = 32 unit vectors [ai, bi], (ai ∈ R, bi ∈ R+) and denote
their angles as θi = arcsin( biai

). We sort all the unit vectors
by their angles, and pair consecutive unit vectors accord-
ing to this order (e.g., [a0, b0] with [a1, b1], [a2, b2] with
[a3, b3]). We then assign each pair a “parent” unit vector
[a′i, b

′
i] =

1
2 [a2i + a2i+1, b2i + b2i+1]. This leads to a new

group of unit vectors, and we can repeat the previous steps
until we reach the “root” node. This produces a 6-level unit
vector tree (a perfect binary tree) with 32 leaf nodes. We
then randomly prune the tree to generate the final domain
taxonomy with 14 leaf nodes (Fig. 4), each associated with
a unit vector. We randomly generate positive data (x, i, 1)
and negative data (x, i, 0) from two different 2-dimensional
Gaussian distributions, N (µi,1, I) and N (µi,0, I) where
µi,1 = [ωi

π ai,
ωi

π bi] and µi,0 = [−ωi

π ai,−ωi

π bi]. See Fig. 4
for the generated domain taxonomy.

DT-40 is constructed with the same procedure as DT-14
except that it is pruned from a 7-level perfect binary tree,
with 40 domains as leaf nodes after pruning and bi ∈ R. We

select 6 domains as source domains, with others as target
domains.

ImageNet-Attribute-DT (Ouyang et al., 2015) builds on the
animal images from ImageNet, with additional attribute la-
bels (e.g., whether the skin color is black or not). Here we fo-
cus on a binary classification task for the attribute “brown”,
because this attribute is available for the largest number
of image categories, i.e., 11 categories. We use these 11
image categories as 11 domains, with “Great Dane”, “St.
Bernard”, “Tabby”, “Egyptian Cat” and “Cougar” as source
domains, and the others as target domains. Each domain
contains 25 images, and the domain taxonomy, shown in
Fig. 2, is constructed by the hierarchies of image categories
from WordNet (Miller, 1995).

CUB-DT (He & Peng, 2019) contains 11,788 images of 200
bird categories. Every image is annotated with 312 binary
attributes (e.g., birds’ body parts, shapes, colors). To ensure
label balance, we choose to focus on the classification task
of predicting “whether the upper part of a bird is black”. We
construct the domain taxonomy with 18 domains based on
the database of the National Center for Biotechnology In-
formation (NCBI) (Wheeler et al., 2007), with “LA”, “PA”,
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Table 1. Accuracy for each of the 6 target domains on the ImageNet-Attribute-DT dataset (domain taxonomy in Fig. 2) as well as the
average accuracy for different methods. Note that there is only one single DA model per column. We mark the best result with bold face.

Target Domain Source-Only DANN CDANN ADDA MDD GRDA TSDA

Basset 84.0 84.0 72.0 88.0 88.0 84.0 92.0
Beagle 68.0 64.0 68.0 44.0 68.0 76.0 76.0
Whippet 68.0 64.0 68.0 68.0 76.0 72.0 76.0
Australian Terrier 80.0 80.0 72.0 84.0 84.0 84.0 84.0
Briad 80.0 80.0 80.0 80.0 72.0 68.0 72.0
Collie 84.0 80.0 88.0 84.0 84.0 84.0 84.0

Average 77.3 75.3 74.7 74.7 78.7 78.0 80.7

Table 2. Accuracy for each of the 9 target domains on the CUB-DT dataset (domain taxonomy in Fig. 3) as well as the average accuracy
for different methods. Note that there is only one single DA model per column. We mark the best result with bold face.

Target Domain Source-Only DANN CDANN ADDA MDD GRDA TSDA

Great Grey Shrike 95.0 78.3 73.3 58.3 80.0 23.3 95.0
Baird Sparrow 71.7 28.3 35.0 50.0 40.0 63.3 53.3
Henslow’s Sparrow 65.0 48.3 50.0 63.3 58.3 75.0 61.7
Nelson’s Sparrow 80.0 73.3 70.0 86.7 86.7 80.0 100.0
Seaside Sparrow 70.0 93.3 75.0 96.7 95.0 93.3 95.0
Canada Warbler 76.7 70.0 70.0 75.0 80.0 60.0 88.3
Wilson’s Warbler 76.7 73.3 63.3 66.7 78.3 41.7 85.0
Chestnut-sided Warbler 81.7 71.7 70.0 86.7 86.7 76.7 93.3
Myrtle Warbler 66.7 65.0 56.7 66.7 66.7 68.3 70.0

Average 75.9 66.9 62.6 72.2 74.6 64.6 82.4

Table 3. Accuracy (%) on DT-14 and DT-40.

Method SO DANN CDANN ADDA MDD GRDA TSDA

DT-14 31.5 68.8 52.9 31.8 43.5 54.1 100.0
DT-40 43.1 55.4 43.4 43.1 42.9 44.0 82.6

“RWB”, “YHB”, “LB”, “PB”, “BC”, “SC”, “LS” as sources
domains and the others as target domains. These 18 domains
contain 1,035 images in total. Fig. 3 shows the constructed
domain taxonomy.

5.2. Baselines and Implementation

We compare TSDA with various state-of-the-art adversarial
domain adaptation models, including Domain Adversarial
Neural Networks (DANN)(Ganin et al., 2016), Adversarial
Discriminative Domain Adaptation (ADDA)(Tzeng et al.,
2017), Conditional Domain Adaptation Neural Networks
(CDANN)(Zhao et al., 2017), Margin Disparity Discrepancy
(MDD)(Zhang et al., 2019) and Graph-Relational Domain
Adaptation (GRDA)(Xu et al., 2022). We also include re-
sults when one trains the model in the source domains is
directly test it in the target domains (Source-Only or SO in
short). Since each domain in ImageNet-Attribute-DT and
CUB-DT represents a real-world category or species, we
report both individual accuracy in each target domain and

average accuracy over all target domains. All models above
are implemented in PyTorch. The balancing hyperparam-
eters λd and λt range from 0.1 to 1 (see the Appendix for
more details on training). For a fair comparison, the encoder
for all the baselines takes as input the data x, the domain
index u, and the node embedding z (see the Appendix for
more implementation details).

5.3. Results

DT-14 and DT-40. Table 3 shows the accuracy of all the
baselines and TSDA on the synthetic datasets. In DT-14,
Source-Only “overfits” source domains and does not gen-
eralize to target domains, achieving an accuracy of 31.5%,
significantly lower than random guess (50%). Both DANN
and CDANN only slightly outperform random guesses,
with DANN as the best baseline. Interestingly, other base-
lines, ADDA, MDD, and GRDA even underperform ran-
dom guesses. This is possible because these baselines either
ignore the domain taxonomy and blindly align different
domains (DANN, CDANN, ADDA, and MDD) or fail to
faithfully capture the information in the domain taxonomy
during adaptation (GRDA). In contrast, TSDA successfully
performs domain adaptation by aligning data from differ-
ent domains according to the domain taxonomy, thereby
achieving significantly higher accuracy. Similarly in DT-40,
DANN is the best baseline and our TSDA significantly out-
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Figure 5. TSDA’s learned encoding e for 11 domains on ImageNet-
Attribute-DT. Domains related to “dogs”, e.g., “Basset” and “Bea-
gle”, contain encodings in the middle, while domains related to
“cats”, e.g., “Tabby”, contain encodings on both sides; this is con-
sistent with the domain taxonomy in Fig. 2. Each domain contains
2 clusters because of the binary classification task.

performs all baselines. Note that the accuracy in DT-40 is
generally lower than that in DT-14 since DT-40 has more
domains and a more complex domain taxonomy.

Fig. 4 shows the detailed accuracy of TSDA and all baselines
in each domain of DT-14. The spectrum from “orange”
to “yellow” on the left indicates accuracy from 100% to
0%. For all baselines, it is clear that target domains that
are closer to source domains tend to have higher accuracy.
This is expected because adjacent domains have similar
decision boundaries, and therefore traditional adversarial
DA methods are able to achieve reasonable accuracy in
nearby domains by blindly enforcing uniform alignment.
However, their performance is substantially worse for target
domains farther away from source domains. In contrast,
TSDA achieves promising results in all domains.

ImageNet-Attribute-DT. Table 1 shows the accuracy for
each of the 6 target domains on ImageNet-Attribute-DT as
well as the average accuracy for different methods. Com-
pared to Source-Only, DANN, CDANN, and ADDA achieve
a negative performance boost in terms of average accu-
racy, demonstrating the difficulty of performing DA across
taxonomy-structured domains. Both MDD and GRDA
slightly outperform Source-Only in terms of average ac-
curacy; however, MDD’s and GRDA’s accuracy falls under
70% in domain “Beagle” and domain “Briad”, respectively.
In contrast, our TSDA manages to outperform all baselines
in terms of average accuracy and achieve accuracy higher
than 70% in every individual target domain.

Fig. 5 plots TSDA’s learned encodings e on all 11 domains
of ImageNet-Attribute-DT. Interestingly, the learned encod-
ings’ positions are consistent with the domain taxonomy
in Fig. 2. For example, domains related to “dogs”, e.g.,
“Basset” and “Beagle”, contain encodings in the middle of
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Figure 6. TSDA’s learned encoding e for 18 domains on CUB-DT.
Domain “Least Auklet” (LA) and domain “Parakeet Auklet” (PA)
are very different from all others in the domain taxonomy (Fig. 3),
correspondingly their encodings are on the far right side, with most
of them in the bottom-right corner. Note that each domain has 2
clusters associated with the binary classification labels.

Fig. 5, while domains related to “cats”, e.g., “Egyptian Cat”,
contain encodings on both sides of Fig. 5. Moreover, do-
main “Basset” and domain “Beagle” share the same parent
in the domain taxonomy, and encodings from these two
domains are close in Fig. 5. Note that each domain contains
2 clusters because of the binary classification task.

CUB-DT. Table 2 shows the accuracy for each of the 9 tar-
get domains on CUB-DT as well as the average accuracy
for different methods. Compared to Source-Only, existing
DA methods including DANN, CDANN, ADDA, MDD,
and GRDA fail to achieve performance boost in terms of
average accuracy. In terms of individual target domain accu-
racy, ADDA and GRDA are able to improve upon Source-
Only in domain “Seaside Sparrow” and domain “Henslow’s
Sparrow”, respectively. In contrast, our TSDA significantly
improves upon all baselines in terms of average accuracy
and achieves the highest accuracy in 6 out of the 9 target
domains by taking full advantage of the domain taxonomy
during domain adaptation.

Fig. 6 plots TSDA’s learned encodings e on all 18 domains
of CUB-DT. We can see that the positions of the learned en-
codings are consistent with the domain taxonomy in Fig. 3.
For example, domain “Least Auklet” (LA) and domain
“Parakeet Auklet” (PA) share the same parent in the do-
main taxonomy, and therefore their encodings are close in
the figure. Moreover, these two domains are very different
from all other domains in the domain taxonomy (Fig. 3);
correspondingly their encodings are on the far right side of
the figure, with most of them in the bottom-right corner.

6. Conclusion
We propose to characterize domain similarity using a do-
main taxonomy, identify the problem of adaptation across
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taxonomy-structured domains, and develop taxonomy-
structured domain adaptation (TSDA) as the first general
DA method to address this problem. We provide theoret-
ical analysis showing that our TSDA retains typical DA
methods’ capability of uniform alignment when the domain
taxonomy is non-informative, and balances domain simi-
larity and domain invariance for other domain taxonomies.
As a limitation, our method still assumes the availability
of a taxonomy structure to describe relationship among dif-
ferent domains. Therefore it would be interesting future
work to explore jointly inferring the domain taxonomy and
performing domain adaptation.
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A. Proof
Theorem 4.1 (Incompatibility). If e ⊥⊥ u and ℓ2 distance is used in Lt(·),

Lt(T,E) = 0 =⇒ Aij = a,∀i ̸= j ∈ U

for some a ∈ Z>0.

Proof. We first expand the loss as

Lt(T,E) =
1

2

∫∫ ∑
i̸=j

(Aij−T (e, e′))2p(e, i)p(e′, j) de de′

=
1

2N2

∫∫ ∑
i ̸=j

(Aij − T (e, e′))2p(e)p(e′) de de′

=
1

2N2

∑
i ̸=j

A2
ij − 2AijE[T (e, e′)] + E[T (e, e′)2],

where the second equality is due to p(e, i) = p(e)p(i) = p(e)/N . We also have the equality

E[T (e, e′)2] = E[T (e, e′)]2 + Var[T (ei, ej)].

Combining the two equalities, we get

Lt(T,E) =αVar[T (e, e′)] + β
∑
i̸=j

[Aij − E[T (e, e′)]]2 ≥ 0,

where α = (N)(N − 1)/(2N2) and β = 1/(2N2). Finally,

Lt(T,E) = 0 =⇒ Aij = E[T (e, e′)], ∀i ̸= j,

completing the proof.

Corollary 4.1 (TSDA Generalizes DANN). Omitting the predictor, if the taxonomy is non-informative, then the optimum
of TSDA is achieved if and only if the embedding distributions of all the domains are the same, i.e. p(e|u = 1) = · · · =
p(e|u = N) = p(e),∀e.

Proof. Based on Theorem 4.1, we know that given the taxonomy is non-informative, we always have T (e, e′) = a = Aij ,
such that Lt(T,E) = 0 for any e, e′, (at this time, Var[T (e, e′)] = 0,

∑
i ̸=j [Aij − E[T (e, e′)]]2 = 0). Thus, to ensure

that TSDA is optimal, we only need to ensure that the discriminator achieves its optimum, because ∀e, the taxonomist
will always be optimal. The discriminator achieves its optimum if and only p(e|u = 1) = · · · = p(e|u = N) = p(e),∀e,
completing our proof.

Theorem 4.2 (Uniform Alignment, λt, and λd). If λt > λd and the domain taxonomy is not non-informative,
minE,T maxD −λdLd(D,E) + λtLt(T,E) will not yield uniform alignment .

Proof. Define Ae ∼ p(Ae) =
1

N2−N

∑
i ̸=j p(Ae|i, j) where p(Ae|i, j) = δ(Ae−Ai,j). We model q(Ae|e, e′) = N (T (e, e′), 1),

which is trainable. Let Lt(T,E) = −Ep(Ae,e,e′)[log q(Ae|e, e′)], which is another form of Lt(T,E) in the main paper.

min
E

min
T

max
D

−λdLd(D,E) + λt[Lt(T,E)]

=min
E

λd[I(u; e)−H[u])− λt[I(Ae; e, e
′)−H(Ae)]

=λd{[H(Ae)−H(u)] + min
E

[I(u; e)− λI(Ae; e, e
′)]}

where λ = λt
λd

.
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The domain taxonomy is not non-informative, and thus H(Ae) > 0. Define I# as I#(Ae; e, e
′) = H(Ae) = H(e, e′) holds.

When I#(Ae; e, e
′) = H(Ae) = H(e, e′), we have

min
E

I(u; e)− λI(Ae; e, e
′)

≤ I#(u; e)− λI#(Ae; e, e
′)

≤ I#(u; e, e′)− λH(Ae)

≤ H(e, e′)− λH(Ae)

= H(Ae)− λH(Ae)

When H(Ae) − λH(Ae) < 0, i.e., λ = λt
λd

> 1, minE I(u; e) − λI(Ae; e, e
′) < 0. Then, we have I(u; e) > 0 since, if

I(u; e) = 0, I(u; e) − λI(Ae; e, e
′) = 0 must hold. I(u; e) > 0 indicates minE,T maxD −λdLd(D,E) + λtLt(T,E) will not

lead to uniform alignment.

Next, we will prove the lemma and the theorem in Sec 4.3. For reference, we restate the minimax game of the alternative
method as follows:

min
E

max
Dij

E[
∑
j ̸=i

wij logDij(E(x))]. (4)

Lemma 4.1 (Optimal Discriminator). For every E, the optimal Dij of Eq. (3) satisfies

Dij(e) =
p(e|u = i)

p(e|u = i) + p(e|u = j)
,∀e ∈ Z.

Proof. For the fixed E, Eq. (3) could be written as:

E[
∑
j ̸=i

wij logDij(E(x))] = Ex,i∼p(x,u)[
∑
j ̸=i

wij logDij(E(x))] (5)

= Ee,i∼p(e,u)[
∑
j ̸=i

wij logDij(e)] (6)

=
1

2

∫ ∑
i ̸=j

wij(p(e, i) logDij(e) + p(e, j) log(1−Dij(e))) de (7)

=
1

2

∫ ∑
i ̸=j

wij(p(e|u = i)p(u = i) logDij(e) + p(e|u = j)p(u = j) log(1−Dij(e))) de

(8)

=
1

2

∑
i ̸=j

wij

∫
(p(e|u = i)p(u = i) logDij(e) + p(e|j)p(u = j) log(1−Dij(e))) de (9)

=
1

2N

∑
i ̸=j

wij

∫
(p(e|u = i) logDij(e) + p(e|u = j) log(1−Dij(e))) de, (10)

where Eq. (10) holds because we assume each domain has the same amount of data, and thus for any domain identity i, we
have p(u = i) = 1

N .

For function f(α) = a logα+ b log(1− α) with a, b ∈ R+, we have argmaxα f(α) = a
a+b . Therefore, to maximize the

value function (Eq. (3)), we have the optimal Dij(e) as p(e|u=i)
p(e|u=i)+p(e|u=j) for any domain pair (i, j).

Theorem 4.3 (Optimal Encoder). The min-max game in Eq. (3) has a tight lower bound:

max
Dij

E[
∑
j ̸=i

wij logDij(E(x))] ≥ log 2

N

∑
i ̸=j

wij ,
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where N denotes the number of domains. Furthermore, the equality, i.e., the optimum, is achieved when

p(e|u = i) = p(e|u = j), for any i, j,

or equivalently, p(e|u = i) = p(e).

Proof. Given the optimal discriminators {D∗
ij}i̸=j based on Lemma 4.1, the value for (3) w.r.t. the encoder E is:

max
Dij

E[
∑
j ̸=i

wij logDij(E(x))] =
∑
i̸=j

wij

2

(
p(u = i)Ee|u=i[logD

∗
ij(e)] + p(u = j)Ee|u=j [log(1−D∗

ij(e))]
)

(11)

=
∑
i̸=j

wij

2N

(
Ee|u=i[logD

∗
ij(e)] + Ee|u=j [log(1−D∗

ij(e))] (12)

=
∑
i̸=j

wij

2N

(
Ee|u=i log

p(e|u = i)

p(e|u = i) + p(e|u = j)
+ Ee|u=j log

p(e|u = j)

p(e|u = i) + p(e|u = j)

)
(13)

=
1

2N

∑
i̸=j

wij [−2 log 2 +KL(p(e|u = i)∥p(e|u = i) + p(e|u = j)

2
) (14)

+KL(p(e|u = j)∥p(e|u = i) + p(e|u = j)

2
)] ≥ − log 2

N

∑
i ̸=j

wij , (15)

where Eq. (12) is due to p(u = i) = 1
N

for any i. The equality in Eq. (15) holds if and only if p(e|u = 1) = p(e|u = 2) =

· · · = p(e|u = N). (This can be easily verified using the property
∫
p(e|u = i)de = 1.) Therefore the optimal encoder E∗ is

achieved if and only if p(e|u = 1) = p(e|u = 2) = · · · = p(e|u = N), i.e., e ⊥⊥ u.

B. Baselines and Implementation
B.1. Model Architecture

For fair comparison, all baselines and TSDA use the same encoder and predictor. The encoder has the following components:

• A raw data encoder embeds the data xl into intermediate embeddings hl.

• A taxonomy encoder embeds the domain distance matrix A and the domain index ul to the domain embeddings zul

with 1 fully connected (FC) layer. We use a taxonomy embedding loss Lg to pretrain the taxonomy encoder:

Lg = Eu1,u2∼p(u)[lg(∥z⊤u1
zu2

∥2,Au1,u2
)],

where u1, u2 are two independent domain identities sampled from p(u), and lg denotes a regression loss (e.g.,ℓ2
distance).

• A joint encoder then takes as input both hl and zl and produces the final embeddings el with 2 FC layers.

For toy datasets DT-14 and DT-40, we use 3 FC layers as the raw data encoder, while for the real dataset ImageNet-Attribute-
DT and CUB-DT, we use PyTorch’s default pretrained Resnet-18 as the raw data encoder.

All the predictors of baselines and TSDA contain 3 FC layers, and all the discriminators have 6 FC layers. For GRDA, we
treat every pair of domains that share a common grandparent node as connected, construct GRDA’s domain graph, and feed
it into its discriminator to recover the graph.

For the structure of the taxonomist, we first use a 6-FC-layer neural network T
′

to produce a 2-dimensional taxonomy
representation tl of the data embedding el, and then calculate the ℓ2 distance of a pair of taxonomy representations tl. This
can be written as:

T (E(x1, u1,A), E(x2, u2,A)) = ∥T
′
(E(x1, u1,A))− T

′
(E(x2, u2,A))∥2 = ∥t1 − t2∥2
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B.2. Other Parameters

We have λd, λt and λe as the weights that balance the discriminator loss, the taxonomist loss, and the predictor loss. Note
that here, λe is not necessary theoretically, and we include it only for convenience of hyperparameter tuning. Our loss
function could be written as λeLf (E,F )− λdLd(D,E) + λtLt(T,E), where λd and λe range from 0.1 to 1 and λt ranges
from 0.1 to 10. During the hyperparameter tuning, we always ensure that λt > λd (Theorem 4.2). We use Adam optimizer
(Kingma & Ba, 2015) for all models with learning rates from 1× 10−4 to 1× 10−6. The input data and the domain distance
matrix A are normalized according to its mean and variance. All experiments are run on NVDIA GeForce RTX 2080 Ti
GPUs.

Table 4 shows the experiment results of various λd, λt combination on DT-14. TSDA achieves robust performance when
λt > λd (> 90% accuracy), while suffers from performance loss when λt = λd (84.1% accuracy). This is in line with the
aforementioned Theorem 4.2’s conclusion.

Table 4. Sensitivity of hyper-parameters λd and λt on DT-14. λe is fixed at 0.5. The accuracy of TSDA remains stable as long as λt > λd.

λt = 1 λt = 2 λt = 4

λd = 0.25 100.0 100.0 100.0
λd = 0.5 97.9 99.9 96.5
λd = 1 84.1 90.6 91.7

B.3. Training Procedure

We implement the minimax game by alternately training modules of TSDA until convergence in the following two steps:

1. We fix the encoder E, the taxonomist T and the predictor F and optimize the discriminator D. With encoding generated
from E, we use the disciminator loss Ld(D,E) to train the discriminator.

2. We fix the discriminator D and minimize λeLf (E,F ) − λdLd(D,E) + λtLt(T,E) to train the encoder E, the
taxonomist T and, the predictor F .

We summarize the training procedure formally in Algorithm 1.

Algorithm 1 TSDA Training
1: Specify the distance matrix A
2: Initialize the encoder E, the taxonomist T , the predictor F and the discriminator D networks.
3: Initialize the D optimizer and the ETF optimizer for E, T , F .
4: for each epoch do
5: for each mini-batch of data xl, domain index ul with size m do
6: Calculate the gradient for D: ∇D = ∇θD

1
mLd(D,E)(xl, ul,A).

7: Update the discriminator weights with D optimizer using ∇D.
8: Calculate the gradient for E, T , F : ∇E,T,F = ∇θE,T,F

1
m [λeLf (E,F )− λdLd(D,E) + λtLt(T,E)](xl, ul,A).

9: Update the weights of the encoder, the taxonomist and the predictor with ETF optimizer using ∇E,T,F .
10: end for
11: end for

C. Inference Procedure
The inference procedure of TSDA is formally presented in Algorithm 2. We only need the encoder E and the predictor F
during inference to perform prediction.

D. Ablation Study
We perform an ablation study to demonstrate the effectiveness of the two key components, the discriminator and the
taxonomist, in TSDA. The results in Table 5 show that without either component, we can observe significant performance
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Algorithm 2 TSDA Inference
1: Load the encoder E, the predictor F .
2: Load the testing data Xtest.
3: for each example xl in Xtest do
4: Predict the output ŷl = F (E(xl)).
5: Store the prediction ŷl.
6: end for
7: Evaluate the performance of the model using desired metric(s) on the predicted (ŷl) and true labels (yl).

drops in most tasks. TSDA without the discriminator is no longer an adversarial domain adaptation framework, which shows
that simply aligning similar domains together does not perform well. TSDA without the taxonomist is equivalent to the
baseline DANN, and its results reveal that without necessary taxonomy information, performance suffers. The ablation
study illustrates that all components contribute to the full model TSDA.

Table 5. Accuracy of TSDA compared with TSDA without discriminator or taxonomist on all four datasets as well as the average for all
tasks. Note that TSDA without Taxonomist is in fact DANN. We mark the best average accuracy with bold face

Target DT-14 DT-40 ImageNet-Attribute-DT CUB-DT Average

TSDA w/o Discriminator 34.5 42.7 62.0 80.6 55.0
TSDA w/o Taxonomist 68.8 55.4 75.3 66.9 66.6
TSDA 100.0 82.6 80.7 82.4 86.4

E. Larger Figures
In this section, we provide larger versions of figures for TSDA’s learned encoding visualization in the main paper. Results
are shown in Fig. 7 and Fig. 8.

F. Additional Discussions
Adversarial Training versus Non-Adversarial Methods for Domain Alignment. The number of new adversarial training
methods in recent literature has gradually reduced. However, to the best of our knowledge, adversarial training is still
the state of the art for domain alignment. While it is true that non-adversarial approaches have been proposed and shown
to be effective, such as maximum mean discrepancy (MMD) and entropy minimization (Grandvalet & Bengio, 2004),
adversarial training still achieves state-of-the-art performance in many cases (Wang et al., 2020; Xu et al., 2022); for
example, Xu et al. (2022) (one of our baseline) has shown that its adversarial DA method could outperform state-of-the-art
non-adversarial methods such as Grandvalet & Bengio (2004). Additionally, since our TSDA’s taxonomist is cooperative
rather than adversarial, it can potentially be incorporated into non-adversarial methods to improve their performance in our
new taxonomy-structured DA setting too, which would be interesting future work.

Not All Datasets Have Domain Taxonomies as Additional Information. While taxonomy is not readily available in
every dataset, we believe that such structure naturally formalize many nested, hierarchical domains in the real world; typical
examples include product taxonomies in e-commerce and disease taxonomies in healthcare. We therefore see our work as a
pilot study to demonstrate the benefit of leveraging domain taxonomies during domain adaptation; with this, we hope to
encourage the community to pay more attention to such taxonomy structure both during methodology development and
during data collection.

On the other hand, we might also conduct automatic taxonomy induction in an unsupervised way. For example, Peng et al.
(2020) and Xu et al. (2023) show that it is possible to learn domain embeddings or domain indices that capture the relations
between different domains in an unsupervised manner. Therefore, we can use Peng et al. (2020) and Xu et al. (2023) to first
infer the domain embeddings or indices, construct a domain taxonomy according to these domain embeddings or indices,
and then apply our TSDA. This would be interesting future work.

Comparsion with Das & Lee (2018); Yang & Yuen (2019); Pilancı & Vural (2020). All these works use graph matching
as a domain discrepancy metric. Das & Lee (2018) and Yang & Yuen (2019) propose to align the “source graph” and “target
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Figure 7. TSDA’s learned encoding e for 11 domains on ImageNet-Attribute-DT.

graph” constructed from source and target domains, respectively, where each data point is a node in the graph. On the other
hand, Pilancı & Vural (2020) aims to perform domain adaptation in a setting where each data point is a graph. In contrast,
our TSDA focuses on the setting where each domain is a node in the domain taxonomy. Additionally, Das & Lee (2018);
Yang & Yuen (2019); Pilancı & Vural (2020) focus on the setting with a single source domain and a single target domain,
while our TSDA focuses on multiple source domains and target domains. Therefore, Das & Lee (2018); Yang & Yuen
(2019); Pilancı & Vural (2020) are not applicable in our setting.

Extension to Source-Free Setting. Our method can be naturally extended to the source-free setting. Specifically, we
could apply our approach only to target domains, and use the pretrained model to regularize the training process. We can
keep the classifier C fixed and train the encoder E, taxonomist T , and discriminator D given the target domain taxonomy.
Meanwhile, we encourage the model to produce similar predictions as the pretrained model.

Formally, denote the input as x, the pretrained encoder as E′, and the encoder after adaptation as E. In this case, we can use
DIST(C(E′(x)), C(E(x))) as an additional regularization term to regularize the training process. Here “DIST” refers to
the distance between two predictions, which could be cross-entropy (for classification tasks) or L2 (for regression tasks).
The final objective function will then become the sum of DIST(C(E′(x)), C(E(x))) and Eq. (1).

Table 6. Accuracy on DT-14 with different numbers of samples.

Sample Number DANN TSDA

50% 61.6 99.2
75% 65.6 99.9

100% 68.8 100.0

Sample Complexity. From an additional experiment on DT-14 (Table 6), we can see that as the number of samples in the
source domain decreases (e.g., only 50% of the original samples), the baseline method (DANN) suffers from a performance
drop. In contrast, TSDA remains stable and outperforms the baseline by a significant margin.
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Figure 8. TSDA’s learned encoding e for 18 domains on CUB-DT.

Limitation of Our Method. As mentioned in Corollary 4.1, our method will degenerate into DANN (Ganin et al., 2016)
when the taxonomy is non-informative, i.e., when the distance between every pair of domains is identical (e.g., a flat
taxonomy). In this case, our method essentially reduces to the standard DANN model. Another limitation is that the domain
taxonomy should provide a suitable inductive bias to the learning task (the domains are similar when they are closer in the
taxonomy). Taxonomies without such inductive bias yield no benefit, or even do harm to the domain adaptation performance.
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