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Abstract

We study the problem of constructing coresets for (k, z)-clustering when the input
dataset is corrupted by stochastic noise drawn from a known distribution. In this
setting, evaluating the quality of a coreset is inherently challenging, as the true
underlying dataset is unobserved. To address this, we investigate coreset construc-
tion using surrogate error metrics that are tractable and provably related to the true
clustering cost. We analyze a traditional metric from prior work and introduce a
new error metric that more closely aligns with the true cost. Although our metric is
defined independently of the noise distribution, it enables approximation guarantees
that scale with the noise level. We design a coreset construction algorithm based on
this metric and show that, under mild assumptions on the data and noise, enforcing
an e-bound under our metric yields smaller coresets and tighter guarantees on the
true clustering cost than those obtained via classical metrics. In particular, we
prove that the coreset size can improve by a factor of up to poly(k), where n is the
dataset size. Experiments on real-world datasets support our theoretical findings
and demonstrate the practical advantages of our approach.

1 Introduction

Clustering is a foundational tool in machine learning, with applications ranging from image seg-
mentation and customer behavior analysis to sensor data summarization [67, 80, 5, 20]. An im-
portant class of clustering problems is called (k, z)-CLUSTERING where, given a dataset P C R¢
of n points and a k > 1, the goal is to find a set C C R? of k points that minimizes the cost
cost;(P,C) := > . pd*(x,C). Here d*(x, C) := min {d*(x,c) : c € C} is the distance of z to
the center set C' and d* denotes the z-th power of the Euclidean distance. Examples of (k, z)-
CLUSTERING include k-MEDIAN (when z = 1) and k-MEANS (when z = 2). In many applications,
the dataset P is large, and it is desirable to have a small representative subset that requires less storage
and computation while allowing us to solve the underlying clustering problem. Coresets have been
proposed as a solution towards this [48] — a coreset is a subset S C P that approximately preserves
the clustering cost for all center sets. Coresets have found further applications in sublinear models,
including streaming [48, 16], distributed [8, 56], and dynamic settings [51] due to the ability to merge
and compose them (see, e.g., [83, Section 3.3]).

Yet, a critical limitation of existing coreset constructions is their reliance on exact, noise-free data—a
condition rarely met in practice. In practical applications, data is frequently corrupted by measurement
error, transmission artifacts, or deliberate noise insertion for privacy and robustness. One reason is
that the measurement process may itself introduce noise into the data, or corruption may occur during
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the recording or reporting processes [46, 3, 75, 58]. Further, noise can be introduced intentionally
in data due to privacy concerns [44, 31, 43], or to ensure robustness [84, 66]. In these scenarios,

instead of the true dataset P, one observes a noisy dataset P C R?. Various types of noise can
emerge depending on the context: stochastic noise, adversarial noise, and noise due to missing data
[7, 11, 58].

The degree of knowledge about the noise may range from complete uncertainty to full specification
of its distributional parameters. Stochastic noise, in particular, has been studied in problems such as
clustering [58] and regression [81], and is commonly encountered in fields like the social sciences [12,
72, 39], economics [34], and machine learning [31, 84, 66]. When the attributes of data interact
weakly with each other, independent and additive stochastic noise is considered [86, 40, 65]. In
such case, for each point p € P and every attribute j € [d], the observed point is p; = p; + &, ;
where ¢, ; is drawn from a known distribution D;. Various choices for D; have been explored,
including Gaussian distribution [77, 49], Laplace distribution [17], uniform distribution [3, 74], and
Dirac delta distribution [87]. Such noise can reflect inherent individual variability—for example,
fluctuations in STEM scores across repeated exams [12, 72], where the mean and variance can be
estimated by multiple exams, or from employers making decisions based on statistical information
about the groups individuals belong to [34]. In settings focused on privacy or robustness, noise with
known parameters might be deliberately added to data, such as the use of i.i.d. Gaussian noise in
the Gaussian mechanism [30], or the introduction of i.i.d. Gaussian noise to enhance robustness
against adversarial attacks in deep learning [84, 66]. The noise level might also be well known or
estimable when data is collected using sensors [73, 79]; see Sections 2 and B.2 for further discussions.
Numerous studies have examined the effects of modeled noise, specifically Gaussian noise [85, 58],
on clustering tasks [29, 42, 58]. They analyze the relationship between the level of noise and the
performance of clustering algorithms, showing that a small amount of noise can actually benefit
centroid-based clustering methods [58].

Given the widespread use of coresets in clustering problems, it is crucial to explore the possibility of
constructing compact coresets that remain effective in the presence of noise. The effectiveness of a
coreset S is usually measured via the approximation quality of S’s optimal center set C(.S) in P:

TP(C(S)) = — cost . (P,C(S)) o costz(P,C(S)). (1)

ccrd:|C|=k cost, (P,C) — OPTp

In the noise-free setting, challenges for evaluating quality 7p(C(S)) lie in the computation of the
optimal clustering cost OPT p, which is NP-hard. To address this, one traditionally considers a
surrogate error metric that bounds the maximum (over all possible center sets) ratio [36, 24]:

Err(S, P) := supccpa,jc)op 2= oot (PO )
This ratio, serving as an upper bound for p(C(.5)) (see Section 2), helps derive the minimum size
necessary for coreset construction. There is a long and productive line of work focused on analyzing
the optimal tradeoff between the coreset size |S| and the associated estimation error [21, 22, 55] in
the noise-free setting. However, in the noisy setting, there is an additional challenge for evaluating
rp(C(S)): the true underlying dataset P is unobservable. This leads to a natural question: Can the
traditional surrogate error Err guide coreset construction when the observed data is noisy?

Our contributions. We study the problem of coreset construction for clustering in the presence
of noise. Motivated by the applications mentioned above, we consider a stochastic additive noise
model where each D; (as defined earlier) is parameterized by a known noise-level §, constrained
by a bounded-moment condition (see Definition 2.1). Our first result is adapting the use of the Err
measure for coreset construction to this noise model, along with a bound for the coreset’s quality
rp(C(S)) (Theorem 3.1). To our knowledge, this is the first result to study how coreset performance
degrades under noise. We show that Err can significantly overestimate coreset error under noise,
resulting in overly pessimistic guarantees (Section 2).

To address this limitation of using Err, we introduce a new surrogate metric Err,, termed
approximation-ratio (Equation (6)). Using this new metric, we design a cluster-wise sampling
algorithm (Algorithm 1) that partitions the given noisy dataset into k clusters and takes a uniform
sample from each cluster. We show that, under natural and necessary assumptions on P, this new
algorithm yields smaller coresets (by a factor of up to poly(k)) and tighter quality guarantees for
rp(C(9)) (Theorem 3.3). These improvements hinge on distinguishing the influence of noise on the
clustering cost and the location of the optimal center set C(S), and may be of independent interest.



Empirical results, in Section 4, support our theoretical findings even for datasets that do not meet
the assumptions required by our theoretical analysis (see, e.g., Table 1), and in scenarios involving
non-i.i.d. noise across dimensions (see, e.g., Table 7). Overall, our algorithm effectively generates
small coresets with theoretical quality bounds, which can be integrated into clustering frameworks,
enhancing robustness in noisy environments.

2 Noise models and metrics for coreset quality

This section formalizes the noisy data models we consider, defines the ideal (but unobservable) metric
for coreset quality, and introduces two surrogate metrics-Err (standard) and Err,, (ours). We compare
their behavior under noise and motivate our new construction.

Noise distribution and models. Given a probability distribution D on R with mean p and variance
o2, D is said to satisfy Bernstein condition [15, 14, 33] if there exists some constant b > 0 such
that for every integer i > 3, Exp [|X — p|'] < 3ilo?b'=2,i = 3,4,.... This condition imposes
an upper bound on each moment of D, allowing control over tail behaviors, and we consider such
noise distributions in this paper. Several well-known distributions satisfy the Bernstein condition,
including the Gaussian distribution, Laplace distribution, sub-Gaussian distributions, sub-exponential
distributions, and so on [82]; see Section B.1 for a discussion. We begin with a probabilistic noise
model that reflects real-world data corruption: with some probability, each point either remains
untouched or receives independent additive noise on each coordinate.

Definition 2.1 (Noise model I). Let 6 € [0, 1] be a noise parameter and D1, . .., D, be probability
distributions on R with mean 0 and variance 1 that satisfy the Bernstein condition.> Every point p
(p € P)isiid. drawn from the following distribution: 1) with probability 1 — 6, p = p; 2) with
probability 6, for every j € [d], p; = p; + &p,; Where &, ; is drawn from D;.

When 6 = 0, P = P and as 6§ — 1, P becomes increasingly noisy. Note that this noise model
roughly selects a fraction 6 of underlying points and adds an independent noise to each feature j € [d]
that is drawn from a certain distribution D).

We also consider the following model, called noise model II: For every i € [n] and j € [d],
Di; = pi,j +&p.j. Where &, ; is drawn from D;, a probability distribution on R with mean 0, variance
o2, and satisfying the Bernstein condition. The main difference from noise model I is that we add
noise to every coordinate of each point with a changeable variance o2 instead of 1. Moreover, we
consider more general noise models where the noise is non-independent across dimensions. For
example, the covariance matrix of each noise vector &, is X € R%%4 which extends ¥ = o2 - I,
when each D; = N (0, 0?) under the noise model II.

Several applications mentioned in Section 1 use these noise models. For example, setting § = 1 and
each D; as a Gaussian distribution corresponds to the Gaussian mechanism in differential privacy
[30, 66]. The noise parameter 6 is usually known in real-world scenarios. In domains like healthcare,
location services, and financial analytics, adding Laplace or Gaussian noise to data points is a common
strategy to protect privacy [73, 79], creating a noisy dataset, P. In such cases, 6 is known in advance,
removing the need to compute it during coreset construction. Other scenarios where 6 is known
include: 1) measurement errors in sensor data, and 2) noise in STEM exam scores (see Section B.2).

The ideal metric. Let C denote the collection of all subsets C' C R? of size k, termed center
sets. For any dataset X C R, let C(X) denote the optimal center set for (k, z)-CLUSTERING, i.e.,
C(X) := argmincec cost, (X, C). Given a dataset P C R? of size n, a coreset is a weighted set
S C R? with a function w : S — R>¢ such that for all C € C,

cost(S,C) = cqw(x)-d*(z,C) € (1 £¢)-cost.(P,C). 3)

Ideally, we would measure the effectiveness of a coreset S by how well the clustering solution it
yields on S generalizes to the true dataset P. This leads to the ideal quality measure:

rp(C(S)) = SRE,

where OPTp := mingec cost, (P, C). Note that rp(C(S)) > 1, with equality if C(S) = C(P).
However, computing C(.S) is generally NP-hard, and even estimating 7p(C(S)) is infeasible in

The variance of each D; can be fixed to any ¢ > 0 since we can scale each point in the dataset by %



the noisy setting where P is unobservable. To account for approximate clustering, we define for
any o > 1 the set of a-approximate center sets for S: C,(S) := {C € C : r5(C) < a}, where
rs(C) = cost, (S, C)/OPTg. We then define the worst-case quality over this set:

rp(S,a) := maxcee, (s) %. 4)
This function is monotonically increasing in «, and rp(S,1) = rp(C(S)). We focus on settings
where « is close to 1, such as when a PTAS is available for (k, z)-CLUSTERING. As discussed in
Section 1, directly evaluating 7p (S, ) is computationally hard and, in noisy settings, fundamentally
infeasible—motivating the need for surrogate metrics.

The metric Err. In the noise-free setting, a standard surrogate for rp (.S, @) is the relative error:

Err(S, P) i= supgee Cot=B0) (RO

This quantity provides a bound on how much the clustering cost on S deviates from that
on P, uniformly over all center sets. In particular, for the optimal center set C(S) of

S, we have: |C°Stz(S’(S)(sz)(gc&sgz)gp’c(s))l < Err(S,P), which implies cost,(P,C(S)) €
[m, (14 Err(S, P))} - cost, (S, C(S)). Since C(S) is optimal for S, this yields a lower
bound on OPT p and extends to all a-approximate center sets:

VC € Co(S), cost,(P,C) < (14Err(S, P))-cost,(S,C) < (14+Err(S, P))-a-cost, (S, C(S5)).

Combining these gives:

rp(S,a) < (1+Err(S,P))? - a. Q)
This justifies the use of Err(S, P) as a surrogate for rp (.S, «) in the noise-free setting.

In the noisy setting, however, P is unobservable. A natural alternative is to compute Err (.S, ]3) instead.
This raises the question: how does Err(S, P) relate to the true coreset quality p (.S, a)? We explore
this relationship and show how Err(.S, P) can still guide coreset construction (see Theorem 3.1).

The new metric. While Err(.S, P) is a valid surrogate in the noise-free settlng, its adaptation to noisy

data via Err (S, P) is problematic: noise inflates clustering costs on P, weakening its connection to
the true quality rp (.S, ). To mitigate this, we introduce a new surrogate metric that compares the
relative quality of a center set on P versus S

Erra (S, P) == supcec, (s) % -1 (6)

Since r5(C) < a, we have Err, (S, P) > supcec, (s) TPD(LC) — 1, and therefore rp(S,a) < (1 +
Erro (S, P)) - . This bound justifies Err,, as a surrogate for 7p (.5, «). The metric is monotonic in
«, independent of the noise distribution, and aligns better with coreset quality under noise than Err,
which measures absolute cost deviation.

In practice, we compute Err, (S, 13) as a proxy for Err, (S, P). We analyze this in Theorem 3.3,
showing that it can guide coreset construction under noise. Notably, Err,, extends prior approximation-
ratio-based coreset ideas [23, 53] to the noisy setting.

Comparing two metrics under noise. We illustrate the advantage of Err,, over Err through a simple
1-MEANS example in R, withk =d =1,z =2,anda = 1.

Let P = P_ U Py, where P_ has n/2 points at —1 and P, has n/2 points at 1. The optimal center

is C(P) = 0 with OPTp = n. Now consider P, generated under noise model I with § = 1 and
D; = N(0,1). This adds i.i.d. Gaussian noise to each point, inﬂating clustering cost by roughly
2n for any center ¢, i.e., cost, (P, ¢) — cost, (P, c) ~ 2n. Hence, Err(P P)~ = %, yielding a
bound:

rp(P,1) < (1+Err(P,P))? < 2.

In contrast, because the noise £, averages out, the empirical center satisfies C( P) € [=\/1/n,\/1/n]
with high probability, and: cost. (P, C(P)) < n + 1. This implies Erry (P, P) < 1 and therefore:

rp(P,1) <1+ 1



Thus, Err, provides a much tighter estimate of rp under noise, by compensating for the uniform
cost inflation that Err fails to account for. We elaborate on this example and provide additional
comparisons in Section B.3.

Finally, we note that our setting differs fundamentally from “robust” coreset models [38, 52, 54],
which assume direct access to the clean dataset P. In contrast, we construct coresets directly from
noisy observations P; see Section A for a detailed comparison.

3 Theoretical results

This section gives theoretical guarantees for coreset construction under noise. We present two algo-
rithms for k-MEANS (z = 2) using noise model I, based on the surrogate metrics Err (Theorem 3.1)
and Err,, (Theorem 3.3). While both yield bounds on coreset quality, the Err,,-based method achieves
smaller coresets and tighter guarantees under mild structural assumptions. We write cost for costo
throughout. Extensions to other noise models and (%, z)-CLUSTERING are in Section F.

We begin with Err-based coresets. Theorem 3.1 extends its use to noisy data and bounds 7p (.5, &) in
terms of 6, d, and n. See Section C for the proof.

Theorem 3.1 (Coreset using Err). Let P be drawn from P via noise model I with known 6 > 0.
Lete € (0,1) and fix « > 1. Let A be an algorithm that constructs a weighted subset S C P for
k-MEANS of size A(e) and with guarantee Err(S, P) < e. Then with probability at least 0.9,

Err(S,P) <e+ O(OOPanP + oGPT?P) andrp(S,a) < (1+e+ O(OGP”TdP + o%’%i ))? - a.

To ensure Err(S, 13) < e, we may use an importance sampling algorithm [10] with coreset size

A(g) = O(min{k! 572, ke=1}), 7
which matches the state of the art in the noise-free setting. However, the resulting bounds for

Err(S, P) and rp (S, @) incur an additive term O(O?D”po + oGPanp ), due to the gap Err(lB7 P) (see

Lemma C.2). As discussed in Section 2, this gap can be overly conservative—especially when noise
uniformly inflates clustering cost. In such cases, Err, (]3, P) <« Err(]3 , P), as shown in our earlier
example. While this inflation always occurs when k& = 1, it may not persist for general k, where noise
can change point-to-center assignments between P and P. To address this, we introduce structural
assumptions that preserve assignments under noise.

Assumptions on data. To theoretically separate the performance of Err and Err,, we impose mild
structural assumptions on the dataset to ensure that point-to-center assignments remain stable under
noise. A natural but strong assumption is to posit a generative model, such as a Gaussian mixture

S b1 LN (ju, 1), where the means i, € R? are well separated, e.g., [|us — pier|| > n [35, 57]. This

would make the assignments between P and P nearly identical. However, this is more than we
require—we instead use structural assumptions that capture the relevant properties directly.

The first is cost stability, a widely studied notion in clustering and coreset literature [71, 6, 59, 2,
25, 10]. Let OPT p(m) denotes the optimal cost of m-means on P. For v > 0, a dataset P is

~-cost-stable if
OPTp(k—1)
ot = L

As 7y increases, the clusters are more well-separated, making assignments more robust to noise. In our

setting, cost stability ensures that the assignment changes between P and P remain limited, and we
specify the required value of +y as a function of the noise level 8 in Assumption 3.2. This assumption

is also necessary to distinguish Err(P, P) from Erro (P, P). As shown in Appendix E.1, when cost
stability is weak, the two metrics can behave similarly; e.g., in a 3-means instance with v = 1, we

find Err(P, P) ~ Erry (P, P).

We also assume that P does not contain strong outliers. Let Py, ..., P denote the partition of P
induced by its optimal center set C(P). For each cluster P;, define the average and maximum radius:

= \/ﬁ Soep (0, C(P),), 7= maxpep, d(p, C(P);).




We assume 7; < 87; for all 4, which rules out heavy-tailed clusters and helps distinguish noise from
genuine outliers. This choice of 8 is made to simplify analysis and is satisfied by real-world datasets;
see Table 2.

Assumption 3.2 (Cost stability and limited outliers). Given o > 1 and 0 € [0, 1], assume P is

fy—cost—stable with
O Ondlog?(kd/\/a—1
Y (a) : (1 gO(P 1/3 )) ’

and that r; < 8F; for all i € [k].

Under these assumptions, the following theorem gives performance guarantees for a coreset algorithm
based on the Err, metric. The proof appears in Section D.

Theorem 3.3 (Coreset using the Err, metric). Let P be an observed dataset drawn from P under

the noise model I with known parameter 6 € |0, OZZ”}. Lete € (0,1) and fix a € [1,2]. Under

Assumption 3.2, there exists a randomized algorithm that constructs a weighted S C P for k-MEANS
of size O(—28k . 4 ( (a;i)fkf;i}; ) and with guarantee Err, (S, P) < e with probability at least
€~ "aoPTp T T aOPTp

0.99. Moreover,

Erra(Sa P) S €+O(O%k'|£lp =+ \/O;j . W-‘r@nd) and

rp(S,a) < (144 O(gmd + Yol . YORBriind)) .

We consider the regime 6 < %, ensuring that noise does not dominate the clustering cost, i.e.,

cost(P, C) = O(cost(P, C)). The coreset size depends on the knowledge of OPT p, but we later
show how to remove this dependence. In the special case ¢ = 0 and o = 1, the bound becomes

Erro (S, P) = Err (P, P) = O (O%I“po ), which is a factor k/n smaller than the bound Err(P, P) =

OPTH OPT»
Subsequently, we also provide an interpretation for different terms in the bounds of Err and Err,,.

O ( Ond_ Ond ) from Theorem 3.1. This supports the use of Err, under Assumption 3.2.

Comparison of coreset performance using two metrics. We now compare the coreset size and error
bounds for rp (S, &) achieved by Theorem 3.1 (CIN) and Theorem 3.3 (CN,,). Let ¢ = 1/poly(k)
and a = 1 + ce for a constant 0 < ¢ < 0.5, ensuring that an a-approximate center set can be
efficiently computed [62]. Under this setting, the stability parameter in Assumption 3.2 becomes
v = O(1 +log?(kd/)), since § < OPT p/(nd).

Coreset size. When 7%,1?;“1 < ¢£/2, the coreset size from CN,, is O(k/¢), which improves over
the size O(min{k'® /&2, k/e*}) of CN by a factor of vk /e.

Bound on rp. The error bound in Theorem 3.3 includes a term O ( Okd 4 v ‘L‘l .Y ekdOPTP+9"d),

OPTp OPTp

Ond

whose dominant component, when n >> poly(k), is at most O (m oPTS

). This is again

tighter than the bound from Theorem 3.1, which scales as O ( Ond 4 Ond ), by a factor of at

OPTp OPTp
least poly (k).
For a general € € (0, 1), we provide another example that demonstrates improved coreset performance
for CN,. Leta =1+¢cand § = %. Following the same analysis as above, we observe

that the coreset size of CN, improves over that of CN by a factor of v/k /&, while the error bound
improves by at least a poly (k) factor.

Overall, CN,, yields smaller coresets and tighter theoretical guarantees for 7p (.5, «), improving over
CN by at least a factor of poly(k), owing to the more noise-aware nature of the Err,, metric.

Applying Theorems 3.1 and 3.3 in practice. In practical settings, we often aim to construct a coreset
such that rp(S, ) < (1 4+ ¢) - . There are two ways to achieve this:

1. Use CN(¢’) from Theorem 3.1, withe’ = ¢ — O (09P7‘po + O%”po )



2. Use CN, (e, ) from Theorem 3.3, withe, = ¢ — O (O%’“po + Y 0;71 .Y gkdggiwnd).

Both approaches require an estimate of OPT p, which can be obtained by computing an O(1)-

approximate center set C for P and using cost(]S, 6) as a proxy; see discussion in Section E.3. When
6 < OPTp/(nd), this yields a valid approximation. Notably, both CN and CN, already compute

such a C' as a first step, so no additional overhead is incurred.

A practical question is when to prefer CN,(g,) over CN(¢’). This depends on whether P satisfies

Assumption 3.2. Although P is unobserved, the observed dataset P often satisfies an approximate
version of the assumption. We discuss how to verify this in Section E.2, allowing practitioners to
choose the tighter construction when applicable. In practice, we note that CN, performs well even
when the assumptions are violated; see Section 4.

Key ideas in the proof of Theorem 3.1. The goal is to relate Err(S, }3) to Err(.S, P), from which the
bound on rp (S, ) follows via Equation (5). The Err metric satisfies a standard composition bound:

Err(S, P) < Err(S, P) + O(Err(P, P)) (Lemma C.3). Thus, it suffices to bound Err(P, P). We

show Err(}A), P)=0 <g?,ﬁir + gg-dr> (Lemma C.2). This is obtained by controlling the difference:

COSt(ﬁ’ C) - COSt(Pv C) < ZpeP (‘|§p||2 + <§pap - C))

for all C € C, and showing that the sum on the r.h.s. above normalized by cost(ﬁ,C’) is

0 % + g”P?ir). The proof uses concentration from the independence of noise {§,}, com-

bined with bounded higher moments ensured by the Bernstein condition.

We note that the first term, O (ogpanp ) , is information-theoretically necessary and cannot be improved

Ond
OPTp
in our analysis and is not known to be tight. This term is introduced when bounding the cumulative

error over all points and center sets C' by applying Cauchy-Schwarz:

Y Ep—o < (Z ||€p||§> ' (ZdQ(p, C)) < VOnd - cost(P, C).

peP

in the worst case; see Section C.2. The second term, O ( ), arises from a loose upper bound

This worst-case analysis assumes full alignment of all error contributions, which may be overly
pessimistic. A more refined analysis could potentially tighten or remove this term by accounting for
error cancellation.

Key ideas in the proof of Theorem 3.3. The proof has two parts: (1) designing a coreset algorithm
that guarantees Err, (S, P) < &, and (2) bounding the gap between Err, (S, P) and Err, (S, P).

Coreset design. We first construct a coreset S in the noise-free setting (1B = P) such that
Err (S, P) < e. Under Assumption 3.2, we partition P into k well-separated clusters P4, ..., Py,
each of diameter at most 2r;. From each P;, the algorithm samples a uniform subset S; of size

0] (io_g K + %) , where A := 7%3%' Let S = J, S;. Standard concentration bounds

imply that C(S) is close to C(P), and OPTg < OPT 5, which yield Erry (S, P) < ¢ (Lemma D.4).

To extend this to Err, (S, ﬁ) < g, we leverage a geometric property: for any C' € C,(.5), each center
¢; lies within distance O <\/“(OPT+9”d log® (kd/ v “_1))> of C(S); (Lemma D.3). This follows from

n;
cost stability, which ensures consistent cluster structure for all such C'.

Directly applying this algorithm to the noisy dataset introduces several analytical challenges. First,
noise can significantly increase the diameter of each cluster ]31», weakening the closeness guarantee
between C(.S) and C(Ig) Second, highly noisy points may shift cluster assignments across partitions
ﬁi, breaking the geometric structure required for all C' € C,,(.S). To address both issues, we eliminate
extremely noisy points from P (see Line 3 of Algorithm 1), which is the key innovation of our



Algorithm 1 A coreset algorithm CN,, using the Err,, metric under the noise model I

Input: a noisy dataset P derived from P under noise model I with § > 0, ¢ € (0,1), @ € [1,2], and an
O(1)-approximate center set C' = {¢1,...,¢} € C.
Output: a weighted set S C P

1: Decompose Pinto k clusters P by C, where P, = {p eb: argmin s d(p, c) = a}

2: Foreach i € [k], compute 7'; = cos‘c(lsi7 a)/\ﬁ|
3: Compute P = P, N B;, where ball B; := B(&, R;) with R; := 37; + O(v/dlog D).
4: For each i € [k], take a uniform sample S; of size O( — \}%@d + (8£a\/%c;i’;> )

o «OPT

‘P‘/‘ forp € S;.

Sil

5: Return S = {J, ¢y Si with w(p) =

algorithm. In contrast to the existing approaches, our method explicitly excludes high-noise points
and focuses the coreset on points whose assignments are reliable. This noise-aware sampling step is
critical to preserving geometric stability. Moreover, we show that the effect of the removed points
on the location of C(P’) is negligible (Lemma D.5). Together, these steps ensure that Algorithm 1

achieves the desired bound Erry (.S, ]3) <e.

Metric bounds. A natural approach is to compose Err (S, P) with Erro (P, P), as with the Err metric.
However, this fails because a set C' € C,(S) may only satisfy C' € Co(14<)(P), preventing direct use
of Erro (P, P). To resolve this, we instead compose Err,, (S, P) with Erra(1+8)(]3, P), yielding:

Erro(S, P) <&+ O(Erra1o) (P, P)).

The remaining task is to bound Err (1) (ﬁ , P). Assumption 3.2 allows us to analyze this quantity
cluster by cluster. For simplicity, we illustrate the argument on one cluster P; and its noisy counterpart

P;. Note that C(P;) = C(P;) + ﬁ > pep, &p by the optimality condition of 1-MEANS. Then:
cost(P;, C(P;)) = OPTp, + \PI HZ”EP pr and hence,
Errl(ﬁiaf)i) _ cost(Pi,C(Ig,;)) —1=0 ( 0d ) ,

OPTp, OPTp,

using standard concentration for sums of independent noise vectors (Lemma D.12). This is signifi-
cantly smaller than Err(PZ, P;), which lacks cancellation.

Aggregating across clusters and plugging into the composition bound gives:

Erro(S,P) <e+0 <o?>dep + \/‘MT @wm)

This bound matches Theorem 3.3, up to an extra (1 + ¢) factor inside the square root. This artifact
can be removed by composing through P’ instead of P (see Lemmas D.4 and D.5). Note that the

term O (o%’“{l}) ) accounts for center drift due to noise. Intuitively, each optimal center in C(P) may

shift by O(6d) under noise, resulting in a total movement of O(fkd). This implies that C(P) forms a
(1+ O‘?Dkﬁ )-approximate center set for P, yielding the corresponding error term. The final term,

O <\/04 —1 +/0kd-OPTp+ 0nd>

a OPTp

captures the additional approximation error from using a-approximate center sets rather than exact
optima. It scales with the gap between « and 1, and vanishes as v — 1.

Thus, we complete the proof of Theorem 3.3. Note that other noise models primarily affect the

2
concentration bounds of the term HZ pEP; & H in the analysis; see details in Section F.
i 2



4 Empirical results

We now evaluate the empirical performance of our proposed coreset algorithms on real-world datasets
under varying noise levels and tolerance thresholds. The goal is to test whether our theoretical
guarantees translate into practical improvements in coreset size, accuracy, and robustness. We also
assess how well the theoretical bounds track actual performance in both clean and noisy data regimes.

Setup. We consider the k-MEANS problem on the Adult [61] and Census1990 [68] datasets from
the UCI Repository. Both satisfy the limited outlier assumption but exhibit small cost-stability
constants «y; see Table 2. We set k& = 10. We perturb each dataset under noise model I, using Gaussian
noise with § € {0,0.01,0.05,0.25}, where 8 = 0 denotes the noise-free case. For varying tolerance

levels ¢ € {0.1,0.15,0.2,0.25,0.3}, we construct a coreset S from P using CN and CN,,. For

the initialization of our algorithms, we run k-means++ with max_iter = 5 on P to obtain a fast
O(1)-approximate solution. Implementation details appear in Section G.1.

Metrics. For each coreset .S, we report: (i) coreset size |S|, (ii) empirical approximation ratio
Tg = %, and (iii) tightness ratio kg := Z—i, where ug is the theoretical bound for rp(Cyg)
from Theorems 3.1 and 3.3. The approximation ratio g measures how well the coreset solution
approximates the true clustering cost on P. To calculate 7g, we obtain C's and C'p by running
k-means++ 10 times (default settings, varied seeds) on S and P separately and selecting the best

solution for each. Letting OPT = cost(P,C ), we set:

OPT OPT

1+¢e+ Lkd 4 Ond (CN,).

{<1+5+9@+ Ind)> (CN)
us =
OPT OPT

A value kg < 1 implies the empirical ratio is below the theoretical bound; values closer to 1 indicate
tighter guarantees. All experiments are repeated 10 times, and average metrics are reported.

Analysis. Table 1 reports results on the Adult dataset across noise levels. Results on Census1990
appear in Section G.2 and follow similar trends. In all settings, CN, consistently produces smaller
coresets and achieves kg values closer to 1 than CN. For example, at ¢ = 0.2,6 = 0.01, CN,,
yields a coreset of size 1940 (82% of CN’s 2371), with kg = 0.937 vs. 0.596 for CN —indicating
much tighter empirical bounds.

We also find that for higher tolerance levels (¢ > 0.2), CN,, often yields better empirical approx-
imation: e.g., for e = 0.2,0 = 0.01, CN,, attains s = 1.156 vs. 1.193 for CN. This suggests
that CIN,, outperforms even in noise-free settings, indicating its potential value beyond noisy data
applications. Moreover, in the noise-free case (¢ = 0), empirical ratios 7g consistently satisfy
rs < 1+ e for CN, —further validating the theoretical guarantees.

Additional results under Laplace, uniform, non-i.i.d., and noise model II appear in Section F.1. These
confirm the robustness and broader applicability of CIN,, across diverse noise regimes.

Summary. Overall, the empirical results demonstrate that CN,, consistently achieves tighter
approximation guarantees with smaller coresets across a range of noise levels. These findings validate
the practical utility of the Err,,-based construction and suggest that it remains effective even when the
theoretical assumptions (e.g., exact cost-stability) are only approximately satisfied. The robustness
of CN,, across multiple datasets and noise models underscores its suitability for integration into
practical data preprocessing pipelines.

5 Conclusion, limitations, and future work

This paper studies the practically relevant problem of coreset construction for clustering in the
presence of noise. The main contributions are two new algorithms that construct coresets with
provable guarantees relative to the true (unobserved) dataset, one based on adapting the traditional
surrogate metric Err, and the other introducing a new metric Err,. We prove that the algorithm based
on Err,, yields smaller coreset sizes and tighter performance bounds, assuming the dataset satisfies
certain natural assumptions that are necessary in worst-case scenarios. Our analysis quantifies how
noise impacts clustering costs and perturbs the optimal center sets, relying on properties such as

noise cancellation and the concentration of the empirical center C(P). The new metric Err,, may



Table 1: Results of Adult dataset under noise model I with Gaussian noise. |S| represents the
coreset size, r'g represents its empirical approximation ratio, and kg denotes the tightness ratio of its
empirical approximation ratio over the theoretical bound.

(@)6=0 (b) 6 = 0.01
€ 0.1 0.15 0.2 0.25 0.3 5 0.1 0.15 0.2 0.25 0.3
IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6445 3178 1940 1318 960 CN, 6445 3178 1940 1320 960
s CN 1.040 1.080 1.183 1.278 1.200 s CN 1.037 1.081 1.193 1.187 1.244
CN, 1.085 1.115 1.150 1.197 1.124 CN, 1.114 1.069 1.156 1.154 1.145
K CN 0.859 | 0.817 | 0.821 0.818 | 0.710 K CN 0.600 | 0.581 0.596 | 0.554 | 0.543
CN, 0.986 | 0.969 | 0.959 | 0.958 | 0.865 CN, 0.984 | 0.904 | 0937 | 0.899 | 0.859
(©) 0 = 0.05 (d) 0 =0.25
€ 0.1 0.15 0.2 0.25 0.3 5 0.1 0.15 0.2 0.25 0.3
IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6445 3178 1940 1320 960 CN, 6445 3178 1940 1320 960
s CN 1.027 1.061 1.217 1.152 1.200 s CN 1.044 1.049 1.067 1.234 1.341
CN, 1.120 1.108 1.133 1.186 1.154 CN, 1.123 1.163 1.173 1.158 1.222
s CN 0.369 | 0.359 | 0.389 | 0.348 | 0.343 s CN 0.131 0.127 | 0.125 | 0.139 | 0.146
CN, 0.886 | 0.844 | 0.830 | 0.839 | 0.788 CN, 0.585 | 0.590 | 0.581 0.559 | 0.576

also have independent utility beyond the noisy setting, for instance, enabling further coreset size
reduction in noise-free tasks where preserving near-optimal solutions suffices—such as in regression.
Empirical evaluations strongly support the theoretical findings, demonstrating robust performance
across a broad range of real-world datasets (which may violate the theoretical assumptions) and under
diverse noise models. These results suggest that the proposed algorithms can be readily integrated
into existing coreset-based clustering pipelines to improve robustness in noisy environments.

One limitation lies in extending the use of the Err,, metric to coreset construction in the streaming
model. Although Err,, satisfies a composition property akin to Err, it may lack the mergeability
property (the union of coresets is a coreset for the union of datasets), which is crucial for enabling
coreset construction in streaming settings. As a result, adapting the Err,, metric to the streaming
model remains an technically challenging problem. As an initial step toward this challenge, we
present a relaxed version of mergeability for the Err,, metric in Section B.4, which may be applicable
in certain scenarios.

Besides this, our work opens several promising avenues for future research. A natural next step is to
explore weaker assumptions that are applicable beyond worst-case scenarios, thereby improving the
generalizability of our results. Another key direction is to extend our analysis to more realistic noise
models, including those with dependencies across data points, heavy-tailed noise, or adversarially
structured noise.  Furthermore, our work focuses on clustering problems in Euclidean spaces.
Extending coreset construction under noise to general metric spaces presents an interesting direction
for future research. However, without access to Euclidean coordinates, it becomes nontrivial to
define additive noise on individual points. A natural alternative in such settings is to model noise
additively on pairwise distances (edges) rather than on point coordinates. In addition to clustering, it
would be valuable to investigate how noise affects coreset construction in other learning tasks such as
regression and classification. Furthermore, studying connections between coreset constructions and
other robustness notions in clustering could yield new insights. Finally, our empirical results suggest
that coresets based on the Err, metric may outperform those based on Err even in the absence of
noise. Characterizing the conditions under which Err, provides tighter guarantees than Err in the
noise-free setting is an intriguing direction for future theoretical study.

We anticipate positive societal impact from this work by enabling more accurate and reliable data
analysis pipelines. These improvements could benefit various sectors, including healthcare, finance,
and technology, by enabling more robust data-driven decisions.
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A Related work

Coresets for clustering (with noise). There is a substantial body of work on coreset construction
for (k, z)-CLUSTERING across various metric spaces, including Euclidean spaces, doubling metrics,
graph shortest-path metrics, and general discrete metrics [48, 36, 37, 16,52, 24,21, 55]. An alternative
notion called weak coresets has also been studied [70, 24, 27], which only require preservation of
O(1)-approximate solutions. However, weak coresets offer no significant improvement in size
compared to standard coresets in practice.

In the context of noise, most prior work focuses on identifying and removing outliers [38, 52, 54].
These approaches assume that noise manifests as identifiable outliers, and the goal is to build a robust
coreset by filtering them out. By contrast, our model assumes full observation of only noisy data, with
no oracle access to the clean underlying distribution. This represents a conceptual shift: instead of
excluding noise, our algorithms construct coresets that directly accommodate it. This setting reflects
realistic scenarios in which noise and signal cannot be reliably disentangled—necessitating coreset
constructions that remain robust without preprocessing or filtering steps.

Clustering under noise. Clustering with noisy data has been studied extensively, typically under two
paradigms. The first assumes noise is generated stochastically from a known distribution [29, 42],
while the second considers adversarial noise with bounded magnitude or cardinality [7, 13, 9, 63, 64].
Our work aligns more closely with the first setting.

Broadly, this literature branches into two directions. The first investigates the robustness of existing
clustering algorithms to noise—quantifying their performance degradation in noisy environments [28,
47, 50, 1, 4]. The second direction designs new algorithms that can tolerate or adapt to noise [26,
29, 13, 64]. A related line of work in robust clustering allows the algorithm to discard a fraction
of points as outliers [18, 19, 45, 76, 41, 74, 78]. While our work shares a similar structural noise
model with some previous works, the goal is significantly different. Prior wgrks mostly ask whether
a standard algorithm can efficiently solve the problem on the noisy dataset P. For instance, [4] uses
Gaussian perturbations for k-means and shows that k-means converges quickly on the noisy data. In
contrast, we aim to construct a coreset from P that approximates the clustering cost on the original,
unobserved dataset P. Here, noise is the main challenge, not a tool for tractability.

B Additional discussion on assumptions and error metrics

This section provides additional context and justification for the modeling choices made in the
main text. We first clarify the Bernstein condition and show it is satisfied by a wide class of noise
distributions. We then discuss practical scenarios where the noise variance 6 is known or can be
estimated. Next, we compare the standard error metric Err with the proposed Err,,, using concrete
examples to highlight the tighter guarantees enabled by our approach. Finally, we present a weak
mergeability property for Err, measure, which may be useful for streaming settings.

B.1 Distributions satisfying the Bernstein condition

The Bernstein condition plays a central role in our theoretical analysis, as it enables control over
higher-order moments and supports concentration arguments under noise. We show that this condition
is satisfied by several widely used distribution families.

Sub-Gaussian and sub-exponential distributions. A distribution D is called sub-Gaussian if there
exists a constant & > 0 such that for all ¢ > 0,

Pr [|X|>t] < 2e7/5°
X~D

Similarly, D is called sub-exponential if there exists K > 0 such that

Pr [|X| >t] < 2e7VK,

X~D

Gaussian distributions are sub-Gaussian; Laplace distributions are sub-exponential.

Lemma B.1 (Moment bounds [82, Sections 2.5 and 2.7]). If D is sub-Gaussian, there exists a
constant K > 0 such that for all integers i > 1,

Exp[| X[V < KVi.
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If D is sub-exponential, then for some K > 0,

Ex-p[|X[]* < Ki.

Combining Lemma B.1 with Stirling’s approximation, we conclude that both sub-Gaussian and sub-
exponential distributions satisfy the Bernstein condition. On the other hand, heavy-tailed distributions
such as the Pareto, log-normal, and Student’s ¢-distributions generally do not.

B.2 Practical scenarios with known or estimable 6
Several real-world applications provide natural access to the noise parameter 6, either directly or
through side-information.

Sensor networks. In settings such as environmental monitoring using sensor arrays (e.g., for air
quality), each measurement p; ; = p; ; + &; is perturbed by Gaussian noise &; ~ N(0, ) [60].
Although the exact # may be unknown, sensor specifications often report an upper bound &', which
can be directly used in our algorithm without additional estimation.

Standardized assessments. In educational assessments (e.g., STEM exam scores), observed out-
comes are noisy proxies for latent ability [32]. Here, p; ; = p; ; + §;, with {; representing unknown
variation. Historical data or variance analyses over large student cohorts often enable institutions to
estimate 6 empirically, which can then be reused to construct robust coresets for future datasets.

B.3 Comparing Err and Err,,

We now illustrate how Err,, yields significantly tighter guarantees than Err, even in simple 1D settings.

Noisy setting. Consider 1-MEANS in R, with k = d = 1. Let P consist of n/2 points at —1 and
n/2 points at +1. Then C(P) = 0 and OPT = n. Both —1 and +1 are 2-approximate centers:
cost(P, —1) = cost(P, 1) = 2n.

Let P be the noisy version of P under model I, with § = 1 and &, ~ N(0, 1). Using the decomposi-
tion:
cost(P, ¢) — cost(Pe) = > [I1&]5+2 ) (&,p— o),
peEP peP
the first term concentrates around n. Bounding the second term naively:

2Y (&= <Y (1615 + Ip—cll3).

pEP pEP

we get Err(ﬁ, P) ~ 2% = 2 yielding rp(IS, < (1432)2=2,

Now consider Erro (P, P). We have:

C(P) = % S 6, [C(P) = C(P)| = O(n~1/?), = cost(P,C(P)) =n +O(1).
peP

Thus, Err; (P, P) < L, giving rp(P,1) < 1+ 1—a much sharper guarantee.

Noise-free setting. Consider the 1-Median problem in R, with n — 1 points at 0 and one point at 1.
Then C(P) = 0 and OPT = 1. Let S have n — 1 points at 0 and one at 1/n. Then:

C(S)=0, OPTs=1/n, rp(C(S))=1, rs(C(S))=1= Err(S,P)=0.

However,
|cost(P, C(S)) — cost(S, C(S))]
Err(S, P) = =n.
(S, P) cost (S, C(9)) "
This example underscores that even in noise-free settings, Err,, can yield dramatically smaller errors
than Err, especially when datasets differ slightly but preserve the same optimal solution.
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B.4 Weak mergeability under Err,,

We discuss the mergeability under our proposed measure Err,,. In the ideal case, mergeability means
that if two coresets S1, S for disjoint datasets Py, P, each satisfy Err,, (S¢, P;) < €, then their union
also satisfies

Erra(Sl U 527 P1 U PQ) S E.

However, this guarantee can fail with our new metric Err,. Consider the cases that S; and Sy
summarize datasets with significantly different cluster structures. In such cases, the optimal center
set for S7 U .Sy may differ substantially from the union of the individual optimal, and the combined
coreset may not encode enough information to capture this emergent structure.

Mergeability remains plausible when the two coresets are structurally similar. If there exists 1 <
o' < « such that

CO/(Sl) g CQ(SQ) and CO/(SQ) Q CQ(S1),

then S7 and S5 approximately share the same set of near-optimal solutions. This overlap enables a
weaker form of mergeability under Err,,.

Claim B.2 (Weak mergeability under Err,). Lete > 0 and o, o/ > 1 with o/ < «. Given datasets

Py and P, and weighted subsets S; and Ss, suppose Erry, (S¢, Pp) < € and Co/ (S¢) C Cqo(S3—¢) for
¢ =1, 2. Define:

min {OPTg,,OPTg,} i J OPT s, /OPTp, OPTg,/OPTp,
fry = X .
OPTs,us, 7 OPTs, /OPTp,  OPTs, /OPTp,

Then:

Err1+(a_1),§(51 U SQ, P1 U PQ) < Oé/ T . (1 + 8) —1.

In the limiting case where o’, & — 1 and 7 — 1, this bound recovers the ideal mergeability condition:

Erra(Sl U 527 P1 U PQ) S E.

Proof of Claim B.2. We first prove that for any center set C' € C1 4 (q—1)x(S1 U S2), C € Ca(S1) N
Ca(S2). By contradiction if there exists some C' € Cy4(q—1)x(S1 U S2) such that C' ¢ C,(S1) N
Ca(S2). Then

cost (S U Sy, C)
> OPTs,us, + (@ — 1) - min {OPTg,,OPTs, } (C ¢ Ca(S1) N Ca(Sy))
OPTs,us, + (@ = 1)k - OPTg,us, (Defn. of k)
= (1 + (Oé — 1)1‘{) . OPT51U52.

\%

Thus, C' ¢ C14(a—1)x(S1 U S2), which is a contradiction.

Fix a center set C' € C4(q—1)x(S1US2). We now have C' € C,(S1)NCy(S2). Since Err, (Se, Pp) <
€, we have

P, (C) —Ts, (O)
e ©)

implying that rp, (C') < (1 + &)rg, (C). Moreover, let C(P) denote the optimal center set of .57 and
we have C(P) € Co(S1) C Cor(S2). Thus, we have

OPTs,us, < COSt(Sl U Sy, C(P)) < OPTg, + o - OPTg, < O/(OPTS1 + OPTSQ). ®)
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Thus,
TPUP, (C) —T'S1US» (C)

TS1US> (C)
_ TPUP, (C) 1
T'S1US; (C)

_cost(Py, C) + cost(P,C) OPTgus, )
cost(S1,C) + cost(Sa, C) OPTp,up,

OPTP1 TP, (C) + OPTP2 “ TPy (C) OPT51U32
OPTg, - 75,(C) + OPTs, - 75,(C) OPTp,up,

OPTP1 ‘TS, (C) + OPTP2 “ TS, (C) OPT51US2

< 1 . -1
- ( + 6)OPTS1 TS, (C) + OPT52 TS, (C) OPTplup2
(rp,(C) < (1 +¢)rs,(0))
OPTp OPTp | OPTs s,
< 1 . _
s (1+9) maX{OPTsl ’ OPTS2} OPTpom,
OPTp, OPTp | «(OPTs + OPTs,)
< . — .
s (1+e) maX{OPTsl ’ OPTSQ} OPTp, +OPTH, (Ineg. (8))
OPTp, OPTs OPTs, OPTs
< ’ . 1 2 | 1 2
s al+e) maX{OPTSI : OPTSz} maX{OPTpl Oy, | !
< d7(l+¢)—1. (Defn. of )

C Proof of Theorem 3.1: Using Err

In this section, we prove Theorem 3.1. Our proof primarily relies on bounding Err(ﬁ7 P), which we
will show in Section C.1. Additionally, we provide a lower bound for Err(]S, P) in Section C.2. This
helps explain each additive term in Theorem 3.1.

Theorem C.1 (Restatement of Theorem 3.1). Let P be drawn from P via noise model I with known
0 >0. Lete € (0,1) and fix « > 1. Let A be an algorithm that constructs a weighted subset S C P
Sor k-MEANS of size A(e) and with guarantee Err(S, ]3) < &. Then with probability p > 0.9,

Err(S,P) <e+ O(o(i)an;, + OelngdP) andrp(S,a) < (1+¢e+ O(O9PanP + OianP N2 .

For simplicity, we use OPT to denote OPT p in the following discussion. For preparation, we provide
the following lemmas.

Lemma C.2 (Bounding Err(]37 P)). Forany P derived from an n-point dataset P € R? using noise
model I, with parameter 6 we have that with probability p > 0.9,

Err(P,P) < O(&d + |/ &nd). ©

Lemma C.3 (Composition property). Given P, 13, S C R?, suppose Err(S, ﬁ) € (0,1), then we
have

Err(S, P) < Err(S, P) + 2Err(P, P)

Proof. Suppose Err(S, P) = ¢ and Err(P, P) = ¢’. For every center set C, we have
|cost(P, C) — cost(S, C)| < e - cost(S, C),
and

|cost(P, C) — cost(P,C)| < &' - cost(P, C).

21



Combine these inequalities above, we have
|cost(P, C') — cost(S, C)]
< |cost(P, C) — cost(S, C)| + |cost(P,C) — cost(P, C)| (Triangle Inequality)
<e-cost(S,C) 4 ¢ - cost(P, C)
<(e+¢&'(1+¢))-cost(S,0O)
< (e +2¢') - cost(S, C) (e<1)

Thus Err(S, P) = supcec |cost. (foft) (gosct) (POl < Err(S, P) + 2Err(P, P). O

We are ready to prove Theorem 3.1.

Proof of Theorem 3.1. Suppose a weighted subset S C P constructed by Algorithm A satisfies that
Err(S, P) < e. By Lemma C.2, with probability p > 0.9,

Ond Ond

Err(ﬁ,P) O(OPT + opPT

).

By Lemma C.3,

nd Ond

< - ppg— )
Err(S, P) < Err(S, P) + 2Er(P, P) = ¢ + O(OPT OPT)
Moreover, for the optimal center set C(S) of .S, we have

|cost (S, C(S)) — cost(P, C(S))]
cost (S, C(5))

< Err(S, P),
which implies

cost,(P,C(9)) € (14 Err(S, P))| - cost. (S, C(S5)).

1
1+ Err(S,P)’
For an a-approximate center set C' of .S, we have
cost(P,C) < (14 Err(S, P)) - cost(S,C) < (1 + Err(S, P)) - a - cost (S, C(S)).

Combining these gives:

rp(S,a) < (14 Err(S, P))?- (10)
This implies that 7p(S9, ) < (1+¢ + O(&rd + (/ &d))? - a. 0

C.1 Proof of Lemma C.2: Bounding Err(P, P)

For each p € P, recall that £, = p — p is the noise vector. We first have the following claim that
bounds norms of these noise vectors.

Claim C.4 (Bounding )~ [[£,]|3). With probability at least 0.95, >~ p [|€,[13 < 600nd.

Proof. Note that for every p € P,

Ee, 1603 = 0, op,n | > €2,
J

0 Z Var{p,jNDjN [&DJ] - Eﬁp,jNDjN [ng]Q
J
= 0d. (Defn. of D)
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Thus, we have

Eps [ Y 603] = ond. (11

peP

Furthermore,

Varp | Y 11613

pEP
n - Varg, [pr“%]

n- (B, [I&l13] — Ee, [1613)°)
On - (2d + d* — 0d?)
30nd>.

(12)

<
<

where x?(d) represents the chi-square distribution with d degrees of freedom, whose variance is
known to be 2d [69].

If # < X, we have that

20n°

1
P 20l =(1-6)">(1—-—)">0095
or I;)llipllg (1=0)" > (1= 5" > 0.95,

implying that Pr 5 [Zpep 1€, ]2 < Goend} > 0.95. Otherwise, if 6 < L, we have that

f;r > 1€l > 606nd
_pEP

< PriD 63 —Eps [ D lIGI5 || >33Ven | Varg [ > lI&I3] | (Eq. (11) and Ineq. (12))
P
peP pEP peEP
1
< hebyshev’s ineq.
< 15000m (Chebyshev’s ineq.)
1
< 0.05. 0> —
- (6= 2()n)
Thus, we complete the proof of the claim. O

Now we are ready to prove Lemma C.2.

Proof of Lemma C.2. By Claim C.4, with probability at least 0.95, > €013 < 600nd, which

we assume happens in the following. It suffices to prove that for any center set C' € C,

= 600nd 150nd ~
— < . .
|cost(P, C') — cost(P,C)| < ( oPT +4\/O?) cost(P, C) (13)

By the triangle inequality, we know that for each p € P, |d(p, C) — d(p, C)| < ||&p]|2, which implies
that [d*(p, C) — d*(p, O)| < [I& 13 + 2] 12 - d(p, C).
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By a similar analysis of Lemma D.8, we have cost(ﬁ, C) = O(cost(P,C)) since we assume
OPT > 6nd, thus we have

|cost(P, C) — cost(P, C)|

cost(P,C)

_ Suerl&lB+ 208z - dp,0)

N cost(P,C)
600nd 23 ,cp lI$pll2 - d(p, ©)

< + P — by assumption
OPT cost(P,C) (by pion)

2/ (Cpep I€pl13) - (e p d2(p, C))

< 609nd+ \/ re — re (Cauchy-Schwarz)
OPT cost(P,C)

< 609nd + _ 150nd (by assumption)

-  OPT cost(P, C) Y P
600nd 156nd

< — —_— .

S OPT +4 OPT (Defn. of OPT)

which completes the proof of Inequality (13). O

C.2 Lower bound of Err(P, P)

We provide the following lower bound for Elrlr(ﬁ7 P).

Claim C.5 (Lower Bound of Err(P, P)). With probability p > 0.8, Err(P, P) = Q(fal ).

Proof of Claim C.5. We show this by a worst-case example. Let § = 0.1, n = 10000 and k = n — 1.
Let P = {p; = 100ne; : i € [n]} C R™ where ¢; is the i-th unit basis in R”. An optimal solution

C(P) = { Diye ey P2, %}, and hence, OPT = 10000n2. Note that with probability at least
0.8, the following events hold: >° _p (€[5 = ©(6nd) and for every p € P, ||&,[13 < 10dlog n.

Conditioned on these events, the optimal solution C(I3) of P must consist of n — 2 points p € P

and the average of the remaining two points in P. Assume C(P) = {]3\17 ooy P2, %}. By
calculation, we obtain that
D Ond
H(P.C(P)) > (1 + Q%
cost(P, C(P)) > (1 + (OPT))’
implying that Err(ﬁ, P) = Q(oelgLTdP ). .

D Proof of Theorem 3.3: Using Err,,

Theorem D.1 (Restatement of Theorem 3.3). Let P be an observed dataset drawn from P under

the noise model I with known parameter 6 € |0, OZZP}. Lete € (0,1) and fix a € [1,2]. Under

Assumption 3.2, there exists a randomized algorithm that constructs a weighted S C P for k-MEANS
of size O( %gnd + ( (a;i)fil;fdky ) and with guarantee Err, (S, P) < e with probability at least
€~ "qoPTp €T "q0oPTp

0.99. Moreover,

Okd Va—1 +/0kdOPTp + Ond
< .
Erro(S,P) <e+ 0O (OPTP + o OPT, ) )

and

ro(S,a) < (1+5+O( Okd L Va-1 . \/Gk;dOPTp+9nd>> o

OPTP « OPTP
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Recall that we use Algorithm 1 to construct such a coreset S. For ease of analysis, we provide the

following assumption for the center set C obtained in Line 1 of Algorithm 1. We will justify this
assumption in Section D.4.

Assumption D.2 (Locality). Assume that for each & € C (i € [k]), d(&,c}) < O(r; +
Vdlog L£%%4) Here, cF represents the i-th center in C(P).

Va—1
In the following discussion, we denote ¢ to be the i-th center in C(P), and use p(X) = fo()l(  to

denote the mean point of any dataset X.

For preparation, we first show that given C' € C,(S5), every center ¢; € C lies within a local ball
centered at an optimal center ¢; € C(P).

Lemma D.3 (Structural properties of C(S)). With high probability, for every C € C,(S) and

a(OPT+0ndlog?( \/idﬁ )

every i € [k], there exist a center ¢ € C such that ¢ € B(c}, O(
for each pointp € P;,i,j € [k],i # j, d(p, ci) < d(p, ¢;).

— )). Moreover
Next, we provide some useful geometric properties of S.

Lemma D.4 (Properties of S). With probability p > 0.99,

W(P)) = u(Si)|3 < O(%M),

ez

* Foranyi € [k],

« OPTs < (1+ O(—<—=))OPT".

a—1

i

o Err (S, ]3) <e.

Finally, we provide an upper bound for the movement distance of centers from P’ to P, which helps
bound the error caused by noise.

Lemma D.5 (Movement of centers of P’). With high probability, for any i € [k],
/\ 112 0d
ln(P) = p(P)5 < O(== + V= 10d)

Now we are ready to prove Theorem 3.3.

Proof of Theorem 3.3. Suppose we run Algorithm 1 to construct a weighted S C P for k-MEANS

of size m. By Lemma D.4, we directly have Err,, (.5, 13) < e. It remains to prove rp(S,a) <
(140 + gt + Ya=T . YIRIGPEs00d)) o,

Given an o-approximate center set C, = {c¢1,...,cx} of S, by Lemma D.3, we can assume
mineec, d(p,c) = ¢; for any i € [k] and any point p € P;. This implies that any point p € P,
satisfies d(p, ¢;) < d(p, ¢;) for any j # 1.
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Then we have

rp(Ca)
_ cost(P,Cy)
B OPT
_ Liercost(Pi, i) — cost(By, p(B)) |
- OPT M
 Yiepnillei = p(P)I3
B OPT 1
< ien i (In(P) = (B + Nln(PY) — p(Si)ll + [1p(S:) — cil)? 1)
- OPT
(Triangle inequality)
< O(eOPT' + 0kd + Vo — 16nd + /(o — 1)0kdOPT) + (o — 1)OPTg 1
- OPT
O(eOPT' + 0kd + v — 10nd + /(o — 1)0kdOPT) + (o — 1)(1 + O(—= =))OPT
< t +1
OPT
0kd ~ a—1 +0kdOPT + Ond
< . . .
< a <1 +0(e+ oOPT +t— oPT ))
This completes the proof.
O

D.1 Proof of Lemma D.3: structural properties of C,(5)

Useful properties of P. For preparation, we first show some properties of P. In the following,
Claim D.6 and Lemma D.7 show that the clustering cost for 1-MEANS remains stable under noise
perturbation. It also helps bound the cost difference in each cluster in the general k-MEANS setting.

Claim D.6 (Statistics of cost difference). In 1-MEANS problem, for any center ¢ € R?, we have

cost(P ¢) — cost(P, c) Z €113 + 2 Z (&p,p

pEP peP

Moreover, we have

* Ep [Syer 6 13] = ondand Varg [5,cp 16 13] < 30nd?:

*Es [Zpep<£pap — c)} = 0and Varp [ZPGP@p,p — c)} =6 - cost(P,c).

Proof. We have cos’c(ﬁ7 c)—cost(P,c) =3 cp d*(p,c)—d*(p,c) = > pep 1€p113+2(Ep, p—c).
For the first error term o €113, we have E 5 {ZPEP ||§p|\§} = Ond, and

Vars [ > 1163

peP
n - Varg, [[|&]3]

n- (Eg, [I&l13] — Ee, [I613]°)
On - (2d + d* — 6d?)
30nd>.

<
<

where x?(d) represents the chi-square distribution with d degrees of freedom, whose variance is
known to be 2d [69].
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For the second error term 3 p(&p, p — ), its expectation is obvious 0 and we have

Varg | Y (&p—c) > Varg, [(&.p — )]

peP peEP

= Z Ee, [<§p’p - C>2]

pEP

6> llp—cl

peP
= 6 -cost(P,c).

By Claim D.6, it suffices to prove that

> pep ||§p”%+22pep<fp>p_c>‘ <0 Ond N [ 6d (14)
cseuﬂg cost(P, c) - OPT OPT /~

By Claim D.6 and Chebyshev’s inequality, we directly have that 3 . 5 [|£, |2 < 20nd happens with
probability at least 0.95. For the second error term 2 ) (€p, p — ¢), we provide an upper bound
by the following lemma, which strengthens the second property of Claim D.6.

Lemma D.7 (Error bound for 1-MEANS). In 1-MEANS problem, with probability at least 1 —0.056
Sfor 0 < § < 1, the following holds

|22 pep (o0 — O] [ 0d
sup =10/ —===.
ceRd cost(P, c) 0OPT
Proof. Let X = |{p € P :§, # 0} | be a random variable. When 6n < 0.016, we have
Pr[X = 0] = (1—6)" > 1 — 0.020.

Conditioned on the event that X = 0, we have

|2 per&pp — )l

cerd cost(P, c) -

which completes the proof.
In the following, we analyze the case that fn > 0.019. Let E be the event that || 3° p &pll2 <
O(4/6nd/8). We have the following claim:

Pr[E] > 1 —0.020. (15)

Note that F[X] = On and hence, Pr[X < 1000n/6] > 1 — 0.015 by Markov’s inequality. Hence,
we only need to prove Pr [E [ X < 1000n/d] for Claim 15. Also note that 3 . p €, has the same

distribution as N (0, X - I;). Then by Theorem 3.1.1 in [82],

Pr (|3 &ll2 < 10V/6nd/5 | X < 1006n| > 1 0.016.

pEP
Thus, we prove (15).

In the remaining proof, we condition on event E. Fix an arbitrary center ¢ € R? and let | =
|lc = C(P)]|2. By the optimality of C(P), it is well known that

cost(P, c) = cost(P,C(P)) +n - ||c — C(P)||3 = OPT + ni?.
Note that | 32, p (62 — )| < | e (€0 — CPYI + | 5pep (s — C(P))|. By Chebyshev's

inequality, we have

6 -cost(P,C(P))
%rn];(gmp — C(P))| > 10/60 - OPT/6] < NG RIS 0.014. (16)
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We also have

1D (Ee—CPNI < 1Y &llle = C(P)I| - (Cauchy-schwarz)

peEP peP an
< 100 -+/0nd/é
Combining with Inequalities 16 and 17, we conclude that
1> pep(&psp — e L \/Ond/s 0.
cost(P, c) - OPT + nl2 - 5OPT
happens with probability at least 0.95, which completes the proof of Lemma D.7. O

Recall that we use P; to denote the data clustered to ¢; in P, where ¢; is the ¢-th center in the optimal
cluster of P. We use P; to denote the points in P; with the presence of the noise, and ¢; to denote the
mean of P;. Now we bound OPT 3 in the general k-MEANS case.

Lemma D.8 (Bounding OPT 5). With probability at least 0.9, we have for all i € [k]
cost(B;, &) < OPT; + O <9nidk +\/0dk - OPTZ-) < 1.50PT; + O(0n;dk).

Besides, we also have with high probability
OPTj <> cost(P;, &) < OPT + O(0nd + V0d - OPT)

Proof. Similar to the 1-MEANS setting (Claim D.6), we have the following decomposition of the
error

cost(P;, &) — cost(Py, ¢;) < cost(P;, ¢;) — cost(Py, ¢;) = Z €113 + 2 Z (€p,p — C4).
pEP; peP;

Besides, we have the following variance of the error terms
* EE {Zpepi

“ Ej {Zpepi (€0 — ci>} — 0 and Vary; {ZPGH (€0 — c,»)} —0-0PT,.

3] = Onid and Varg, [Scp, I16:113] = O(0n:a);

From Lemma D.7 by choosing 6 = 1/k, we know that with probability at least 1 — OT we have
“ | X pep (&P — i)l 0. ] 0k
C@R% cost(P;, ¢;) OPT;’

Besides from Chybeshev’s inequality, we also have } . (€, |? < 20n,dk happens with probability
atleast 1 — %22 Then we conclude the proof by applying union bound on i € [k]. O

As shown in [10], under the stability assumption of the dataset, for any sufficiently good approximate
k-MEANS solution {¢;, ..., ¢}, centers ¢; are pairwise well-separated.

Lemma D.9 (Restatement of Lemma C.1 in [10]). Given a ~y-stable dataset P C Réanda < 1+ %,
let C ={cy,...,cp} be a a-approximation center set. Then for any i,j € [k] with i # j, it holds
that

~OPT
d2 iy Cg >
(cirej) 2 2min(n;, n;)

0nd10g2(%) o
By v = a-O(1 + ———gp>—), we have d*(c;, ¢j) > a - O(

min(n;,n;) )

Now we are ready to prove Lemma D.3
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Proof of Lemma D.3. For ease of analysis, we prove the structural property of P’, and the property
of S naturally holds, as S is obtained by uniform sampling from P’. We first show that with

high probability, for all 4, |P/| > 0.5n;. Note that for any p € P,, p ¢ P/ implies that ||, >

R; — d(p,c;) > O(Vdlog ).

Note that since &, ; satisfies Bernstein condition for any j € [d] if £, # 0, we have

t2

Pr [lgpajl > tlfp # 0] < 2exp (_M) ,Vj e [d],t > 0.

Thus we have for large enough ¢ (larger than b),
Pr|&, ;1 = t[§p # 0] < 2exp (—N2(t))

It follows that

Priliépll = tigy # 0 < d - Pr [fp,jl > %I&) # 0] < 2dexp (—Q(\;a)) .

Thus for any single point p € P;, with probability at most o(1), p ¢ B(c}, R;). Then we have
| P!| > 0.5n; with high probability by Chernoff bound.
Note that for any points p in P/,

d(p,ci) < d(p, &) +d(cf, &)

< R;+O(r;) + O(Vdlog w) (Assumption D.2)
< 0(m) +O(Vallog %) (. < 879)
< o OZTHO(\/&Mg %z)
. O(\/a(OPT+97:ilog2(\/(’i%)).

a(OPT+0ndlog?( \/%)

U

)) = (). Then

Suppose there exists ¢ € [k] such that C' N B(c}, O(\/

cost(P',C) > cost(P!,C)

> ) &)~ dp,c)
pEP!

> E.O(Q(OPTnL@nd))
2 n;

> «a-O(OPT + 6nd).

By Lemma D.8, we have with high probability
OPT’ < O(OPT + 6nd).

Then we have

cost(P',C) _ cost(P/,C) _ a-O(OPT + Ond)
7 Z 7 2 7 2 (6%
OPT OPT OPT
Thus we prove it by contradiction. This directly implies that for any ¢ € [k], there exists exactly one

OPT+6ndlog?(—£L
o ndlog”(7aos )). Moreover, by Lemma D.9, for any

center ¢; € C satisfying ¢ € B(cf, O(
jelkli#i,

n;

OPT + ndlog®(J£4s)

min(n,;,n;)

d*(ciye;) > a-O(
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Then we have
d(p,¢;) < ri+d(ci, cf) < O(d(c;, ¢5)).

Thus for any point p € P;,

d(pa Ci) < d(cia Cj) - d(pa Ci) < d(pa cj)7
which completes the proof. O
D.2 Proof of Lemma D.4: properties of .S

Lemma D.10 (Movement of coreset centers). Let P be a set of n points and let S be a set of m

points sampled uniformly at random with replacement from P, let OPT = 3" _ ., ||z — u(P)||3, then
OPT
E(||u(P) — u(S)|3) = —.
(le(P) = n(S)lz) = ——
Proof. Foreachp € P, letd, := p — yu(P). Obviously > d, = 0.
Thus
Ypes®— n(P) |
E (||a(P) — p(S)[3) = E (H -
m 2
1 2
= e (1 a3
peS
1
:WE Z”de%JFQ Z <dpmdpj>
peS pi,pjes,i<j
>perp lldpl3 1
= <dp,dg >
mn Jr73(m,n)ZZ b
pEP qeP
OPT 1
= dy, S d
nm + P(m,n) <Z p’z q>
peP qeP
_ OPT
onm’
where P(m, n) is a polynomial in m and n. O

Now we prove Lemma D.4.

Proof of Lemma D.4. For any i € [k], by Lemma D.10, E(||u(P}) — u(S:)[]?) =

OPTQ
TPTm:

Note that |[P/| > 0.5n; and m; > O(L). Lete’ = ¢ — 7”‘.5‘311?%. Then by Hoeffding bound, with
» > 0.99,

log kKOPT, ¢OPT!,
P)—puS)IP<o(—=>—=L)=0 L.
JutPt) ~ (s < 0 (EL ) — 0 (29
Next we discuss the upper bound of OPTg. Let C' = ¢}, ..., ¢}, be the optimal center set for P’
with cost OPT’. Given an a-approximate center set C,, = {ci,...,cx}, For each point p € S;,
wp = ||§i||,thus
Efcost(S;, )] = (;ﬁ ; d*(z,C") - w, = OPT,.
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Then by Chernoff bound, we have for any ¢ > 0 and i € [k],

2
Pr [|cost(S;, ¢j) — OPT;| > tOPT;] < exp (—Q(t)> .

Sett =0 <\ / klomgk) and by union bound, it follows that

Pr [|cost(S,C") — OPT'| > tOPT'] < 0.01
Thus, with probability > 0.99,

klog k
omggcwu&03§<1+o<w 2§>>opfg(yuxv§11»om?

Having the above properties, we conclude that

~ cost(P,Cy)

< _
Erro (S, P) < aOPT 5 1
< > cost(Pi, ;) /COSt(PmCz) —(1- l)
aOPT o
< Zz nz“:u’(PZ)/ CZHQ _ (1 _ l)
aOPT @
o o milln(P) — P+ e PY) = (S0 + S —sl)? 1,
< aOPT’ °
(Triangle inequality)
O(OPT' + Vo~ 16nd) + (« ~1)OPTs | 1,
< aOPT’ “
- (a-1(OPTs—OPT)
<O| -
< (a'+ aOPT’
-1
<o (5 . m) (Lemma D.4)
o (e
<e

The last inequality is ensured by fixing a sufficient large constant factor in the sample size. This
completes the proof. O

D.3 Proof of Lemma D.5: movement of centers of P’

Recall that P; := {p + &lp € P} C P represent the cluster with noise corresponding to P;. Let
0; = P \ B;, Ol_n := P; N Bj where j # i, I; := U;j»;0;_,;. By the above definition, we have
P/ = (P,\ O;) U

For simplicity, we use n;, ni", n¢"! to denote | P;, |O;], |I;| respectively.

7 0

Lemma D.11 (Impact of removed points). With probability p > 0.99, for any i € [k],
C Y (P} < O(Va—1-6d).
© oY er I — w(PI < O(Va—1-6d).

Proof. Note that since &, ; satisfies Bernstein condition for any j € [d] if , # 0, we have
t2

Pr(|€p,;] > t|€y # 0] < 2exp (_2(1+bt)

),Vj € [d],t > 0.
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Thus we have for large enough ¢ (larger than b),
Pr(l&p | > ¢y # 0] < 2exp (=Q(1)) -

By union bound, with high probability,

Pr{|¢,|l > ¢, # 0] < d-Pr [51,,], > %

&p # 0] < 2dexp <_Q<\;&)> :

Note that for any p € O;,

1+ 0kd
lp = (P12 < llp = & — (P2 + [|&]l2 < 2(rs + O(Vdlog m)) + 1€l
Then we can decompose the cost as
E > lp—pu(P)l3
peO;
1+ 0kd ?
< - ( 2(r; + O(Vdlog ))—i—t) p(|1&, ]l = t)dt
7'i+0(\/310g,' 712765?) -1 !
< 0 92 p(||& | = t)dt

ri—i-O(\/El og 1'H")k”’)

Note that when Pr [||£, > t|£, # 0] < 2dexp (fQ(id)) for a constant ¢, p(||&,|| = t) satisfies
that

o] = 1) < 2ev/dexp (—ja) |

Thus

1+ 0kd ri + O(Vdlog “E2kd)
2p(l1& ]| = B)dt < d(ri + O(Velog e ))? . exp] YT

02 L explQ(—
/7’7:+O(0\/310gk) va—1 ) Vd

< O(WVa —1d).

Then applying Markov’s inequality, we have with probability p > 0.99,

> llp = uE)I < an u(PH3 < 0(Wa —1-6d).

p€eO; v peo;

out

Z

By the definition of I;, p € B(¢;, R;) for any p € I;, thus

max |[p — u(P;))|2 < 2R;.
pel;

Note that for any point p € I; N ?,
1€ = ¢jllz < Ri + [lp = Gll2 < Ri + Rj + [|€p]]2;

By the stability of dataset P, every point p € I; N ﬁ; satisfies that

OPT + fndlog?(

min(ni, nj)

kd ) OPT + #ndlog?(
“=1) — O(Ri + R;) > O(

kd
ot)
€513 > o - O( )

HliIl(’I’Li7 Uz )
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Thus

n

E( n’; D = u(P)3) < E( 2 -4n;" RY)
1 pel; [
4R? -
< 1 Z’ﬂ
<2 ((n™)?)
AR2n262 Onlog®(—Ads)
L exp [~Q(Ry)] - exp |- Vool
n; n;
2 kd
on ., fnlog”(~=)
< )2y, _Qf— = vazl’
_0((%) ) - exp ( o )
<0d-va—-1)

Then we complete the proof by Markov inequality.

For the center of P, and P;, we have the following properties:

Lemma D.12 (Movement of noisy centers). With high probability, for any i € [k],

~ 0d
li(P) = (P < O ).
Proof. Note that
5y _ 2upep D 2 pep, §
p(P) = SEES = (P + SR

Thus it remains to show

|Zrertey < o0)

n; n;
As shown in Claim D.6, E 5, [ZpePi pr”%} = 6n;d and Varp, |:ZPEP¢ ||§p||§] < 30n;d>.

We also note that E . [H > opep fp||2] < O(v/0n;d) and

Varg, |11 D &llz| <Ep 1D &l3| =Ep | D lI65] = 0nid,

pEP; pEP; pEP;

which implies that Hzpepi ngz is O(v/@n;d) with high probability.

<of2)
2 n;

Therefore, with high probability, we have:

(B = (P

This completes the proof.

Now we prove Lemma D.5.

33



Proof of Lemma D.5. For any i € [k], we have

_ oD
n(Po) = n(PII5 = | =2= = u(P))l3

ZpePi/ D+ ZPGOi b= ZPGL‘ p N\ 12

= | o — (P2
(3

> peo, (P = 1(P)) = X per, (p — 1(F))

= | = 13
2nut 2712:”
< 3 - w(PYIE+ T 3 o (I3
i pEO; i pel;

< 0O(0d-vVa-1) (Lemma D.11)

By Lemma D.12, with high probability,

ln(Pi) = p(P)lI3 < O(—).
Thus
. ~ 0d
ln(P) = (P15 < 2]p(P) = w(P)II3 + 2 w(P) = w(P)]5 < O0d - Vo =1 + =),
which completes the proof. O

D.4 Justifying Assumption D.2: Finding center sets within local balls

Lemmas D.8 and D.12 provide us with control of the clustering cost and the location of the optimal
center set C(P) of P. Together with Assumption 3.2, we know that P is O(«)-cost-stable. By
[71, 59], we can efficiently compute an O(1)-approximate center set C' € C for such stable P.
Partition P into P4, ..., P of this C. Using a similar argument as for Lemma D.11, we can show
that P N B(c}, O(Ari + Vdlog %)) C P;. Furthermore, by a simﬂar argument as for D.12/,\we
can show that u(P;) € B(cr,O(r; +Vdlog 17%)). Thus, letting C be the collection of p(F;)’s
satisfies Assumption D.2.

E Missing results and discussions from Section 3

This appendix provides additional results and clarifications supporting our theoretical analysis. We
first examine the necessity of the cost-stability assumption in worst-case settings and then illustrate
how to examine Assumption 3.2 in practice. Finally, we show the impact of using an approximate
optimal solution of P in the algorithms.

E.1 Necessity of the stability assumption in the worst case

We present an example to demonstrate the necessity of the cost-stability assumption (Assumption 3.2)
for ensuring a meaningful separation between the traditional error Err and the proposed Err,.
Consider the 3-Means problem in R (i.e., kK = 3, d = 1). Let P C R consist of % points each at
positions —3.25v/2, —1.25v/2, 1.25v/2, and 3.25v/2. A simple calculation shows that the optimal
center set C(P) is either {—3.25v/2, —1.25v/2,2.25v/2} or {3.25v/2,1.25v/2, —2.25/2}, yielding
OPTp(k) = n in both cases. Moreover, for the 2-Means problem, the optimal centers are at
{+£2.251/2}, giving OPTp(k — 1) = 2n = 2 - OPT p(k). Hence, P is y-cost-stable with v = 1.

Now let P be a noisy version of P generated under noise model I with § = 1, where each perturbation
is sampled from (0, 1). Using the known expectation E,. (1) [|z| | > 0] = \/2/7, we can
approximate the means of the three clusters in Pas —2.25v2 — v/2/7, 0, and 2.25v/2 + \2/m,
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respectively. Thus, the likely optimal center set for P is C(S) = {—2.25v/2 — /2/7,0,2.25v/2 +
\/2/7}, leading to:
cost(P, C(9))

Erry (P, P) = OPT 1 (k)

—1~0.82.

By further computation, we approximate P by assuming & = £E(|&,|) = £+/2/7 for each point p,

then we observe that OPT 5 ~ 1.24n, thus Err(ﬁ7 P) ~ ‘OPT’si(;gsTt(AP’C(Sm ~ 0.47. This implies
P

Err(P, P) < Errq (P, P).

This example underscores the importance of Assumption 3.2: in worst-case scenarios without
cost-stability, the two errors may become comparable, and the benefit of using Err,, may diminish.

Empirical comparison of metrics. To further compare the behavior of Err, and Err, we conduct
simulations on synthetic datasets with varying separation levels .

Let P consist of % points each at positions p; = —9V/2 — B‘T@, p2 = %ﬁ, p3 = ﬁTﬁ, and

pa=2V2+ %@ When 3 = 2.5, this setup matches the example discussed above. Note that the
distances |ps — p1| = |ps — p3| = 2v/2 remain fixed, while only the inter-cluster gap |p3 — po| varies.
This ensures that OPT p = Ond and v = 1 hold for all 5 > 2.

We set n = 10,000, k = 3, and vary /3 from 2 to 3 in steps of 0.05. The dataset P is perturbed under
noise model I with # = 1 to obtain P.

We compute near-optimal k-means++ centers for P and P, denoted C* and C* , respectively. We

cost(P,C/a) 1

approximate Errl(ﬁ7 P) by computing oSt (PCT)

To estimate Err(]3, P), we randomly sample 500 candidate k-center sets C1, ..., Csqp, each con-

~ ~

structed by uniformly sampling % points from the interval [min(P), max(P)]. We define

|cost(P,C;)—cost(P,C;)|
cost(P,C;)

Err(lﬁ7 P) := maxi<;<500

as a proxy for the classical Err metric.

— Em(P,P)
— Err(P, P)

o o
o ~
L I

emp\r\ca\ error £
o o
£ (%]

o
w

o
[N}
L

0.1+

2.0 2.2 2.4 2.6 2.8 3.0
separation level 8

Figure 1: Empirical comparison of error metrics Erry (}3, P) and Err(]S, P) on synthetic data as the
separation level /3 varies. While Err; responds to changing cluster geometry, Err remains nearly
constant, illustrating its insensitivity to structural properties in noisy settings.

Figure 1 presents the results. At 8 = 2.5, we observe that Err(ﬁ, P) ~ 0.41 and Err1(13, P) ~0.74,
consistent with our theoretical discussion. The overall trend confirms that Err and Err,, can diverge
significantly in value.
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Interpretation. This simulation supports our comparison between the classical error metric

Err(P, P) and the proposed surrogate Err, (P, P). It shows that Err is relatively insensitive to
changes in the structural properties of the dataset, potentially underrepresenting approximation error
as data becomes less separable. In contrast, Err,,, approximated here via Erry, decreases with 8 (when
B > 2.5), reflecting the growing challenge of summarizing data as cluster separation decreases.

Even when the optimal clustering is unaffected by noise—i.e., OPT p and cluster geometry remain
stable—Err remains nearly unchanged, while Err,, adapts to the increased representational difficulty.
This divergence (e.g., 0.41 vs. 0.74 at § = 2.5) underscores their differing sensitivities.

These findings reinforce our theoretical argument: Err,, is a structurally aware and more reliable
metric for noisy settings. This justifies its use in guiding coreset construction and motivates algorithms
such as CIN,, that explicitly target this measure.

Interestingly, we observe that Err; remains small even when the separation is minor (e.g., Err; < 0.1
at § = 2), suggesting that Err,, may also better align with the ideal metric r p in the presence of noise
when clusters are close. This opens a promising direction for strengthening our theoretical guarantees
in low-separation regimes.

E.2 Examining Assumption 3.2 in practice

We detail the process for examining Pin CN,, whose goal is to estimate whether P meets the data
assumptions.

Given P and an O(1)-approximate center set Cy, for k-MEANS problem, let 6|5__T-(ki) := cost(P, Cy).
Correspondingly, compute an O(1)-approximate center set Cj_1, let OPT (k — 1) := cost(P, Ck—_1).

For cost stability assumption, we directly verify whether

OPT(k—1) Ondlog? (kd/\/f)>
OPT (k) 21+0(a)- (1 + OPT (k)

Suppose P does not meet the stability assumption, for example, there exists a solution C_; for

(k- 1) Means problem, such that M < 14~. Then it’s likely that a corresponding solution

for P will also violate the stability assumptlon

For the assumption that r; < 87, consider removing the top 1% of points in P with the greatest

distances to C, resulting in a trimmed dataset P. Recompute r;, 7; for this adjusted dataset and C,
and check if r; < 87; holds for every ¢ € [k].

E.3 Impact of Cost Estimation of OPT p on Algorithm Performance

We discuss how the estimation of the optimal cost OPT p affects the performance of CN, and CN.
Generally speaking, a c-estimate (¢ > 2) of the optimal cost on P worsens the error guarantee for
CN (using Err measure) and hardens the data assumption for CN,, (using Err,, measure). Below
we illustrate these points.

Suppose we are given a center set C for coreset construction, whose clustering cost is cost(P,C) =

¢ - OPTp for some ¢ > 1 (c-estimate), where P is the underlying dataset and P is a given noisy
dataset.

Impact on CIN. Let S be a coreset derived from CN. Employing a c-approximate estimate C can
weaken the quality bound of .S by up to a factor of c¢ in the following sense: With an exact estimate of
OPT p, Theorem 3.1 provides a bound on the worst-case quality of an c-approximate center set of .S

as
2
Ond Ond
rp(S,a) < <1+€+O<OPTP+“OPTP>> -,

In contrast, using CN with the approximate estimate C yields the following bound for the derived

coreset S: )
Ond ond
< . N . o,
rp(S,a) < <1+c €+O<OPTP + OPTp)) «a
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Compared to the exact estimation case, this bound increases the error term from ¢ to ¢ - . This

arises because the importance sampling procedure from [10], used in CN, introduces an additional

cost(P,C)
OPTp

Ond + Ond

error term € - oPT, oPTS

= c¢- ¢ in its analysis, whereas the term O < ) results from

Err(]3, P) and remains unaffected by the quality of the estimation.

Impact on CN,. Let S be a coreset derived from CIN,,. Using a c-approximation estimate C
weakens Assumption 3.2 by a factor of c; specifically, the required cost-stability constant y increases
by this factor. Consequently, the range of datasets satisfying the theoretical bounds of CN, (as stated
in Theorem 3.3) shrinks. This occurs because the performance guarantee of CIN,, relies on correctly
identifying k separated clusters, a task complicated by the approximation error in C'. Increasing y by
a factor of ¢ ensures these clusters are accurately identified, restoring the desired guarantees.

Additionally, using a c-estimate may still result in a high-qualified coreset as with perfect estimate in
practice.

F Extensions of Theorems 3.1 and 3.3

This section extends Theorems 3.1 and 3.3 to other noise models and general (k, z)-CLUSTERING.

F.1 Extension to other noise models

Noise model II.  Recall that under noise model II, for every ¢ € [n] and j € [d], pi.; = pi,j + &ps»
where &, ; is drawn from Dj, a probability distribution on R with mean 0, variance o2, and satisfying
the Bernstein condition. The following Theorem shows the performance of coreset generated using
the Err metric under noise model II. The only difference from Theorem 3.1 is that we replace 6 by 0.

Theorem F.1 (Coreset using Err under noise model II). Let P be drawn from P via noise model II
with known 0® > 0. Let ¢ € (0,1) and fix o > 1. Let A be an algorithm that constructs a weighted

subset S C P for k-MEANS of size A(g) and with guarantee Err(S, ﬁ) < e. Then

Err(S,P) <e+ O(g;—?i + 4/ g;?i) andrp(S,a) < (1+¢e+ O(g;?i + g;?i)f .

Proof. By a similar argument as that of Theorem 3.1, we only need to prove the following property:

Ep | Y 1603] = O(o®nd), and Varp | > |13 | = O(o*nd?),

pEP peP
which again holds by the Bernstein condition. O
For the Err, metric, we first give the data assumption under noise model II, adapting from Assumption

3.2.

Assumption F.2 (Data assumption under noise model II). Given o > 1 and o2 >0, assume P is
~y-cost-stable with
o?nd 10g2( fyd_ )

and that r; < 8F; for all i € [k].

Theorem F.3 (Coreset using the Err, metric under noise model II). Let P be an observed dataset

drawn from P under the noise model 1l with known parameter o € [0, %]. Lete € (0,1) and fix

a € [1,2]. Under Assumption F.2, there exists a randomized algorithm that constructs a weighted

S C P for k-MEANS of size O(—*dosk,__ | (a—l)klogk ) and with guarantee Err, (S, P) < e.
g

_ Va—1o2nd ( 7\/04—10271(1)2
aOPTp € oP

o TP
Moreover,

and

Erra(S, P) < &+ O(Ggd + Yol /oThiQRTeto nd)

TP(S705) S (1 +€+O(g;.]|€_i —+ \/? . \/%%*Jznd)) . a.
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Proof. By a similar argument as that of Theorem 3.3, we have the following property:
¢ Bp [Zyep I618] = O(0Pnd), and Varg [3,cp [1618] = O(o*nd?),
* Ep [Speplépp— o] = 0and Varg [,cp(0p - 0)] = 0% cost(P,c).

which holds by the Bernstein condition.

Similar to the proof of Lemma D.12, for any i € [k], E5, {H > pep, §p||2} < O(v/0?n;d) and

Varg, 11 D &llz| <Ep |ID- &3] =Ep | Y 1615] = O0®nid),

pEP; pEP; pEP;
Then by Chebyshev’s inequality, with high probability, || >_ ¢ p. &|| < O(v/o?n;d), which implies
@272
~ 2 2 pep, & o%d
P;) — u(P; = || =280 12 < 0 .
1B = (B[, = 17222 < 07 )
The remaining steps remain the same as in Theorem 3.3. O

Non-independent noise across dimensions. For simplicity, we consider a specific setting where
the covariance matrix of each noise vector £, is ¥ € R%*4_ Note that under the noise model II,
Y = 02 - I; when each D; = N(0, o?). In contrast, this setting considers non-independent noise
across dimensions.

Note that the above proofs rely on certain concentration properties of the terms _ 5 [|£, |5 and
> pep(&sp —c). In general, E[|£p]13] = trace(X). Hence, by a similar argument as in the proof of
Claim D.6, one can show that > _p, |€p||3 concentrates on n - trace(3) and > pepl&pp—c) <

O(y/trace(X) - cost(P, c)). The only difference with Theorem 3.1 and 3.3 is that we replace the
original variance term 6d to trace(X).

Theorem F.4 (Coreset using Err under non-independent noise model). Let P be drawn from P
under non-independent noise model where each &, is drawn from D; = N(0,X). Let € € (0, 1) and
fix a > 1. Let A be an algorithm that constructs a weighted subset S C P for k-MEANS of size
A(e) and with guarantee Err(S, P) < e. Then

n - trace(X) n - trace(X)
<
Err(S, P) <e+ O( oPT,» oPT, ) and
n - trace(X n - trace(X
rp(S,a) < (1+e+ O( OPTp( ) OPTp( )))2 - a.

Proof. By a similar argument as that of Theorem 3.1, we only need to prove the following property:

Ep | > 16ll5| = O(n-trace(X)), and Varp | Y [|&,[13| = O(n - trace(X)?).

peP peP

The remaining steps of the proof remain the same as in Theorem 3.1. O

For the Err,, metric, we also extend Theorem 3.3 to this noise model.

Assumption E.5 (Data assumption under non-independent noise model). Given oo > 1 and a
covariance matrix ¥ € R4*¢, assume P is y-cost-stable with

n-tracc(E)-logz( (]id, )
720(04)'<1+ OPT» ﬁ)’

and that r; < 87; for all i € [k].
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Theorem F.6 (Coreset using the Err, metric under non-independent noise model). Let P be an
observed dataset drawn from P under non-independent noise model where each &, is drawn from

D; = N(0,X%) with trace(X) € [0, OEP]. Lete € (0,1) and fix o € [1,2]. Under Assumption
E5, there exists a randomized algorithm that constructs a weighted S C P for k-MEANS of size

o( %‘?’i’faae(z) (ngﬁiiﬁm ~) and with guarantee Err, (S, P) < e. Moreover,
— “OPTp (e— «OPTp )

k - trace(X) n Va—1 /k-trace(X)-OPTp + n - trace(X)
OPTP « OPTP

Erro (S, P) < e+ O( ) and

k - trace(X) n Va—1 /k-trace(X) - OPTp +n - trace(X)

rp(S,a) < (1+¢e+O( 5P T, - oPT, ) - e

Proof. By a similar argument as that of Theorem 3.3, we have the following property:
* Ep [Sper 63 = O trace(s)), and Varg [,ep 6, 13] = O(n - trace(s)?),
*Ep [ZP€P<§p,p - c)} =0 and Varp [Zpep<§p,p - c)} = trace(X) - cost(P, c).

which holds by the Bernstein condition.

Similar to the proof of Lemma D.12, for any i € [k],

Varp, (1Y &ll| <Ep (1Y &3] =Ep | D I6ll5] = O(n; - trace(T)),

peEP; peEP; peEP;

Then by Chebyshev’s inequality, with high probability, ||  p, & , < O(4/n; - trace(X)), which
implies
N 2 > pep &p trace(X)
[P = (P = 15252228 < 02,
K3 7
The remaining steps remain the same as in Theorem 3.3. O

F.2 Extension to (k, z)-CLUSTERING

The following theorem extends Theorem 3.1 to (k, z)-CLUSTERING, under both noise models I and
II.

Theorem F.7 ((k, z)-CLUSTERING coreset using the Err,, metric in the presence of noise). Ler
P be drawn from P via noise model I (or II) with known 0 > 0 (or 0 > 0). Let ¢ € (0,1) and fix
a > 1. Let A be an algorithm that constructs a weighted subset S C ]3f0r k-MEANS of size A(e)
and with guarantee Err(S, ]3) < . Then for noise model I,

Err(S,P) < &+ O(%8dl” o &/ 0nd2) yngvp(S,a) < (14 + O(Rd” o/ ondz2 )2

For noise model 11,
Err(S, P) < 5+O("gg‘.€:2 + ¢/ ”Sg‘ff) andrp(S,a) < (1 +5+O("8’Fﬁ‘f}:2 + ¢/ Ugg‘fp/ﬂ)?.a

Proof. The case of k-MEANS has been proved in Theorem 3.1. Now we show how to extend to
(k, z)-CLUSTERING. For the upper bound, the main difference is that we have

|d*(p, C) = &*(3, O)| < O (lI&lI5 + 112 - &*(p, €)) ,
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Table 2: Datasets used in our experiments. 7y represents the cost stability constant. r; and 7; are
as defined in Assumption 3.2. Note that the assumption max; % < 8 holds for both datasets. The
Census1990 dataset consists of 2458285 data points and we subsample 100000 from them. We also
drop the categorical features of the datasets and only keep the continuous features for clustering.
Dataset Size | Dim | & v | max; %
Adult 41188 | 10 | 10 | 0.07 7.52
Census1990 10° 68 10 | 0.03 5.93

where O, (-) hides constant factor 2°(*). Similar to Claim D.6, we assume > pep l&llz <

O.(6nd*/?) by the Bernstein condition, which happens with probability at least 0.9. Then we
have

|cost (P, C) — cost, (P, C)|
cost (P, C)

0. (Zyer 1615 + Iz (0, ©))

< —
cost, (P, C)
ond . O (Tper &l 71 (3.C)) |
<
< O( oOPT + OPT (by assumption)
B (/e 1615 e p d=(p, ) ) S
< O( OPT)+ OPT (Generalized Holder inequality)
Ond .| O(Ond=/2) .
<
< O(OPT)+ oOPT (by assumption)
Ond  .[/Ond=/?
< .
< O(OPT + opT )’ (Defn. of OPT)

which completes the proof for (k, z)-CLUSTERING under noise model 1.

Similarly, for (k,z)-CLUSTERING under noise model II, we only need to prove the following
property:

Es | Y N613| = 0-(0"nd*/?), and Vars | > 16,13 | = 0-(c*nd*),

pEP pEP

which again holds by the Bernstein condition. This completes the proof. O

The extension of Theorem 3.3 to general (k, z)-CLUSTERING introduces additional technical chal-
lenges, as the optimal center for k£ = 1 is not the mean point, making it more difficult to control the
location of centers. Adapting the use of the Err, metric to general (k, z)-CLUSTERING remains an
interesting direction for future work.

G Additional empirical results

In this section, we provide the implementation details of CIN and CN,, and give more empirical
results to corroborate our findings in Section 4. All experiments are conducted using Python 3.11 on
an Apple M3 Pro machine with an 11-core CPU, 14-core GPU, and 36 GB of memory.

G.1 Implementation details of CN and CN,

Implementation of CN. Given the perturbed dataset P and budget € > 0, CN first computes an
appr0x1mate optimal center set Cof P by k-means++ with max_iter = 5 and computes OPT =

costy (P C) Then it constructs a coreset by the importance sampling algorithm [10] with coreset size
|S| = 3k'°¢~2, which represents the size bound derived by Err . The runtime of CN is O(ndk).
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Table 3: Result of census1990 dataset under noise model I with Gaussian noise. |:S| represents the
coreset size, Tg represents its empirical approximation ratio, and kg denotes the ratio of its empirical
approximation ratio over the theoretical bound.

(@0=0 (b) 6 =0.01

€ 0.1 0.15 0.2 0.25 0.3 € 0.1 0.15 0.2 0.25 0.3
IS CN 9486 | 4216 | 2371 1517 1054 IS CN 9486 | 4216 | 2371 1517 1054

CN, | 6835 | 3260 1922 1320 960 CN, | 6779 | 3260 1940 1320 960
s CN 1.028 | 1.026 | 1.043 | 1.052 | 1.056 s CN 1.038 | 1.030 | 1.043 | 1.052 | 1.060

CN, | 1.057 | 1.067 | 1.079 | 1.071 | 1.087 CN, | 1.058 | 1.059 | 1.063 | 1.071 | 1.071
K CN 0.849 | 0.776 | 0.724 | 0.673 | 0.625 K CN 0.655 | 0.602 | 0.565 | 0.530 | 0.498

CN, | 0961 | 0928 | 0.899 | 0.857 | 0.836 CN, | 0945 | 0905 | 0.872 | 0.843 | 0.812

(©) 0 = 0.05 (d) 0 =0.25

€ 0.1 0.15 0.2 0.25 0.3 5 0.1 0.15 0.2 0.25 0.3

IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6834 3260 1928 1320 960 CN, 6708 3176 1922 1320 960

o CN 1.024 1.036 1.057 1.053 1.059 o CN 1.041 1.041 1.054 1.086 1.088
CN, 1.069 1.061 1.065 1.097 1.091 CN, 1.079 1.067 1.104 1.122 1.106

K CN 0.451 0.427 | 0.409 | 0.384 | 0.363 K CN 0.201 0.192 | 0.187 | 0.184 | 0.177
CN, 0.893 | 0.851 0.821 0.815 | 0.781 CN, 0.682 | 0.653 | 0.656 | 0.648 | 0.620

Implementation of CN,. Given the peﬂurbed dataset P and budget € > 0, CN,, also first
computes an approx1mate optimal center set Cof P by k-means++ with max_iter = 5 and computes
OPT = costa (P, C). Next, we decompose P into k clusters P; by C. For each i € [k], compute

o= 1/%5"3). Then we compute P/ = P, N B;, where ball B; := B(¢;, R;) with R;

| Pi|
7; +V/dlog 10(1 + 0kd). For each i € [k], take a uniform sample S; of size min(\P’| 2+ 5)asan
approximation of theoretical results. Finally, it returns S = Ule[k S; with w(p) = ‘ forp € S;.

Similarly, the runtime of CN, is O(ndk).

G.2 Results on the Census1990 dataset

The setup has been shown in Section 4. See Table 3 for results. All observations are consistent with
that for Adult.

G.3 Results under other noise settings

We present additional results under various noise settings using the Adult dataset, with the same
noise levels and tolerance parameters as in Section 4. Tables 4 and 5 evaluate coreset performance
under noise model I, replacing Gaussian noise with Laplacian and Uniform noise, respectively. The
results are consistent with Table 1, validating the robustness of our theoretical findings across different
noise types. Table 6 assesses performance under noise model II, illustrating the practical relevance of
Theorem F.3, an extension of Theorem 3.3. Table 7 considers non-independent noise, as analyzed in
Theorem F.6, and again shows consistency with Table 1. Overall, these results further support our
theoretical analysis, confirming that coreset performance under noise is primarily governed by the
noise variance.
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Table 4: Result of Adult dataset under noise model I with Laplacian noise Lap(0, %) This choice
of Laplacian noise ensures a variance of 1 per coordinate, matching that of the Gaussian noise.
|S| represents the coreset size, T's represents its empirical approximation ratio, and xg denotes the
tightness ratio of its empirical approximation ratio over the theoretical bound.

(@) 6=0 (b) 6 = 0.01
€ 0.1 0.15 0.2 0.25 0.3 5 0.1 0.15 0.2 0.25 0.3
IS| CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6428 3178 1940 1320 960 CN, 6445 3178 1940 1320 960
s CN 1.048 1.072 1.121 1.179 1.310 s CN 1.036 1.031 1.093 1.118 1.243
CN, 1.138 1.096 1.173 1.155 1.153 CN, 1.083 1.111 1.120 1.188 1.173
K CN 0.866 | 0.810 | 0.778 | 0.755 | 0.775 K CN 0.600 | 0.554 | 0.547 | 0.522 | 0.542
CN, 1.035 | 0.953 | 0978 | 0.924 | 0.887 CN, 0.956 | 0.940 | 0.908 | 0.926 | 0.880
(©) 0 = 0.05 (d)6 =0.25
€ 0.1 0.15 0.2 0.25 0.3 5 0.1 0.15 0.2 0.25 0.3
IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6445 3178 1940 1320 960 CN, 6445 3178 1940 1320 960
s CN 1.030 1.075 1.217 1.095 1.281 s CN 1.036 1.073 1.132 1.167 1.384
CN, 1.081 1.113 1.174 1.116 1.147 CN, 1.158 1.125 1.183 1.204 1.221
K CN 0.370 | 0.364 | 0.389 | 0.331 0.367 K CN 0.130 | 0.130 | 0.132 | 0.132 | 0.151
CN, 0.855 | 0.847 | 0.860 | 0.789 | 0.783 CN, 0.603 | 0.571 0.586 | 0.581 0.576

Table 5: Result of Adult dataset under noise model I with Uniform noise U[—+/3, v/3]. This choice
of Uniform noise ensures a variance of 1 per coordinate, matching that of the Gaussian noise. |.5|
represents the coreset size, g represents its empirical approximation ratio, and kg denotes the
tightness ratio of its empirical approximation ratio over the theoretical bound.

(@6 =0 (b) 6 = 0.01
€ 0.1 0.15 0.2 0.25 0.3 £ 0.1 0.15 0.2 0.25 0.3
IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6445 3178 1940 1320 960 CN, 6445 3178 1940 1320 960
s CN 1.057 1.139 1.043 1.281 1.265 s CN 1.026 1.050 1.128 1.224 1.158
CN, 1.106 1.097 1.142 1.169 1.155 CN, 1.089 1.125 1.098 1.208 1.130
K CN 0.873 | 0.861 0.724 | 0.820 | 0.748 K CN 0.594 | 0.564 | 0.564 | 0.571 0.505
CN, 1.006 | 0.954 | 0.951 0.935 | 0.889 CN, 0.962 | 0.951 0.891 0.942 | 0.848
() 6 = 0.05 ()6 =0.25
€ 0.1 0.15 0.2 0.25 0.3 5 0.1 0.15 0.2 0.25 0.3
IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6445 3145 1940 1320 960 CN, 6445 3178 1940 1320 960
s CN 1.061 1.051 1.092 1.151 1.208 o CN 1.064 1.061 1.099 1.228 1.295
CN, 1.131 1.133 1.136 1.163 1.111 h CN, 1.117 1.136 1.217 1.220 1.214
K CN 0.381 | 0.356 | 0.349 | 0.348 | 0.346 K CN 0.133 | 0.128 | 0.128 | 0.139 | 0.141
CN, 0.894 | 0.862 | 0.832 | 0.822 | 0.759 CN, 0.582 | 0.576 | 0.602 | 0.589 | 0.573
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Table 6: Result of Adult dataset under noise model II with Gaussian noise N(0,0?). Here, o2
controls the variance of noise, playing the same role as 6 under noise model I. | S| represents the
coreset size, r'g represents its empirical approximation ratio, and kg denotes the tightness ratio of its
empirical approximation ratio over the theoretical bound.

(@o?=0 (b) 0® = 0.01
€ 0.1 0.15 0.2 0.25 0.3 5 0.1 0.15 0.2 0.25 0.3
IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6445 3178 1940 1320 960 CN, 6445 3178 1940 1320 960
s CN 1.023 1.071 1.133 1.219 1.220 o CN 1.039 1.066 1.075 1.104 1.280
CN, 1.085 1.126 1.170 1.156 1.140 CN, 1.096 | 1.120 1.137 1.164 1.161
K CN 0.845 | 0.810 | 0.787 | 0.780 | 0.722 K CN 0.602 | 0.573 | 0.538 | 0.515 | 0.558
CN, 0.987 | 0.979 | 0975 | 0.925 | 0.877 CN, 0.967 | 0.947 | 0922 | 0.908 | 0.871
(c)o? = 0.05 (d)o?=0.25
€ 0.1 0.15 0.2 0.25 0.3 5 0.1 0.15 0.2 0.25 0.3
IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6445 3178 1940 1320 960 CN, 6445 3178 1940 1320 960
s CN 1.045 1.074 1.218 1.135 1.234 s CN 1.042 1.098 1.127 1.292 1.323
CN, 1.098 1.115 1.129 1.123 1.139 CN, 1.079 1.125 1.217 1.215 1.231
K CN 0.375 | 0.363 | 0.389 | 0.343 | 0.353 K CN 0.130 | 0.133 | 0.132 | 0.146 | 0.145
CN, 0.869 | 0.849 | 0.828 | 0.794 | 0.778 CN, 0.562 | 0.571 0.602 | 0.587 | 0.581

Table 7: Result of Adult dataset under noise model II with non-independent Gaussian noise
N(0,02%) with trace(X) = d. We first generate the covariance matrix ¥ randomly, and then
apply it for different noise levels 2. This choice of trace(X) ensures a variance of o2d per point,
matching that of noise model II. |:S| represents the coreset size, 7's represents its empirical approxima-
tion ratio, and kg denotes the tightness ratio of its empirical approximation ratio over the theoretical
ratio.

(@oc%=0 (b) 0? = 0.01
€ 0.1 0.15 0.2 0.25 0.3 £ 0.1 0.15 0.2 0.25 0.3
IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6445 3178 1940 1320 960 CN, 6445 3178 1940 1320 960
s CN 1.029 1.051 1.101 1.265 1.227 s CN 1.022 1.039 1.133 1.147 1.240
CN, 1.064 1.149 1.136 1.119 1.175 CN, 1.077 1.165 1.150 1.088 1.164
K CN 0.851 | 0.795 | 0.764 | 0.810 | 0.726 K CN 0.592 | 0.559 | 0.566 | 0.535 | 0.541
CN, 0.967 | 0.999 | 0947 | 0.895 | 0.904 CN, 0.951 | 0.985 | 0933 | 0.848 | 0.873
(c)o? = 0.05 (d)o?=0.25
€ 0.1 0.15 0.2 0.25 0.3 £ 0.1 0.15 0.2 0.25 0.3
IS CN 9486 4216 2371 1517 1054 IS CN 9486 4216 2371 1517 1054
CN, 6418 3178 1940 1320 960 CN, 6445 3178 1940 1320 960
s CN 1.038 1.036 1.043 1.152 1.337 s CN 1.090 | 1.145 1.221 1.219 1.304
CN, 1.083 1.086 1.141 1.165 1.167 CN, 1.129 1.199 1.202 1.193 1.239
K CN 0.373 | 0.350 | 0.333 | 0.348 | 0.383 K CN 0.136 | 0.138 | 0.143 | 0.138 | 0.142
CN, | 0.857 | 0.826 | 0.836 | 0.824 | 0.797 CN, | 0.588 | 0.609 | 0.595 | 0.576 | 0.584
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Contributions are shown in Sections 2, 3, and 4.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Section 5.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: See Assumption 3.2, Section C and Section D.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)? s

Answer: [Yes]

Justification: See Sections 4 and G.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: See https://github.com/xiaohuangyang/Coresets-for-Clusterin
g-Under-Stochastic-Noise.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu
blic/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Section 4 and Table 2.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: As mentioned in Section 4, we repeat each setting 10 times and report the
averages.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Section G.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: All submissions are anonymous.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See Section 5.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We mention that datasets are from the UCI Machine Learning Repository in
Section 4.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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