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Abstract

Large Language Models (LLMs) have shown001
significant limitations in understanding cre-002
ative content, as demonstrated by Hessel et al.003
(2023)’s influential work on the New Yorker004
Cartoon Caption Contest (NYCCC). Their005
study exposed a substantial gap between LLMs006
and humans in humor comprehension, estab-007
lishing that understanding and evaluating cre-008
ative content is key challenge in AI develop-009
ment. We revisit this challenge by decom-010
posing humor understanding into three compo-011
nents and systematically improve each: enhanc-012
ing visual understanding through improved an-013
notation, utilizing LLM-generated humor rea-014
soning and explanations, and implementing tar-015
geted alignment with human preference data.016
Our refined approach achieves 82.4% accu-017
racy in caption ranking, singificantly improving018
upon the previous 67% benchmark and match-019
ing the performance of world-renowned hu-020
man experts in this domain. Notably, while at-021
tempts to mimic subgroup preferences through022
various persona prompts showed minimal im-023
pact, model finetuning with crowd preferences024
proved remarkably effective. These findings025
reveal that LLM limitations in creative judg-026
ment can be effectively addressed through fo-027
cused alignment to specific subgroups and in-028
dividuals. Lastly, we propose the position that029
achieving artificial general intelligence necessi-030
tates systematic collection of human preference031
data across creative domains. We advocate that032
just as human creativity is deeply influenced033
by individual and cultural preferences, train-034
ing LLMs with diverse human preference data035
may be essential for developing true creative036
understanding.037

1 Introduction038

Warning: this paper contains potentially offen-039

sive content due to the nature of humor.040

The emergence of Large Language Models (LLMs)041

has revolutionized many domains of artificial intel-042

ligence, yet their ability to understand and evalu- 043

ate creative content remains notably limited. This 044

limitation is particularly evident in humor compre- 045

hension, as demonstrated by Hessel et al. (2023)’s 046

seminal work on the New Yorker Cartoon Caption 047

Contest (NYCCC). Their study, which earned the 048

best paper award at ACL 2023, exposed a substan- 049

tial gap between LLMs and human performance in 050

ranking humorous captions, establishing creative 051

understanding as a key challenge in AI systems. 052

We revisit this challenge by decomposing humor 053

understanding into three components: visual un- 054

derstanding, cartoon-caption reasoning, and align- 055

ment with human preferences as demonstrated in 056

Figure 1. Through improved visual annotations 057

and LLM-generated explanations, we significantly 058

enhanced both visual understanding and cartoon- 059

caption reasoning. However, the most critical and 060

challenging component proved to be alignment 061

with human preferences. 062

Our work reveals an intriguing paradoxical find- 063

ing in this alignment challenge: while LLMs can 064

now generate sophisticated and accurate explana- 065

tions about why captions are humorous, they still 066

struggle with the seemingly easier task of rank- 067

ing pairs of captions. Our attempts to bridge this 068

gap through various persona-based prompting tech- 069

niques showed minimal impact, suggesting a funda- 070

mental limitation in how LLMs understand human 071

preferences. The breakthrough came through ex- 072

plicit finetuning on human preference data from the 073

caption contest crowd. Combined with the other 074

improvements mentioned above, we dramatically 075

increased our ranking performance from 67% to 076

82.4% accuracy, matching or exceeding the perfor- 077

mance of human experts. This success extends to 078

an even more challenging variant of the task where 079

the crowd-averaged preference differences between 080

caption pairs are substantially smaller. 081

Our results highlight a broader challenge in AI 082

capacity to understand subgroup and individual 083
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Figure 1: Our work improve over state-of-art caption ranking through a three-stage process. With multimodel LLM
assistance, we manually fix visual understanding and cartoon description flaws. Our framework also incorporates
o1 reasoning capabilities in explaining a joke, before utilizing two different alignment methods to align an LLM
preferences with the human preferences from the NYYCC. Our experiments demonstrate that we are achieving
human expert level accuracy in this caption ranking task.

preferences for subjective and creative tasks. In084

Section 5, we argue that the AI research commu-085

nity’s focus on problems with verifiable rewards,086

in domains such as mathematics and coding, may087

be insufficient for achieving AGI. We propose that088

mastering creative domains – which lack objective089

metrics and require deep understanding of audi-090

ence preferences – represents a crucial yet under-091

explored challenge on the path to AGI.092

The contributions of this work are as follows.093

1. We decompose LLM capability in humorous cap-094

tion ranking into three fundamental components095

– visual understanding, humor reasoning and sub-096

group preference alignment.097

2. By improving upon all of the three components,098

especially on the preference alignment, we ob-099

tain caption ranking models that achieve accu-100

racy on par with human experts.101

3. Our experiments reveal that extensive persona-102

based alignment significantly under-performs103

relative to improvements based on finetuning,104

revealing current LLM limitations in understand-105

ing subgroup and individual preferences.106

4. We propose that systematic collection and inte-107

gration of human preference data across creative108

domains may be essential for achieving AGI in109

creative tasks.110

2 Related Work111

Humor and LLMs. Research on computational112

humor has evolved significantly – from early rule-113

based, template-driven systems that generated puns 114

via fixed linguistic rules (Binsted et al., 2006; Apte, 115

1988) to modern large language models (LLMs) 116

that strive to capture the nuances of human wit. 117

Recent studies reveal that while models like Chat- 118

GPT can produce coherent and seemingly humor- 119

ous outputs, they often rely on a limited repertoire 120

of pre-learned jokes rather than inventing truly 121

original humor (Jentzsch and Kersting, 2023). To 122

overcome these limitations, innovative prompting 123

strategies such as the Creative Leap-of-Thought 124

(CLoT) paradigm have been proposed, encourag- 125

ing LLMs to make unexpected conceptual associa- 126

tions and thereby enhancing creative humor gener- 127

ation (Zhong et al., 2023). Complementing these 128

approaches, multimodal techniques that integrate 129

auditory cues have shown promise in capturing the 130

phonetic ambiguities (essential for understanding 131

puns) that text-only systems often miss (Baluja, 132

2025). Furthermore, research on curated humor 133

datasets demonstrates how targeted data can ex- 134

pose LLM limitations and spur advances in hu- 135

mor generation (Horvitz et al., 2024), while real- 136

world evaluations by stand-up comedians under- 137

score that, despite impressive fluency, LLM out- 138

puts frequently appear generic or bland compared 139

to human creativity (Mirowski et al., 2024). On 140

the other hand, recent studies suggest that under 141

controlled conditions AI-generated humor can ri- 142

val human-produced jokes (New York Post, 2024). 143

Challenges remain, however, in producing humor 144
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Figure 2: Composition of cartoon caption contest datasets
across Hessel et al. (2023), Zhang et al. (2024) and our pa-
per. In our paper, we examine 20 pairs of captions selected
from 379 contests (#510-#889). The dataset is further split
into 279 contest for training and 100 for testing. Figure 3: Example voting page for the caption contest.

that is contextually rich, culturally sensitive, and145

genuinely surprising, highlighting the need for con-146

tinued research into more sophisticated models and147

training paradigms (Robison, 2024).148

New Yorker Cartoon Caption Contest. Re-149

cent advances in computational humor have been150

bolstered by the availability of large, well-curated151

datasets derived from The New Yorker Cartoon152

Caption Contest. Previous works used this dataset153

to analyze the complex interplay between visual154

cues and linguistic humor, shedding light on the155

mechanisms that make captions amusing (Zhang156

et al., 2024). The seminal work of Bob Mankoff,157

whose editorial work shaped the contest’s creative158

process, provides essential context and insight into159

what constitutes successful humor in this setting160

(Mankoff, 2008). However, recent studies have161

demonstrated that state-of-the-art AI models strug-162

gle to fully capture the nuanced judgment required163

to select and explain winning captions (Hessel et al.,164

2023). Together, these works underscore the utility165

of the New Yorker dataset as a powerful benchmark166

for advancing our understanding of humor in both167

human and machine-generated contexts.168

LLM Post-training/Alignment Recent ad-169

vancements in post-training alignment techniques170

for LLMs have progressed through several distinct171

stages. Initially, supervised fine-tuning (SFT) was172

employed to adapt pre-trained models to specific173

tasks using high-quality, instruction-based datasets,174

demonstrating that even modest amounts of cu-175

rated data can substantially improve downstream176

performance (Wei et al., 2021). Building on this,177

researchers introduced Reinforcement Learning178

from Human Feedback (RLHF) (Ouyang et al.,179

2022)to further align model outputs with human 180

preferences. In this framework, Proximal Policy 181

Optimization (PPO) is widely used to adjust the 182

model’s behavior based on human-provided pref- 183

erence comparisons (Schulman et al., 2017). How- 184

ever, the inherent complexity and instability of 185

PPO-based RLHF motivated the development of 186

simpler alternatives. Direct Preference Optimiza- 187

tion (DPO) recasts the alignment objective as a su- 188

pervised learning problem by directly contrasting 189

the log-probabilities of preferred and non-preferred 190

responses, thereby eliminating the need for an ex- 191

plicit reward model (Rafailov et al., 2023). More 192

recently, extensions such as Group Relative Policy 193

Optimization (GRPO) have been proposed, which 194

incorporate group-level comparisons that further 195

enhance training stability and mitigate issues like 196

catastrophic forgetting (Guo et al., 2024). This 197

evolution – from SFT through PPO-based RLHF 198

to DPO and GRPO – reflects the field’s ongoing 199

efforts to develop robust, efficient, and reliable post- 200

training alignment methods for LLMs. 201

3 Cartoon Caption Ranking Task 202

The New Yorker Cartoon Caption Contest is a long- 203

standing weekly feature hosted by The New Yorker 204

magazine, in which a captionless cartoon is pub- 205

lished and readers are invited to submit humor- 206

ous captions. Each week, over 6,000 captions are 207

submitted. From contest #530 to contest #895, a 208

bandit-based crowdsource rating system (Jamieson 209

et al., 2015) has been employed, allowing users 210

to score captions as “funny”, “somewhat funny", 211

or “unfunny” (see Figure 3). At the end of each 212

contest, a complete crowdsourced ranking of cap- 213
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tions is obtained based on their perceived humor.214

Over the past eight years, the dataset of cartoons,215

captions and their rankings (Zhang et al., 2024)216

has proven invaluable for computational humor re-217

search. Notably, prior work by Hessel et al. (2023)218

and Zhang et al. (2024) has leveraged the caption219

contest dataset to benchmark both humor under-220

standing and generation, two essential domains of221

humor reasoning.222

To evaluate caption understanding, we employ223

the pairwise ranking task, a method widely used224

to study humor (Shahaf et al., 2015; Radev et al.,225

2016; King et al., 2013; Hessel et al., 2023; Zhang226

et al., 2024). We adopt the variant described by227

Hessel et al. (2023). In this task, given a cartoon228

description1, evaluators (models or humans) com-229

pare two captions at a time, each randomly sam-230

pled from distinct ranking tiers. Specifically, one231

caption is drawn from a high-ranked group (ranks232

#1–10) and the other from a lower-ranked group233

(ranks #1000–1009) (see Figure 2). This sampling234

strategy allows us to directly measure an evalua-235

tor’s ability to discern differences in humor quality236

while controlling task difficulty through the selec-237

tion of ranking tiers. Additionally, we conduct238

a more challenging variant by asking models to239

distinguish between captions sampled from mid-240

ranked tiers (ranks #30–39 versus ranks #300–309).241

Previous work by Hessel et al. (2023) and Zhang242

et al. (2024) shows that state-of-the-art models, in-243

cluding variants of GPT-4, achieve only around244

67% accuracy on the easy version of the pairwise245

task, whereas human experts significantly outper-246

form the LLMs. These findings underscore the per-247

sistent gap between current state-of-the-art models248

and human expertise in humor understanding, mo-249

tivating our investigation into novel approaches to250

enhance model performance on this task.251

4 Experiments252

We break the ranking challenge into three compo-253

nents – visual understanding, humor reasoning, and254

targeted alignment to human crowd preferences.255

Generating cartoon description is a crucial first256

step in understanding the humor correctly. How-257

ever, we found 23.5% of the GPT-4o generated258

cartoon descriptions in Zhang et al. (2024) have259

erroneous descriptions. Therefore, in Section 4.1,260

we employ an AI-assisted annotation with human-261

1A cartoon image was used in place of the cartoon descrip-
tion when humor experts performed the same task.

in-the-loop assistance to fix cartoon descriptions. 262

In Section 4.2, we find that the o1-preview model 263

can explain captions correctly and demonstrates 264

extensive humor reasoning more than 85% of the 265

time. We therefore generate such explanations, 266

which serve as intermediate reasoning steps that 267

inform the final pairwise comparison of captions. 268

To better align our system with human crowd pref- 269

erences, we implement two different strategies in 270

Section 4.3. First, we conducted extensive persona- 271

based system prompting, which does not exhibit 272

significant improvements. Our second, more so- 273

phisticated approach directly fine-tunes the model 274

based on a set of ground truth rankings collected 275

in the crowdsource ranking. This second approach 276

significantly improves the ranking accuracy, and 277

closes the performance gap between LLMs and 278

human experts. 279

Throughout this section, we use a random 280

train/test split (see Figure 2) with 279 cartoons 281

for training and 100 for testing. The training set is 282

also used for sampling 5-shot in-context learning, 283

with five meaningfully sampled caption pairs per 284

cartoon. All reported results are evaluated on the 285

test set. 286

4.1 Improved Visual Annotation 287

Our dataset comprises 379 cartoons from the cap- 288

tion contest, including a subset from the annotated 289

dataset introduced by Hessel et al. (2023). For 290

cartoons lacking human annotations, we extend 291

the description generation approach of Zhang et al. 292

(2024). Through an LLM-assisted annotation pro- 293

cess, we refine and improve the existing cartoon 294

descriptions to build a comprehensive dataset. 295

Our visual annotation aims to generate both 296

canny and uncanny descriptions. The canny de- 297

scriptions accurately capture the literal contents of 298

a cartoon, while the uncanny descriptions highlight 299

its unusual or unexpected elements. 300

Our quality assessment reveals that 23.5% 301

(89/379) of the machine-generated descriptions 302

contain inaccuracies of varying severity, ranging 303

from minor semantic errors and missing contextual 304

elements to fundamental misinterpretations of the 305

scene (see Figure 4). To address these issues, we 306

develop a two-phase annotation refinement process. 307

In the first phase, human reviewers iteratively im- 308

prove the canny descriptions by identifying and 309

correcting incorrect or omitted details. Based on 310

their feedback, the descriptions undergo targeted 311

revisions until they achieve comprehensive accu- 312
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GPT-4o  Two tourists are standing at the 
base of a pyramid, looking at a map. At the 
top of the pyramid, there is a vendor with an 
umbrella and a cart. 

Human At the base of a massive pyramid, a 
clerk is enthusiastically pitching hotdogs to a 
woman, while another clerk sits atop the 
pyramid under an umbrella with a small cart.

GPT-4o Three eagles are perched on a tree. 
One eagle is on a branch, while the other two 
are on another branch, seemingly engaged in a 
conversation. 

Human An eagle with a special hairstyle 
perches on a branch, while behind it, two other 
eagles appear to be gossiping about its look. 

GPT-4o Two reptiles, one resembling a turtle 
and the other a snake, are facing each other in a 
jungle setting. The turtle has a snake-like 
tongue extended towards the snake. 

Human In the grass, two snakes meet; one is in 
the midst of devouring a calf-like animal, 
whose tail still protrudes from the snake’s 
mouth, not yet fully swallowed. 

Minor Errors Omission of Key Details Fundamentally Incorrect

Figure 4: Examples of three types of errors in machine-generated cartoon descriptions and their human-annotated
corrections. Left: Minor errors in word choice ("tourists" vs. "clerk", "map" vs. "hotdogs"). Center: Omission
of key narrative details (missing the humorous implication of eagles gossiping about another eagle’s appearance).
Right: Fundamentally incorrect scene interpretation (misidentifying two snakes as a turtle and snake).

racy. In the second phase, these validated canny313

descriptions are used to generate corresponding314

uncanny elements, ensuring analytical consistency315

throughout the annotation process. Further details316

on this process can be found in Appendix A.1.317

Comparative experiments between using the318

original and refined descriptions show an accu-319

racy improvement from 70% to 73% with GPT-4o320

prompting. With the refined descriptions, finetuned321

models (more details in Section 4.3.2) obtain a per-322

formance gain from 81.3% to 82.4%.323

4.2 Does reasoning through a joke improve324

humor understanding?325

Humor assessment is challenging because it fuses326

objective cues with subjective preferences. While327

enhanced caption descriptions capture objective328

elements, they often miss the figurative aspects that329

make a caption truly funny.330

We propose that enriching model inputs with331

explicit explanations can improve performance332

by highlighting both objective cues (e.g., word-333

play) and subjective nuances (e.g., cultural context).334

Prior work (Hessel et al., 2023) shows that models335

detect objective features well but struggle with sub-336

jectivity. Encouragingly, recent reasoning models337

like o1 and DeepSeek (OpenAI, 2024b; DeepSeek,338

2024) appear promising – our humor expert found339

that over 85% of o1-preview explanations effec-340

tively captured a cartoon’s humor.341

We generate explanations using two lan-342

guage models, GPT-4o and o1-preview (see Ap-343

pendix A.2). As shown in Table 1, o1-preview344

explanations boost ranking accuracy to 76%, com-345

Explanation Model Accuracy
none (baseline) 73%
GPT-4o 71%
o1-preview 76%

Table 1: GPT-4o pairwise caption ranking accuracy of
top 10 vs 1000-1009 captions. We compare explana-
tions generated by different models. The experiment
is conducted with five in-context examples (detailed
prompts in Appendix A.4).

pared to 73% for the baseline and 71% for GPT- 346

4o-generated explanations. This underscores the 347

importance of explanation quality, with o1-preview 348

better capturing humor nuances (see Figure 5). 349

Our findings indicate that equipping the rank- 350

ing model with explicit explanations bridges the 351

gap between objective cues and subjective humor 352

elements. However, accuracy still falls short of ex- 353

pert human performance (90%, Table 3), possibly 354

due to the unique subjective biases of the Caption 355

Contest ranking crowd. In the next section, we ex- 356

plore aligning the verifier’s preference with that of 357

the New Yorker Caption Contest crowd to further 358

narrow this gap. 359

4.3 Alignment to Crowd Preference 360

Despite our success in incorporating both objec- 361

tive structural cues and subjective reasoning-based 362

explanations in previous sections, a significant per- 363

formance gap remains between our models and 364

humor experts. Our experiments in the pairwise 365

caption ranking task demonstrate that while adding 366

these elements enhances humor understanding, the 367
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Figure 5: Comparison of humor explanation quality between GPT-4o and o1-preview, illustrated through two
cartoon-caption pairs and their respective AI-generated humor explanation. o1-preview demonstrates a deeper
comprehension of the humor, and its explanations are highlighted in bold text.

verifier model (GPT-4o) still does not fully capture368

the nuanced humor preferences of the New Yorker369

caption contest crowd. We hypothesize that this370

discrepancy arises from a fundamental misalign-371

ment: GPT-4o’s inherent subjective reasoning does372

not match the specific taste and evaluative criteria373

of New Yorker voters.374

To address this misalignment, we build on our375

previous findings (that integrating objective and376

subjective elements enhances humor understand-377

ing) by exploring two alignment strategies. The378

first approach employs persona-based prompting379

to simulate the subjective evaluative criteria of ac-380

tive New Yorker caption contest participants, sub-381

tly steering the model’s preference toward the tar-382

get audience’s distinctive preferences. Our sec-383

ond strategy takes a more direct route through su-384

pervised fine-tuning (SFT) on a large corpus of385

New Yorker caption contest caption ranking data386

released by Zhang et al. (2024). We hypothesize387

that direct adaptation to the target domain will bet-388

ter align the model’s humor judgments with those389

of New Yorker voters, thereby narrowing the per-390

formance gap with human experts.391

In the following sections, we detail these two392

alignment strategies and evaluate their effective-393

ness in bridging the gap between our model’s per-394

formance and the nuanced humor understanding of395

human experts.396

4.3.1 Persona-Based Prompting 397

Persona-based prompting embeds persona informa- 398

tion within system prompts to steer language model 399

outputs toward reflecting target audience prefer- 400

ences, emerging as a promising method for aligning 401

model behavior. Prior research has demonstrated 402

the effectiveness of this approach in various tasks 403

(Park et al., 2023; Chuang et al., 2023; Chen et al., 404

2024; Chuang et al., 2024). We design nine distinct 405

prompts that simulate personas representative of 406

the New Yorker Cartoon Contest audience and eval- 407

uate their impact on humor preference alignment 408

using four language models—Claude-3.5-sonnet, 409

Gemini, GPT-4o, and o3-mini (Anthropic, 2024; 410

Google, 2024; OpenAI, 2024a, 2025). 411

In all of our persona-based experiments, we in- 412

corporate five random in-context learning exam- 413

ples, and also the o1-preview explanations. See 414

Appendix A.4 for detailed prompts. Results in 415

Table 3 show that persona-based prompts yield 416

only modest improvements in aligning the model 417

with the intended audience, with the highest accu- 418

racy of 76.5% achieved using the Female Lawyer 419

prompt—a mere 3% gain over the baseline without 420

any persona. These results indicate that persona- 421

based alignment is not strong enough to capture 422

the preferences of the New Yorker crowd. Instead, 423

more powerful alignment strategies, such as super- 424

vised fine-tuning (SFT), are required. In the next 425
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System Prompt GPT-4o (%) Claude (%) Gemini (%) o3-mini (%)

Empty (Baseline) 73.5 68 47 70
Judge 73 67.5 55 58

Male Lawyer 75 74 51 59
Female Lawyer 76.5 69 59 67

CS Phd 73.5 68 49 65
Sociologist & Psychologist 73.5 67 61 60

Literature Student 73.5 72 51 58
Bob Mankoff 73.5 66 50 62
Larry Wood 73 68 57 61

Cartoon Author 71.5 61 46 62

Table 2: Performance of using different persona-based system prompts on 10 vs 1000 pairwise caption ranking task
across four language models: GPT-4o, Claude-3.5-Sonnet, Gemini-2.0-Thinking-Experiment, and o3-mini. Each
number is measured on a size 200 subset of the test set. Each row represents a distinct persona-based prompt. See
Appendix B for system prompts and Appendix A.4 for the task prompt.

Methods 10vs1000 30vs300

Expert Majority Vote 84±5.2 66±6.8

Expert Average Accuracy 78±2.6 61.6±3.0

Best Expert Accuracy 85.4±2.9 68±3.8

Gemini 2.0 Flash Thinking 61±3.5 58±3.5

o1 69±3.3 58±3.5

o3-mini 60.7±1.5 53.2±1.6

Claude 3.5 Sonnet 74±3.1 61±3.5

GPT-4o Prompting 67.3±1.5 53.9±1.6

GPT-4o SFT w/o Expl. (Ours) 79.4±1.3 59.7±1.6

GPT-4o SFT w/ Expl. (Ours) 82.4±1.2 63.2±1.5

Table 3: Accuracy(%) Comparison of Different Meth-
ods. All models (Gemini, o1, o3-mini, Claude and GPT-
4o) use prompting techniques including best persona,
5-shot in-context learning, and o1-preview generated
explanations. Our fine-tuned GPT-4o model with humor
explanations even outperforms the best human expert.

section, we detail our application of SFT to better426

align the model with human preferences and bridge427

the performance gap.428

4.3.2 GPT-4o Finetuning429

Despite the limited accuracy gain by persona-based430

prompting, aligning to a specific group of audi-431

ence should not be a hard task especially when the432

model is given access to the correct understanding433

and explanations of the captions. Indeed, once we434

finetune SOTA LLMs on a small set of human pref-435

erences, we recover a significantly higher ranking436

accuracy. This also reveals an interesting failure437

case where LLMs fail in understanding subgroup438

and individual human preferences for subjective439

tasks (more discussions in Section 5).440

To construct the training set, for each of the 279441

training cartoons, we randomly form 10 pairwise 442

comparisons between captions ranked 1-10 and 443

those ranked 1000-1009, and another ten pairs be- 444

tween 30-39 and 300-309. This in total results in 445

5580 pairs of captions. In our experiments, we per- 446

formed a simple supervised finetuning of GPT-4o, 447

for it to choose between the two candidate captions. 448

The model is given the cartoon description, the 449

two captions and their corresponding explanations 450

generated by o1-preview. 451

Note that pairwise comparisons of captions 452

ranked 30-39 versus those ranked 300-309 have 453

a much narrower gap, and are thus much more chal- 454

lenging. To the best of our knowledge, we are the 455

first to evaluate performance on this task. Results 456

on both the easier (1-10 vs 1000-1009) and the the 457

more challenging (30-39 vs 300-309) sets of com- 458

parisons are reported. As shown in Table 3, fine- 459

tuned GPT-4o models can significantly improve 460

upon all prompting-based baseline before. When 461

incorporating o1-preview generated explanations, 462

the finetuned GPT-4o can achieve slightly higher 463

accuracy than the average over human experts. Be- 464

low, we give some details on the human expert 465

experiments. 466

4.3.3 Human Expert Accuracy 467

To evaluate the performance of our model, we con- 468

ducted a study with five highly renowned human 469

experts in the New Yorker Cartoon Caption Con- 470

test world, including famous cartoonists, editors 471

and podcast hosts in this area. In our experiments, 472

these human experts were presented with both the 473

original cartoon image and paired captions, tasked 474

with selecting the more humorous option from each 475
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pair (demonstrated in Figure 1). Due to busy sched-476

ules of these experts, the evaluation corpus con-477

sisted of 50 contests selected from our testing set,478

with two distinct caption pairs each. The two pairs479

are consisted of one for comparison between the480

top-ranked caption (rank 1) and a lower-ranked481

caption (rank 1000), and a comparison between a482

mid-ranked caption (rank 30) and a lower-ranked483

caption (rank 300).484

The result in Table 3 shows the accuracy of the485

majority vote among the five experts as well as the486

average of their individual performances. In addi-487

tion, the best individual performance was from Bob488

Mankoff, the former chief cartoon editor for the489

New Yorker, who created this contest more than 25490

years ago. Our model still slightly underperforms491

the performance Mankoff, leaving space for further492

improvement. More details about our expert ex-493

periments can be found in Appendix C, where we494

do see strong inter-rater agreement among human495

experts.496

5 Position: To achieve AGI, LLMs497

require much more human interaction498

data to acquire the understanding of499

individual/subgroup level preferences.500

Our empirical findings on humor comprehension501

point to a broader challenge in artificial intelli-502

gence: the development of true creative under-503

standing. While recent advances in LLMs have504

demonstrated remarkable capabilities in analytical505

reasoning and structured problem-solving, our re-506

sults suggest that creative domains may present507

a unique and potentially final hurdle in achieving508

AGI. We argue that this challenge stems from two509

fundamental characteristics of creative tasks that510

are often overlooked in current AI research.511

First, creative tasks inherently lack verifiable512

rewards. Unlike mathematical proofs or program-513

ming challenges where correctness can be defini-514

tively verified, creative success often depends on515

subjective human judgment. Our experiments with516

the New Yorker Caption Contest illustrate this517

clearly: while our models can now generate so-518

phisticated explanations of why a caption might be519

humorous, these explanations alone do not translate520

to accurate predictions of human preferences. This521

suggests that current approaches to AI alignment,522

which often focus on optimizing for verifiable met-523

rics, may be insufficient for creative domains.524

Second, and perhaps most challengingly, cre-525

ative excellence requires understanding and inter- 526

nalizing group-specific preferences and cultural 527

contexts. Our finding that persona-based prompt- 528

ing failed to improve caption ranking, while direct 529

preference learning proved effective, highlights a 530

crucial gap in current LLM capabilities. While 531

the New Yorker Caption Contest provides us with 532

extensive ranking data from a specific audience, 533

collecting similarly comprehensive preference data 534

for every creative domain, cultural group, and indi- 535

vidual taste remains prohibitively difficult. For in- 536

stance, how might we gather equivalent preference 537

data for domains like musical composition, archi- 538

tectural design, or scientific research, where expert 539

judgment is highly specialized and preferences can 540

vary dramatically across different communities? 541

These observations lead us to propose that 542

achieving AGI may fundamentally require solving 543

the challenge of preference understanding. While 544

we can use reinforcement learning and inference- 545

time scaling techniques to improve creative gen- 546

eration once we have reliable judgment models, 547

the path to AGI requires models that can develop 548

generalizable insights about how preferences func- 549

tion across different contexts and domains. This 550

suggests that just as human creativity is deeply in- 551

fluenced by understanding others’ perspectives and 552

preferences, AGI systems will need to develop a 553

fundamental grasp of how preferences work—not 554

just in individual domains, but as a generalizable 555

concept—to achieve truly intelligent creative be- 556

havior. 557

6 Conclusion 558

Our work demonstrates that by decomposing hu- 559

mor understanding into visual comprehension, rea- 560

soning, and preference alignment components, 561

LLMs can achieve expert-level performance in 562

humor evaluation. While persona-based prompt- 563

ing showed limited success, direct fine-tuning on 564

crowd preferences yielded dramatic improvements, 565

suggesting that systematic collection of human 566

preference data across creative domains may be es- 567

sential for achieving true creative understanding in 568

AI systems. Looking ahead, our high-performing 569

model can serve as a reliable verifier for humor 570

generation, enabling inference-time scaling tech- 571

niques (Zelikman et al., 2022; Snell et al., 2024) to 572

improve creative output. This creates a promising 573

pathway for advancing both humor understanding 574

and generation capabilities in AI systems. 575
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7 Limitations576

Our work has several limitations that we acknowl-577

edge below:578

• Domain Specificity. Our study is based solely579

on the New Yorker Cartoon Caption Contest580

dataset. Although this dataset provides a rich581

benchmark for humor evaluation, its narrow fo-582

cus may limit the generalizability of our findings583

to other forms of humor and creative tasks.584

• Evaluation Focus. We primarily evaluate cap-585

tion understanding using a pairwise ranking task.586

While this approach is effective for assessing rel-587

ative humor quality, it may not fully capture the588

broader nuances of humor understanding or the589

challenges involved in humor generation.590

• Subjectivity and Bias in Preference Data. The591

human preference data employed for fine-tuning592

and evaluation is inherently subjective and re-593

flects the tastes of a specific audience (e.g., New594

Yorker readers). This limitation, however, re-595

inforces our position that systematic collection596

of diverse human preference data is crucial for597

improving model performance on creative tasks.598

• Scalability of Human Alignment. While our599

results demonstrate that aligning models with hu-600

man preferences can substantially enhance per-601

formance, the process of gathering high-quality,602

curated human data is resource-intensive and603

may not scale easily to other creative domains.604

This challenge underlines our broader argument605

that advancing creative AI requires scalable606

methods for collecting and integrating human607

interaction data.608

• Humorous Content May Be Offensive. Humor609

often walks a fine line between eliciting laughter610

and being potentially offensive. While our fo-611

cus on the New Yorker dataset biases our work612

towards a certain style of humor, we acknowl-613

edge that humorous content can sometimes be614

culturally insensitive or derogatory. Our current615

framework does not explicitly address the detec-616

tion or mitigation of offensive content, highlight-617

ing the need for future research to incorporate618

robust ethical safeguards alongside creative per-619

formance.620
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A Language Model Prompt758

A.1 Updating description759

We conduct a comprehensive quality assessment of the cartoon descriptions generated by GPT-4o across760

our dataset of 379 images. Initial evaluation reveals that 76.5% of the generated descriptions meet our761

quality criteria for reasonableness and completeness. The remaining 23.5% exhibits various types of762

deficiencies that required remediation.763

To address these quality issues, we implement a systematic two-phase refinement process:764

In the first phase, for the identified problematic descriptions, we provide GPT-4o with specific feedback765

detailing the observed errors and request regeneration of these descriptions. This iterative process766

continues until the descriptions achieve the required level of accuracy and completeness.767

In the second phase, following the establishment of a clean description set, we employ a 5-shot learning768

approach to generate corresponding uncanny descriptions for those updated canny descriptions. The769

following is a detailed prompt of the second phase.770

User: In this task, you will see a cartoon image and a canny description written about the image. You
need to write an uncanny description. I’m going to give you five examples first. Write an uncanny
description for the last set.
User: <Insert Cartoon Image>
User: The canny description is <Insert canny description>
Assistant: The uncanny description is <Insert uncanny description>
......Repeat user/assistant for four more examples......
User: <Insert Cartoon Image>
User: The canny description is <Insert canny description>
User: The uncanny description is

771

A.2 Explanation Generation772

We employ both GPT-4o and o1-preview to generate explanations for the humorous elements in the773

captions. We implement a zero-shot approach, providing each model with both the uncanny and cannny774

descriptions alongside the caption in question. The prompt structure utilized in our experiments is775

illustrated below.776

User: I will give you a description of the cartoon and the winning caption. Explain to me why the
caption is funny.
User: The descriptions for the images are <Insert canny description> and <Insert uncanny
description> The winning captions is: <Insert cartoon captions>
User: There may or may not be multiple reasons for the caption being funny. Put them into bullet
point(s).

777

A.3 Baseline Caption Evaluation778

For our baseline evaluation, we employ a 5-shot prompting approach. In this setup, we provide the model779

with cartoon descriptions and the corresponding pair of captions. The prompt follows a structured format780

where the model is first assigned the role of a judge for the New Yorker cartoon caption contest. We then781

present five examples of caption ranking, allowing the model to observe the evaluation pattern. For the782

final test case, the model is tasked with selecting the funnier caption between two options, as the examples.783

The prompt structure is illustrated below.784
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System: You are a judge for the New Yorker cartoon caption contest.
User: In this task, you will see two descriptions for a cartoon. Then, you will see two captions that
were written about the cartoon. Then you will choose which caption is funnier. I am going to give
you five examples first and you answer the last question with either A or B
User: For example, the descriptions for the images are <Insert canny description> and <Insert
uncanny description>. The two captions are A: <Insert Caption A>. B: <Insert Caption B>
Assistant: The caption that is funnier is <Insert Answer>
......Repeat user/assistant for four more examples......
User: The descriptions for the images are <Insert canny description> and <Insert uncanny
description>. The two captions are A: <Insert Caption A>. B: <Insert Caption B>
User: Choose the caption that is funnier. Answer with either A or B and nothing else.

785

A.4 ICL Explanation Caption Evaluation 786

Building on the baseline evaluation, we incorperate o1-preview generated the model an explanation that is 787

generated by o1. We changed the system prompts to test different persona. The detailed persona prompts 788

is in Appendix B. 789

System: You are a judge for the new yorker cartoon caption contest.
User: In this task, you will see two descriptions for a cartoon. Then, you will see two captions
about the cartoon and an explanation for why each caption is funny. I am going to first give you five
examples where I will tell you which one is funnier then you answer the last one with either A or B
and nothing else.
User: For example, the descriptions for the images are <Insert canny description> and <Insert
uncanny description>. Captions A: <Insert Caption A>, and why the caption is funny is <Insert
explanation for Caption A >. Caption B: <Insert Caption B>, and why the caption is funny is
<Insert explanation for Caption B>,
Assistant: The caption that is funnier is <Insert Answer>
......Repeat user/assistant for four more examples......
User: Last one, the descriptions for the images are <Insert canny description> and <Insert uncanny
description>. Caption A: <Insert caption A>, and why the caption is funny is <Insert explanation
for Caption A>. Caption B: <Insert Caption B>, and why the caption is funny is <Insert explanation
for Caption B>.
User: The caption that is funnier is

790

B Persona Prompt 791

We develop different system prompts, trying to represent different demographic groups of the New Yorker 792

Cartoon Contest audience. See Table 4 for details. 793
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Prompt Name System Prompt

Judge You are a judge for the New Yorker cartoon caption contest

Male Lawyer Imagine you are a white male lawyer in your 50s. You grew up in
New York City and have been reading the New Yorker Magazine
ever since.

Female Lawyer Imagine you are a white female lawyer in your 50s. You grew up in
New York City and have been reading the New Yorker Magazine
ever since.

CS PhD Imagine you are a computer science PhD student. You have been
submitting captions for every New Yorker cartoon caption contest
for the past three years.

Sociologist & Psychologist Imagine you are a sociology and psychology researcher that stud-
ies the New Yorker humor.

Literature Student Imagine you are an English literature student that loves the New
Yorker Magazine and its humor.

Bob Mankoff Imagine you are Bob Mankoff, the editor of the New Yorker
Cartoon Contest.

Larry Wood Imagine you are Larry Wood, the 8-time New Yorker Cartoon
Contest winner.

Cartoon Author Imagine you are a cartoon author who often reads the New Yorker
Cartoon Contest for inspiration.

Table 4: Persona prompt names and their corresponding text.

C Human Expert Annotation794

To evaluate human performance, we collect assessments from five expert annotators and compute three795

different accuracy metrics. Each expert is given the following instruction at the beginning of the task.796

In each trial of this task, you will see one cartoon and two captions: the cartoon is on top, and the
two caption choices are beneath the cartoon.
For each trial, please select the caption that is the funniest for the cartoon.
There will be around 100 trials. You will have opportunities to take a break throughout. There are
attention checks during the experiment. Please chose the same image as the one on top for these
trials.
Click ’Continue’ to begin the test.

797

After the instruction page, the participants complete 100 trials, each of which looks like the following.798

Unless the apocalypse comes, I’ll be back for
dinner.

This was easier to carry when it was flat.

799

As shown in Table 5, the average accuracy represents the mean performance across all five experts.800
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Metrics 10vs1000 30vs300

Average Accuracy 78 61.6
Highest Accuracy 90 68
Majority Accuracy 84 66
Fleis Kappa 0.3641 0.2304
Agreement Rate 77.28 67.68

Table 5: Human expert performance. There are total of 5 human expert in this group.

For the highest accuracy metric, we independently identify the best-performing expert for each of our 801

two ranking tasks (Rank 10 vs 1000 and Rank 30 vs 300 pairs). The majority vote accuracy reflects the 802

performance of collective human judgment. For each test instance, we aggregate the five individual expert 803

annotations through majority voting to determine the final prediction, then calculate the accuracy of these 804

consensus-based decisions. To assess inter-annotator agreement, we employ two complementary metrics, 805

Fleis Kappa and agreement rate. The Fleiss Kappa values indicate fair to moderate agreement, accounting 806

for the chance agreement. The agreement rate measure if randomly selected two annotators’ judgments 807

for a random caption pair, they would agree 77.28% of the time for the ranking tasks of Rank 10 vs 1000 808

and 67.68% of the time for the ranking tasks of Rank 30 vs 300. 809

D Additional Paper Details 810

We used OpenAI, Anthropic and Google APIs for all experiments. Overall, our experiments cost around 811

$4,000 USD. In addition, LLMs have been used to rephrase some parts of this paper. 812

This paper is for research purpose only, and complies with the CC-BY-4.0 license for the dataset from 813

Hessel et al. (2023) and the CC-BY-NC-4.0 license from Zhang et al. (2024). 814
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