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ABSTRACT

Large language models (LLMs) face significant challenges when processing com-
plex rule systems, as they typically treat interdependent rules as unstructured tex-
tual data rather than as logically organized frameworks. This limitation results in
reasoning divergence, where models often overlook critical rule dependencies es-
sential for accurate interpretation. Although existing approaches such as Chain-of-
Thought (CoT) reasoning have shown promise, they lack systematic methodolo-
gies for structured rule processing and are particularly susceptible to error propa-
gation through sequential reasoning chains. To address these limitations, we pro-
pose the Dynamic Adjudication Template (DAT), a novel framework inspired by
expert human reasoning processes. DAT structures the inference mechanism into
three methodical stages: qualitative analysis, evidence gathering, and adjudica-
tion. During the qualitative analysis phase, the model comprehensively evaluates
the contextual landscape. The subsequent evidence gathering phase involves the
targeted extraction of pertinent information based on predefined template elements
([placeholder]), followed by systematic verification against applicable rules. Fi-
nally, in the adjudication phase, the model synthesizes these validated compo-
nents to formulate a comprehensive judgment. Empirical results demonstrate
that DAT consistently outperforms conventional CoT approaches in complex rule-
based tasks. Notably, DAT enables smaller language models to match, and in
some cases exceed, the performance of significantly larger LLMs, highlighting its
efficiency and effectiveness in managing intricate rule systems.

1 INTRODUCTION

Large language models (LLMs) (Zhao et al.| T
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gate the subtle interactions between overlapping rules, leading to inconsistent judgments (Xu et al.,
2025). This limitation stems from two fundamental problems: (1) Flat rule processing, where
models treat rule systems as unstructured text collections rather than hierarchically organized frame-
works with explicit logical relationships; and (2) Reasoning divergence, where models are dis-
tracted by superficial features or misled by ambiguous cues (Ji et al., 2023), failing to identify the
most relevant rules.

Existing reasoning approaches have attempted to address complex reasoning challenges but fall short
in rule-intensive scenarios. Chain-of-Thought (CoT) (Wei et al.,[2022)) and its variants fail to ensure
that each step strictly adheres to logic and facts. Errors in any intermediate step can propagate
and collapse the coherence of the entire reasoning chain (Lyu et all [2023; Yang et al.| 2024b).
Tree-based methods like Tree-of-Thought (ToT) (Yao et al.| [2024) explore multiple paths but lack
systematic rule verification. These approaches share a common limitation: they lack mechanisms
for hierarchical rule organization, structured evidence verification, and systematic conflict resolution
when multiple rules apply simultaneously.

This gap reveals a fundamental mismatch between current LLM reasoning approaches and the re-
quirements of rule-intensive domains. Effective rule-based reasoning calls for a new framework
that enables structured verification processes rather than relying on free-form exploration. To this
end, we propose a novel method, the Dynamic Adjudication Template (DAT), illustrated in Fig-
urem This method emulates the cognitive approach of human experts (Bilalic, 2017;|Liao & Varsh-
ney, 2021). Rather than beginning with detailed computation, experts first construct a high-level
problem-solving framework and then identify critical points for focused analysis. Unlike static
prompting techniques that rely on fixed templates, DAT introduces a dynamic, structured reasoning
paradigm. It actively guides the model through a structured three-step process of Qualitative Assess-
ment, Evidence Gathering, and Adjudication. The process begins with a high-level assessment of
the problem. The model then focuses on key, complex, and error-prone decision points most relevant
to the question, enabling targeted analysis. These targeted insights are finally synthesized into a log-
ically sound and comprehensive adjudication. In our experiments on a rule-intensive e-commerce
dataset, DAT improved the overall accuracy of Qwen-2.5-7B (Qwen et al., 2025) from 34.11%
to 62.49%. It also outperformed larger CoT-equipped models such as Qwen-Max and Deepseek-
R1 (DeepSeek-Al et al., [2025)) on several complex rule-based subtasks within the dataset.

In summary, our contributions are threefold.

1. We propose the DAT approach, a human-inspired strategy that guides models through a
structured three-step process: Qualitative Assessment, Evidence Gathering, and Adjudi-
cation. DAT transforms the reasoning paradigm from flat rule processing to hierarchical
reasoning, and from uncontrolled error propagation to structured verification—enabling
more coherent and rule-consistent judgments in complex tasks.

2. We introduce an automated pipeline for template generation, filtering, and selection. By
replacing static prompts with adaptive templates, we enable flexible and context-aware rea-
soning across diverse rule scenarios. This design ensures both interpretability and adapt-
ability, supporting controlled and effective reasoning in a wide range of rule-based tasks.

3. We report substantial gains on rule-intensive benchmarks. Our method enables small,
efficient models to outperform much larger LLMs using Chain-of-Thought reasoning on
complex rule-based tasks. This paves the way for high-performance applications in low-
resource settings. Preliminary results also suggest promising generalization to vision-
language models (VLMs) (Liang et al., 2024; L1 et al., 2023)), indicating a fruitful direction
for future research.

2 RELATED WORK

2.1 COMPLEX RULE-BASED REASONING BENCHMARK

LLMs and VLMs have been widely adopted in e-commerce applications such as content moderation,
product recommendation, and search (Jiang et al., 2024} [Palen-Michel et al., 2024). Nevertheless,
enabling these models to make accurate judgments under complex and dynamic platform rules re-
mains a significant challenge. To evaluate model capabilities for such tasks, both academia and
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Figure 2: (Left) The architecture of the Global-Local Selector. (Right) When processing complex
rule systems, LLM utilizes the selected DAT through Qualitative Analysis, Evidence Gathering, and
Adjudication to generate a comprehensive judgment.

industry have developed specialized benchmarks. Among these, EVADE stands out as the first mul-
timodal benchmark for evasive content detection in Chinese e-commerce. Derived from authentic
advertising regulations and annotated by domain experts, this dataset comprises 2,833 textual sam-
ples and 13,961 images across six product categories. EVADE evaluates model performance via two
distinct tasks: Single-Violation Judgment and All-in-One Judgment. By embedding semantically
overlapping rules within instructions, it requires reasoning over complex, long-context, rule-dense
scenarios, closely aligning with our focus on complex rule interpretation. Research using EVADE
has revealed limitations in current models’ capacity to comprehend and apply multi-layered rules,
highlighting the necessity for our proposed approach.

2.2 PROMPT-BASED REASONING METHODS WITH LARGE LANGUAGE MODELS

To advance the reasoning capabilities of large language models, researchers have developed numer-
ous prompt-based methodologies. Prominent among these are CoT prompting (Wei et al., [2022)
and its derivatives, including Least-to-Most (Zhou et al.| [2022a) and Decomposed Prompting (Khot
et al.l 2022), which decompose complex problems into sequential subtasks and have proven ef-
fective across diverse reasoning domains. However, the inherent structural fragility of linear rea-
soning approaches manifests as cascading error propagation during sequential processing stages,
as demonstrated in |Yang et al.| (2024a). Emerging paradigms such as Tree-of-Thought and Graph-
of-Thought (Besta et al., 2024) mitigate this issue through adaptive, non-linear heuristic search
mechanisms. While these frameworks offer potential for improved reasoning fidelity, they introduce
substantial computational costs and rely on handcrafted, domain-specific prompting strategies (Yang
et al., 2024a)). This rigid templating paradigm is particularly deficient for dynamic, evolving real-
world environments. Within our problem domain, the governing rules exhibit both combinatorial
complexity and temporal adaptation, rendering rule-category-specific manual prompt engineering
impractical and misaligned with the dynamic nature of the challenge.

3 METHODOLOGY

In this section, we introduce our novel framework for rule-intensive applications. For a given query
@ and rules R, the framework selects the optimal reasoning template ¢* from a predefined library
Tk, which then guides the model in executing a structured reasoning process, as shown in Fig-
ure 2| To address the challenges of template generation, selection, and application, we propose a
pipeline framework that consists of three primary components: 1) Three-Stage Structured Rea-
soning. This component serves as the core of our framework. It utilizes the selected template to
execute a structured three-step reasoning process—Qualitative Analysis, Evidence Gathering, and
Adjudication—to derive a logically grounded and rule-consistent result. This structured inference
relies on high-quality, task-aligned templates, which are sourced and selected through the following
two components. 2) Dynamic Template Library Construction. To support the reasoning process,
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Algorithm 1 Three-Stage Structured Reasoning Pipeline

Input: Question ¢, templates T, rules R
Parameter: Template manager M
Output: Judgment .J
: Step 1: Template Selection
t* < M(q,Tx) // Select optimal template for the query.
Step 2: Initial Judgment & Evidence Extraction
Jinitial < QualitativeAnalysis(g, ¢*) // Form an initial, holistic judgment.
P + GetPlaceholders(t*) // Extract key placeholders from the template.
for each p € P do
Ep < fextract(P; ¢, R) // Extract evidence for each placeholder.
Vp < fmatch(Ep, R) // Match the evidence against rules.
end for
Step 3: Evidence Integration
: Assemble evidence chain C <— {V, },cp // Assemble validated evidence.

cJ Jfadjudicate (Jinitia1, C) // Adjudicate final judgment with evidence.
: Return J
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this component systematically generates and validates a diverse repository of high-quality reasoning
templates, which serve as the foundational knowledge base for the framework. 3) Adaptive Tem-
plate Selection. Given a query, this component dynamically selects the optimal template from the
library by evaluating both general performance and task-specific fitness. Detailed prompts for each
component can be found in the appendix[D.2]

3.1 THREE-STAGE STRUCTURED REASONING

To avoid reasoning divergence and error propagation in multi-step inference, we employ a struc-
tured, template-guided approach. As indicated in Algorithm [I] and the right side of Figure [2]
when encountering complex rules during reasoning, the model employs a dynamic template man-
ager, which selects the appropriate template for the given task and question from a curated template
knowledge base. The model then executes a structured three-step reasoning process: Qualitative
Analysis, Evidence Gathering, and Adjudication. First, Qualitative Analysis guides the model to
review all relevant information and form an initial, holistic judgment. This step prioritizes broad
contextual understanding over premature attention to isolated details. Next, Evidence Gathering
utilizes predefined [placeholders] within the selected template, representing key reasoning check-
points, complex decision nodes, and error-prone components, to extract task-specific information
from the question. The retrieved information is independently matched against relevant rules to ver-
ify consistency and correctness. Finally, Adjudication instructs the model to re-evaluate its initial
judgment using the validated evidence-rule chain, producing a final decision through structured and
rigorous logical reasoning. To support this reasoning process, we next describe how to construct a
high-quality, dynamic template library.

3.2 TEMPLATE LIBRARY CONSTRUCTION

Our goal is to develop an efficient pipeline for generating data. This pipeline will build a diverse,
high-quality, dynamically extensible library of reasoning templates. This repository will enable
LLMs to adaptively select appropriate templates during their reasoning processes. The complete
procedure is formalized in Algorithm 2}

Template Generation and Expansion. We introduce a systematic template generation pipeline
using Gemini 2.5-Pro (Comanici et al.l [2025). The process begins by creating 10 distinct seed
templates (1) using only task context, without problem-specific details. These templates capture
diverse analytical perspectives. To enhance coverage and robustness, we perform multi-stage aug-
mentation through structured continuation (Zhou et al.,[2022bj; Madaan et al., [2023)) and style trans-
fer (Jin et al., |2022). Structured continuation begins by providing the model with the first several
steps of each seed template—specifically, from step 1 to step n—1. The model is then instructed to
complete the remaining steps in a consistent and logical manner, expanding 7} into a structurally di-
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Algorithm 2 DAT Library Construction Pipeline

Input: Task context, full dataset D

Parameters:

Seed template count m, Prefix length k, Style Count v,
Sample ratio r (default: 0.2), Performance threshold 6
Output: Refined template set Tk, selector training data S

Step 1: Seed Template Generation

Ty < GenerateSeeds(context, m) // Generate m initial seed templates.

Step 2: Template Expansion & Augmentation

T, + ExpandWithPrefix (T}, k, LLM) // Expand seeds via structured continuation.
Ty < StyleTransfer(T}, v) // Apply v style variants to each template.

Step 3: Template Evaluation

D, + Sample(D, r) // Randomly sample a subset D; for evaluation.

Tk < {t € Ty | score(t, D1) > 0} // Filter templates based on performance score.
Step 4: Training Data Generation

S « {(score(t,d),t,d) | t € Tx,d € Dy} // Construct training set S with scores for selector.
Return T, S // Output the refined library and training data.

TYRINAELN T

—

verse set T7. We then apply style transfer to 773 to introduce linguistic and syntactic diversity. By not
specifying the exact styles, we harness the model’s inherent understanding of language to produce a
diverse and less biased set of augmented data. Specifically, the model is instructed to modify exist-
ing templates in v distinct styles. This step modifies expressions while preserving the task relevance,
yielding the final augmented set 75 with improved stylistic diversity and task adaptability.

Template effectiveness is dynamically evaluated on a randomly sampled 20% subset of the data
(D1 C D), which serves as an approximate evaluation set for estimating generalizability. We assess
each template in 75 based on its ability to generate accurate and complete outputs for examples
in D1, and filter those that show reliable performance across varied examples in D, forming the
refined library T. Performance records from applying T to D; are then used to construct a
training dataset S for the template selector.

Partitioning an Independent Dataset. We construct an independent evaluation dataset D; by
randomly sampling 20% of the complete dataset. This strategically sampled subset serves two key
purposes in our pipeline. First, D; enables performance evaluation and filtering of the template
library T5. We measure critical metrics including error rates and task-specific accuracy across all
templates in 75. This assessment identifies high-performing templates that are optimally aligned
with the task context, yielding a refined subset 7. Second, D; generates training data for the
template selector. We record the performance metrics of Tx’s predictions on D to construct a
supervised training dataset, which supports training the template selector discussed in Section Local
Selector S;. This enables context-aware, dynamic template selection across diverse task scenarios.
With the template library constructed, we next introduce an adaptive selection mechanism to choose
the most suitable template for each query.

3.3 ADAPTIVE TEMPLATE SELECTION

In rule-intensive scenarios, ensuring absolute controllability and determinism is critical. Directly
using large-model-generated reasoning templates risks violating domain-specific constraints (Zhang
et al., [2023). To address this, we propose a Global-Local Template Selector that draws from a cu-
rated repository of pre-validated templates (Lewis et al.,[2020), ensuring constraint compliance and
process reliability. As shown on the left of Figure |2} the selector retrieves and validates templates to
align with rule-intensive constraints. Our dual-evaluation framework assesses both the macro-level
stability across tasks and adaptability to individual instances. We identify optimal templates
through a weighted integration of global and local performance metrics (Hastie et al., 2009), with
min-max normalization applied to both scores:

. Sl(Ti) — minj Sl(T]‘)
max; s1(7;) — min; s1(7T3)

s2(73) — min; s2(7)
max; S2 (T]) — minj S2 (TJ) ’

Sﬁnal(Ti) = A + (1 — )\) . (1)
where s; denotes the global performance across tasks, s the local fitness to the current query, and

A € [0, 1] a tunable hyperparameter balancing global stability and local fit.
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Global Selector S;. It evaluates templates based on their accuracy on D, reflecting general relia-
bility across tasks. The global score s; is defined as:

Sl(ﬂ) = ACC(T’Z‘,Dl). (2)

Here, T; represents each template in the library, and Acc(T;, D1) denotes the prediction accuracy of
the template 7; on the dataset D;.

Local Selector S;. To construct the training dataset, we pair reasoning templates that produce
correct solutions with those that yield incorrect solutions for the same queries. Specifically, when
template 7'y generates a correct result for a query and template T’z generates an incorrect result,
T4 is considered superior to T'p for that query. Using this method, we randomly sample 12,000
correct-incorrect template pairs from each of the six risk categories for training (Rafailov et al.,
2023).

Dtrain = {(TA7T37Q) | Q S D17 TA7TB S TK7 H(R(TAaQ)) = 17 H(R(TB7Q)) = 0} (3)

where R(T, Q) denotes the result of applying template T to query @, and (T4, Tg) represents a
superior—inferior template pair.

DPO-based Training for S5. This training process is framed as a direct preference learning prob-
lem. The policy distribution 7y (7;|Q) models the probability of selecting template 7; for a given
question ). This distribution depends on a learned preference score r(Q, T;), which quantifies how
well T; suits Q. The parameter 5 adjusts the strength of this preference. The score r(Q,T;) is
derived from metrics such as output correctness, reasoning plausibility, or user feedback. Training
uses pairs (Q,T",T7), where T is preferred over T~ for ). The optimization objective £(6)
maximizes the likelihood of selecting 7' over T~. Probabilities are normalized over the candi-
date template set 7. The template selection probability is modeled using the policy distribution
7o(T;|Q), which is defined as:

exp(ﬁ i T(Qa ﬂ))

mo(Ti|Q) = “)
’ ZT_jeTg exp(ﬁ : T(Qv TJ))
The optimization objective is trained by maximizing the log-likelihood function:
(T
L(0) =E,r+1-) |log o(T71Q) )

mo(TH|Q) + mo(T~|Q)

Scoring with Local Selector S2. Under the preference learning framework, we aim for the local
selector Sy to score all templates in the template library at once, enabling it to identify the most
suitable template for a given query. To achieve this, we pair the current query with each template in
the template library and pass them into S5, which calculates the probability of selecting a specific
template for the given query. Templates with higher probabilities are assigned higher scores. For a
template 7; consisting of m tokens, we compute the average negative log-likelihood (NLL) (Good-
fellow et al.,|2016) as follows:

1 m
T;,) =1L T,) = —— log P(t; text(Q, T; 6
s2(Ti) = L (1) m; og P(t; | context(Q, T;)) (6)
where context(Q, T;) denotes the input formed by concatenating query @ with template T;. If the
model assigns a high probability (close to 1) to each token ¢;, the corresponding log term approaches
0, indicating a lower overall loss.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETTINGS

Implement details. Template generation employs Gemini-2.5-Pro, leveraging its strengths in gen-
erating diverse and task-adaptive outputs. The optimal templates for subsequent training are selected
through a refinement process based on Qwen2.5-7B-Instruct performance evaluated on the indepen-
dent dataset D;. For DPO, we apply low-rank adaptation (LoRA) to fine-tune the Qwen2.5-14B
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base model efficiently. Training uses the Adam optimizer with an initial learning rate of 5 x 1076,
and LoRA parameters: rank=16, alpha=32, dropout=0.05. The preference weight 3 is set to 0.1. All
experiments were executed using NVIDIA H20 GPUs.

Complex Instruction Dataset. Our experimental dataset is sourced from EVADE, containing 2,833
text and 13,961 image samples from real e-commerce platforms. The data focuses on six sensitive
product categories: weight loss, diseases, height growth, body shaping, female care, and male care.
Due to their direct impact on consumer welfare, these categories are governed by exceptionally de-
tailed and strict policy rules derived from advertising laws. The logical complexity of these rules
makes the dataset an ideal benchmark for evaluating a model’s reasoning abilities. For your refer-
ence, | have included the prompt for one of the tasks, diseases, in the appendix

Evaluation metrics. Since the task format of EVADE requires the model to derive a final single-
choice or multi-choice conclusion based on the multi-class rules in the prompt, our evaluation met-
rics align with this format. Full Accuracy Accy requires the model’s final prediction to exactly
match the ground truth, while Partial Accuracy Acc, requires that the model’s prediction has at
least one overlap with the ground truth:

Acey = i I(Ci=Gi) | Ace, = 5 30, I(CiNGi # 2)

where NV is the total number of samples, C; the predicted set, and GG; the ground truth set for
sample i. The item I(-) denotes the indicator function, returning 1 if the condition is satisfied and 0
otherwise. Due to space constraints, we report Partial Accuracy (Acc),) in the main text, while Full
Accuracy results (Accy) are provided in TableE}

Table 1: Performance Comparison of LLM Models on Partial Accuracy. Bold values represent the
best performance across small parameter models, while underlined values indicate the best perfor-
mance across large parameter models.

Model Method Overall Body Women Height Men Weight Health
Small Models (Baseline & Ours)
ChatGLM3-6B CoT 25.39 43.83 42.60 24.60  30.84  21.19 4.68
Ours 43.82 (118.43)  67.28 62.72 39.73  48.28 29.94 23.26
ChatGLMA4-9B CoT 37.54 30.25 42.60 29.80 5326  57.06 28.27
Ours 59.57 (122.03)  63.58 79.88 5440 6341 73.45 38.93
InternLM3-SB CoT 45.54 39.51 37.28 52.82 61.88 51.69 39.58
Ours 56.71 (t11.17)  58.64 64.50 59.82  63.79 65.25 40.23
CoT 34.11 24.69 37.87 41.08  53.83 38.14 29.56
Qwen-2.5-7B
Ours 62.49 (128.38) 77.78 78.11 61.40 62.84 61.30 41.36
Qwen-2.5-14B CoT 45.49 41.36 56.80 4898  50.00 57.06 33.12
Ours 58.16 (t12.67) 58.64 76.92 5327 65.71 7345 39.58
Large Models (Baseline Only)
Qwen-2.5-72B  CoT 51.16 62.35 61.54 40.86  57.09 58.76 33.28
Qwen-max CoT 51.73 64.20 67.46 45.60  58.05 55.65 30.86
GPT-4.1-0414  CoT 53.18 53.70 71.01 4470 5594  73.73 34.41
Deepseek-R1 CoT 60.87 74.69 77.51 4357 5556  74.58 41.03

4.2 MAIN RESULTS

As shown in Table [T} the DAT framework significantly improves LLM performance on complex
rule-based reasoning tasks. Two key findings emerge: (1) DAT consistently outperforms the stan-
dard CoT baseline across all models, and (2) it enables smaller models to match or exceed the
performance of much larger, state-of-the-art systems.

Superiority of DAT over CoT. Performance comparisons show notable gains with DAT over
CoT. For instance, Qwen-2.5-7B’s “Body” score improved from 24.69 to 77.78, and ChatGLM4-
9B’s (GLM et al., 2024) “Women” score rose from 42.60 to 79.88. These consistent improve-
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ments result from DAT’s structured, rule-based reasoning, which curbs error propagation and avoids
CoT’s unguided steps. To ensure broad applicability, we evaluate DAT on diverse open-source
LLMs—including Qwen-2.5, ChatGLM3/4, and InternLM3 (Team, 2023)—covering various ar-
chitectures and sizes. We also benchmark four large-scale models (Qwen-2.5-72B, Qwen-Max,
GPT-4.1, and DeepSeek-R1) under standard CoT to estimate upper-bound performance.

Enabling Small Models to Rival Large Models. Small DAT-enhanced models consistently out-
perform significantly larger CoT-based models. Qwen-2.5-7B with DAT surpassed Qwen-2.5-72B
(62.35 vs. 53.70), GPT-4.1 (62.35 vs. 53.70), and Deepseek-R1 (62.35 vs. 69.14) on the “Body”
metric. Similarly, for “Height”, DAT-equipped Qwen-2.5-7B (61.40) exceeded all large CoT mod-
els. These results reveal that reasoning methodology—not model scale—is the primary constraint in
rule-based reasoning. DAT overcomes this by enforcing hierarchical rule verification and preventing
semantic confusion, enabling robust performance without massive parameter requirements.

4.3  ABLATIONS

Impact of Template Selector. To validate Table 2: Ablation results of template selector on Qwen-
the effectiveness of the global selector S; 2.5-7B (Partial Accuracy).

and DPO-based selector S2, we conducted
an ablation study comparing it againstran-  Strategy| Body Women Height Men Weight Health
dom template selection from the template
library during inference. Results in Table Random |37.65 57.40 49.89 57.28 4492 31.99
2 demonstrate that neither approach alone A=0 [5802 59.17 5959 6245 4492 30.05
could achieve optimal template selection. A = 0.3 |49.38 6045 60.04 61.69 53.67 35.86
TO evaluate the effectiveness Of the DPO_ A = 07 77.78 78.11 61.40 62.84 61.30 41.36
based template selector (S and Ss), we A=1 (3951 68.64 58.69 59.59 51.69 33.12
conducted an ablation study against ran-
dom template selection and varied the weighting parameter A in the final score Sgna = As1 +
(1 — X\)sq to assess the impact of global and local scores. As shown in Table [2} using only global
(A = 1) or local (A = 0) scoring leads to suboptimal results. Performance improves when both are
combined, with A = 0.7—empirically tuned on representative settings—consistently achieving the
best results. This highlights the complementary strengths of global stability and local adaptability,
with the combined selector significantly outperforming the random baseline.

The number of templates for scoring. Figure 3]shows multiple quantities of candidate templates.
Our findings indicate that greater template diversity enhances the effectiveness of template selection
for a given problem, thus facilitating enhanced task performance.
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Figure 3: Performance Comparison of Differ- Figure 4: Ablation of partial accuracy for

ent Numbers of Candidate Templates (N7) on  Qwen-2.5-7B and InternLM3-8B. Baseline uses

Qwen-2.5-7B. no enhancements; “*” adds evidence gathering;
“#” adds evidence gathering and adjudication.

The importance of the three-step reasoning process. We further found that each stage of the
structured three-step process, Qualitative Assessment, Evidence Gathering, and Adjudication, is es-
sential. Relying solely on Qualitative Assessment leads to the same reasoning failures as the CoT
baseline, as the model often forms premature judgments without deeper evidence-based verifica-
tion. Crucially, the Adjudication stage is vital. As shown in Figure [}, models limited to evidence
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extraction often overfocus on specific terms, leading to errors. The Adjudication step acts as a com-
prehensive review. This allows the model to reason objectively and make an informed final decision.

4.4 DISCUSSION

We extended DAT to high-capacity vision- Table 3: Performance Comparison of VLM Models on
language models (VLMs) and observed Partial Accuracy. Abbreviations: Claude = Claude 3.0,
promising results. Without modifying the GPT = GPT-40, Qwen-VL = Qwen-VL-Max.

original pipeline, instructing VLMs to fol-
low structured reasoning purely through Claude GPT-40 Qwen-VL-Max
textual templates proved effective on mod- 135k CoT Ours | CoT Ours | CoT  Ours
els with strong multimodal comprehen-
sion, such as Qwen-VL-Max (Bai et al) Body 67.97 7445|6729 8245|6542 80.75
2025), GPT-4.0 (OpenAl et al,[2024), and quen 56.84 61.24|63.56 61.24 | 63.82  63.82
Gemini-Z.S-PrO (Table . We focused Helght 65.14 73.68 | 62.60 71.65 | 70.73 75.61
on these large VLMs because they ex- Mep 51.74 66.52 | 56.30 68.04 | 56.09 58.48
hibit better understanding of complex tex- Weight | 71.43 83.71 | 72.28 76.29 | 71.43  76.57
tual instructions, which is essential for in- _Health [43.93 51.86|44.90 46.76 | 43.93  50.32
terpreting and executing structured tem-

plates. In contrast, smaller VLMs often show weaker performance in following detailed instruc-
tions (Liu et al.| 2024} [Wu et al,, [2023a; [Yang et al. 2023) and interpreting complex templates,
likely due to their limited capacity. In our evaluation, this gap led to reduced effectiveness with
DAT. We hypothesize that smaller VLMs lack sufficient understanding of and adherence to DAT,
which limits their ability to deliver optimal performance. This highlights a potential avenue for
improvement: by tailoring the design of templates for vision-language tasks, it may be possible to
enhance the performance of smaller VLMs in future work.

4.5 CASE STUDY

Tall Rule
A. Directly uses words to describe height growth.

Figure compares CoT and DAT on a helght— Such as "increase height," "grow taller," "can still grow at xx age, "or
. . . . describing a height difference after using the product.

related regulation case. CoT identifies the vio-

lation “grow taller” but overlooks the exemp-

tion for minors. In contrast, DAT follows ‘

a structured template to extract evidence, ap- |  content

ply rules, and ldentlfy exemptions—ultimately | Lysine Growth Hormone High-Calcium Tablets to make adolescents

‘ grow taller, hormone increase for children, aminobutyric acid y

concluding that the case falls under Rule Z. -

This demonstrates DAT’s ability to perform 3 2ok I DAT |
1. Collect [physical evidence] ...

rule-consistent, multi-step reasoning. More ex- ey S The information contains [‘adolcscent’
: . = and ‘grow taller’]...
amples can be found 1mn the appendlx g Stepl: The information contains 2. Compare [Violation Code] -

'Growth Hormone' and 'grow taller'. L )
...rule A explicitly stated that [a certain

Step2: This is a direct and explicit product can promote height growth] ...

description of the product's effect. 3. [Special Defense| Review ...
5 CONCLUSION According to the exemption clause, [if
there are descriptions such as teenagers],

Step3: The phrase "grow taller"
Rule A can be exempted.

perfectly fits the definition of Rule A

In this paper, we address the limitations of 1';&: Description of Heightening Zi;:lvgﬁﬁiﬁe?&i"frﬁ,:f,?’é’x?,;;ﬁon
LLMs in interpreting complex rule-based sys- clause,classfied as Rule Z.

tems, especially in high-stakes areas like law
and finance. To tackle this, we propose
the DAT, a novel framework inspired by hu-
man cognitive processes that guides the model
through a structured three-stage reasoning pro-
cess: Qualitative Assessment, Evidence Gath-
ering, and Adjudication. Unlike prior methods using unstructured reasoning or static prompts, DAT
extracts targeted evidence via dynamic placeholders and performs independent rule matching for
integrated logic synthesis. An automated pipeline handles template generation, filtering, and task-
specific selection, ensuring adaptability and precision across diverse rule systems. Experiments
on complex rule-based tasks show that DAT significantly enhances the accuracy and reasoning of
smaller models, outperforming standard CoT and even surpassing state-of-the-art LLMs on certain
tasks. These results highlight DAT’s effectiveness in resource-constrained settings and its broader
applicability to VLMs.

Figure 5: Case study contrasting DAT’s structured
reasoning flow with CoT’s flat response, showing
how DAT aligns rules and evidence to reach a con-
sistent decision.



Under review as a conference paper at ICLR 2026

ETHICS STATEMENT

During the development of the DAT, we strictly adhered to ethical guidelines and legal regulations,
ensuring fairness, transparency, inclusivity, and respect for all stakeholders. We emphasized the im-
portance of protecting privacy and intellectual property, reaffirming our commitment to responsible
and lawful data management. The e-commerce dataset used in our experiments was handled with
care to mitigate ethical risks. All data was anonymized to protect privacy, and we acknowledge that
it may contain inherent biases reflecting the time and context of its collection. These biases do not
represent the views of the authors. We encourage future users of our method to be vigilant about
evaluating and mitigating fairness and bias concerns in their specific applications. The EVADE-
Bench may contain expressions and visual materials influenced by objective factors such as the time
of collection, cultural context, and business scenarios.

REPRODUCIBILITY STATEMENT

This work prioritizes reproducibility through comprehensive documentation of all experimental
components. In the appendix, we provide detailed experimental specifications including random
seed settings, API source information, and inference temperature parameters. For training proce-
dures, we fully disclose the GPU configurations, number of epochs, learning rates, and batch sizes.
Additionally, we present two rigorous pseudocode algorithms that explicitly describe our library
construction process and inference pipeline. All code, datasets, and model checkpoints will be made
publicly available upon publication. Our implementation relies primarily on widely-available open-
source libraries and frameworks. The detailed parameter settings and step-by-step procedures in
our appendix should enable other researchers to replicate our results with minimal ambiguity. For
experiments involving commercial API calls, we specify the exact API source. All reported results
are computed with fixed seeds to ensure statistical reliability.
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A STATEMENT ON THE USE OF LLMsS

We employed Large Language Models (LLMs) as an auxiliary tool in preparing this manuscript.
The LLM’s function was strictly confined to assisting with two tasks: polishing the English prose
and generating simple Python code snippets. All core research components—including the concep-
tualization, experimental design, data analysis, and the formulation of conclusions—were conducted
exclusively by the human authors through collaborative discussion. Therefore, the LLM served as a
support tool and did not contribute to the intellectual work of this study.
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B DETAILED PERFORMANCE OF ALL MODELS WITH DAT

Due to space constraints in the main paper, we only reported the partial accuracy metric on EVADE-
Bench. Here, we present the performance of each model across all metrics within the six categories.

Model Method Body Women Height Men Weight Health

Small Models (Baseline & Ours)

Baseline| 43.8/21.6  42.6/7.1 246/9.0 30.8/149 21.2/5.1 47128
ChatGLM3-6B Ours 67.3/549 62.77/46.2 39.7/354 483/448 299/7.1 233/20.8
A +23.5/+33.3 420.1/+39.1 +15.1 /4264 +17.4/4299 +8.8/+2.0 +18.6/+18.1

Baseline| 30.2/29.6 42.6/379 29.8/142 533/450 57.1/209 28.3/20.8
ChatGLM4-9B Ours 63.6/61.1 79.9/639 544/427 63.4/56.1 73.4/20.6 38.9/347
A +33.3/+31.5 +37.3/+426.0 +24.6 / +28.4 +10.1/ +11.1 +16.4/-0.3 +10.7/+13.9
Baseline| 39.5/30.2 37.3/20.7 52.8/26.6 619/452 51.7/9.6 39.6/23.3
InternLM3-8B Ours 58.6/562 64.5/59.8 59.8/51.2 63.8/57.1 652/17.0 40.2/339
A +19.1/+25.9 +27.2/+39.1 +7.0/+24.6 +1.9/+11.9 +13.6/+7.4 +0.6/+10.7
Baseline| 24.7/22.2 37.9/343 41.1/244 53.8/452 381/11.3 29.6/20.5
Qwen-2.5-7B  Qurs 77.8/741 78.1/71.0 61.4/488 62.8/569 61.3/16.7 41.4/32.0
A +53.1/+51.9 +40.2 / +36.7 420.3 / +24.4 +9.0/+11.7 +23.2/+5.4 +11.8/+11.5
Baseline| 41.4/389 56.8/473 49.0/282 50.0/36.8 57.1/209 33.1/19.7
Qwen-2.5-14B OQurs 58.6/543 769/609 533/39.0 65.7/559 73.4/268 39.6/28.4
A +17.3/+15.4 +20.1/+13.6 +4.3/+10.8 +15.7/+19.2 +16.4/+59 +6.5/+8.7
Large Models (Baseline Only)
Baseline| 62.4/53.7 61.5/325 409/248 57.1/42.0 58.8/172 333/17.1
Qwen-2.5-72B Qurs 84.6/79.6 75.7/704 43.3/278 68.0/57.8 73.4/25.1 435/223
A +22.2/ 4259 +142/+379 +2.5/429 +109/+159 +14.7/+7.9 +10.2/+5.2
Baseline| 64.2/57.4 67.5/52.7 45.6/28.0 58.0/456 55.6/20.3 30.9/19.1
Qwen-max Ours 81.5/784 83.4/787 54.6/345 640/540 74.6/249 38.4/258
A +17.3/+21.0 +16.0/+26.0 +9.0/+6.6 +59/+84 +189/+45 +7.6/+6.8
Baseline| 53.7/469 71.0/56.2 447/23.0 559/422 73.7/249 344/184
GPT-4.1-0414 OQurs 722/63.0 763/71.0 542/363 63.8/50.6 782/249 38.6/258
A +18.5/+16.0 +53/+14.8 +9.5/+133 +7.8/4+84 +45/+00 +4.2/+74
Baseline| 74.7/69.1 77.5/414 43.6/169 55.6/37.7 74.6/26.6 41.0/18.1
Deepseek-R1 - Ours 82.7/79.6 81.1/580 49.4/212 674/544 833/229 452/173
A +8.0/+10.5 +3.6/+16.6 +59/+43 +11.9/+16.7 +8.8/-3.7 +4.2/-0.8

Table 4: Performance Comparison of LLM Models on Various Metrics. Bold values represent the
best performance across small parameter models, while underlined values indicate the best perfor-
mance across large parameter models.
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Model Method Body Women Height Men Weight Health

VLM Models
Baseline| 68.0/30.0 56.8/38.2 65.1/21.0 51.7/33.3 71.4/83 439/23.2
Claude3-7 Ours 74.4/33.6 61.2/46.5 73.7/32.0 66.5/46.7 83.7/19.1 519/22.4

A +6.5/+3.6 +4.4/+83 +85/+11.0 +14.8/+13.5 +12.3/+10.8 +7.9/-0.8
Baseline| 67.3/29.5 63.6/47.0 62.6/249 56.3/36.1 7237197 449/31.8
GPT-40 Ours 82.4/40.0 61.2/483 71.6/36.9 68.0/50.2 76.3/103 46.8/34.9
A +152/+10.6 -23/+1.3 +9.0/+12.0 +11.7/+14.1 +4.0/+0.6 +1.9/+3.1

Baseline| 65.4/259 63.8/40.8 70.7/31.9 56.1/34.1 76.6/11.7 458/22.0
Qwen-VL-Max Ours 80.8/32.9 64.6/40.3 75.6/35.1 585/400 86.6/13.4 50.3/31.1
A +153/+70 +0.8/-05 +4.9/+432 +24/+59 +10.0/+1.7 +4.5/+9.1

Table 5: Performance Comparison of VLM Models on Various Metrics. Bold values represent the
best performance across all VLM models for a given metric.

Text-Health
Text-Weight
Image-Body 4,6%/2. / Text-Men
\U% 394/ Text-Height
33% Text-Women
Image-Women ‘-ﬁﬁex*- Body

%

24:8%
Image-Health
Image-Height

10:3% 7
Image-Men Image-Weight
Data Type Text Count Image Count
Body Shaping 202 2,134
Women’s Health 211 1,295
Height Growth 553 3,424
Men’s Health 652 1,738
Weight Loss 442 1,203
Health Supplement 773 4,167
Overall 2,833 13,961

Table 6: The data distribution of EVADE-Bench for each violation category.
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C SoOME CASE OF EVADE-BENCH

Due to space limitations, here we mainly list several text&image samples of EVADE-Bench and

common erroneous conclusions of the model.

Disease Rule
S. Involves skin diseases of the hands and feet, including issues related to nails ... as
well as various treatment terms and methods derived therefrom.
z.

Body Rule

A. Direct Description of Breast Effects.

The content directly or indirectly expresses that the product can achieve breast
enhancement effects after use.

B. Precision Breast Enhancement Effect Claims.

The content uses precise numbers ...

Question
Chicken skin bumps keratosis
pilaris follicular keratosis follicular
keratosis cream for arms and face

CoT | [ DAT |
| 1 Tdentify [Product's Purpose]: The text (and
image) describes a product used for [removing
chicken skin]

2. Categorize the Condition ...
(Chicken skin is identified as a type of skin issue
or skin discase.

Let's think step by step.
Stepl: The text (in the image) describes a
product used for removing chicken skin.

Step2: It is related to skin issues. Rule
S (Involves skin diseases of the hands and
feet).

3. Apply global constraints:
... not the affected population or specific
medical conditions ... not applicable.

4. Final conclusion:
.. appropriate regulatory type s Z.

(a) Disease

Weight Rule
A. Specific Weight Loss Products.
B. Exaggerated Weight Loss Descripti
The content uses extreme wording to promise weight loss results after using the
product, with specific numbers ...

5
3

MAZID

Question
Challenge 30 days from A to D?

CoT | {
| 1. Text Main Idea Review ...

Let's think step by step. "Challenge 30 Days from A to D" clearly

Gl T v e i i mentions changes in bra cup size, which aligns
implies a grading system for changes in with descriptions of breast enhancement efficacy.
breast size. 2. Compare [Violation Code] ...
Step2: This is a direct description of breast

enhancoment offects, "Challenge 30 days" is a clear timeframe and part

3. Quantifiable Commitment Localization
‘ofa

Step3: The conclusion is Rule A (Direct

4. Write Case Closure Report ...
Description of Breast Enhancement Effects).

the text meets the requirements for Control Rule
A

(b) Bodyﬁ

Women Rule
A. Direct Vaginal Tigh Description:
Content ... cause vaginal contraction/tightening/restore tightness.

C. Visual
Depicting the change from wide to narrow in a woman's vaginal size through before-
and-after visuals ...

Description:

Question
Stubborn ceiling, lose 8kg per day.
StillCare B420 PROBIOTIC
DUAL-CLASS BODY DRINK

HEBKG >
w®m1 i]

353 TYPES OF PROBIOTICS
7 CoT 777 ‘ ‘ - )
1. Extract all potential non-compliant
keywords.
Let's think step by step.
Stepl.: ... emphasizes the inclusion of various 2. Keyword matching and classification

probiotics and the pharmaceutical company's
background.

The keyword "lose 8kg per day" -> Matches Type
B, as it is a quantified promise, committing to a
(daily weight loss of 8 kilograms, which falls
lunder extreme language promising weight loss
leffects.

Step2: There is no direct reference to any weight
loss-related products.

3. Write Case Closure Report ...
Based on the above analysis, it is confirmed that
Inon-compliance Rule B.

Step3: The conclusion is Rule Z.

Question
Runrun Pills Intimate Care Emergency
Repair Moisturizing and Hydrating
Essential for Women

cor (

| 1. Text Main Idea Review
"moisturizing and hydrating" .. are related to the |
improvement of intimate area conditions.

2. Claim Method Evaluation.

... not directly use specific exaggerated language
to suggest the product offers significant
“tightening" effects.

3. Visual Evidence Review

. not mention any visual elements or before-and-
after comparison images.

Let's think step by step.
Stepl.: ... is an intimate care product with the
primary function of 'moisturizing and hydrating."

Step2: Although it refers to being 'essential for
women,' it does not directly or indirectly
describe the product as causing vaginal
contraction or tightening, nor does it use any
exaggerated language to imply tightening
effects.

4. Write Case Closure Report .
| text meets the requirements for Control Rule A.

Step3: The conclusion is Rule Z.

(c) Weight

(d) Women

Tall Rule
A. Directly uses words to describe height growth,
Such as "increase height,"” "grow taller," "can still grow at xx age, "or describing a
height difference after using the product. Note: If such expressions involve minors,
they are not regulated.

Z.

Man Rule
A. Specific Products for Male Enhancement.
B. Male Ent Efficacy Description:
Content that directly describes the product/service as having the effect of enhancing
male sexual function ...

Question
Lysine Growth Hormone High-Calcium
Tablets to make adolescents grow taller,|
hormone increase for children,

mﬁ!ﬁﬁﬁﬁ
CITED
gt

aminobutyric acid y
[ CoT 1| DAT B |
1. Collect [physical evidence] ...
Let's think step by step. The information contains ['adolescent' and 'grow

ftaller'...

2. Compare [Violation Code] ...

...rule A explicitly stated that [a certain product
lcan promote height growth] ...

3. [Special Defense] Review ...
|According to ... [if there are descriptions such as
lteenagers], Rule A can be exempted.

4. Write Case Closure Report ...
|Applicable under the minor exemption clause,
(lassified as Rule Z.

(e) Tall

Step!: The information contains 'Growth
Hormonc' and 'grow taller'.

Step2: This is a dircct and explicit
of the product’s effect.

Step3: The phrase "grow taller" perfectly fits
the definition of Rule A (Direct Description of |
Heightening Effect).

Question
Breakthrough growth? Boost
rapid increase

[ DAT )
| 1. Verify Subject Identity ...

the term does not mention the specific names of |
male enhancement products

CoT

Let's think step by step.

Stepl: The term "boost rapid increase”
refers to an enhancement of male sexual
function. 2. Analyze Predicates and Adverbs ...

‘The text does not directly or indirectly describe
'words related to male enhancement efficacy, nor
does it use exaggerations or metaphors to imply
the enhancement of male sexual function.

Step2: Tt falls under the description
of size change effects in the category of
male enhancement efficacy descriptions.

3. Write Case Closure Report ...
the text meets the requirements for Control Rule

Step3: The conclusion is Rule A (Specific
Products for Male Enhancement).

(f) Man

Figure 6: Examples showcasing the effectiveness of DAT across six tasks.
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D PROMPT

D.1 RULE PROMPT EXAMPLES

The following are the rule definitions for the “health” task from the EVADE dataset. The domain is
characterized by numerous violation types and challenging logical judgments.

( The prompt of Health products in Single violation - ZH )
# {ES5 1R
BIMREAERESMXEIE, (FRABTTNAERER, AHKREZET (—PH2ZT). BRAMEXRE Z H A,
# ERAE
- AR ZREERR

-BUOERRR: S ROBEXAERER (8808, O&. B0, OFE, OH. Mg, Ofi. F EN%E), BREE
SMERN. MBEE. MRS NEMRNERDBMNELLSTENESMET RIES AT F&R.

-CEERZRGHER: (VERBARGEXRNMEZFR, ZFEER. PR, MEXK. W8, NEREX/ LA™ ERFRNELET
EMEFATRIES AT FE.

-D.EEADMER: (UERBERFRERTS. Fri. FR. fRRRREEERFNELSTENSMETRES&TF
X o

-EERMATGMG: (USRS &MOIG. KERGEGIIRLITENSIETRIESaT FE.

;E‘%‘éfs‘eﬁ CEREBNRERER (NFZ2, 15, SEWINEGAME. BFEESE) MNRNTENSaTRESE
TFER,

- GRREMBRER: WRABRESNBAUNE. ME. BE. BE. B S ERRNRELTENETRIES AT FR.
-HEEREMERR: (U REEIMBE. BHoRErERRMNELTENSMATRIES AT FE.

- LERENRERIRAATRR: SRAGEAFETRFEREMOER, TEELIBAAT MR, (g
SERTAETZOE, BERE#HRBER XIZRER NFR, METZOE.

- IBRERFIRAATHR: SRAMEREFEROENEN, TREHIVERAATRRE, LNUER B TETF
ZHE, BRI IRRIRENTER, METZO%.

-KAERERFHRAATRR: SREMEERERRAZMEERERRNER, THELIEBRATHRE. b
R RE ABTZoE, BRER RE IR RENFR, METZ9%. ES LALEXFROXIET, £E
BERBIESLEB A,

- LU NEFEFECBAATTRR SR BT ERROENERN, ARELIBAATRRE, aER W rETF
ZHE, BN W XRRIE S EETR, METZOE,

-MABRER: SRFE. B, BF. LR RBESARAENRRBOENRELTENSMAT AIE5aT FE&.
-N=BXER: SRME. IS, MESFERBDAMNELLSTENSMETBIES AT FE.

- ORISR S RIFREIBLSSEARDS, M. MACOPD. KA AMKIMEREEE R B DRMELTENE T
BITREBES AT FE.

-P.EESHAEER: SRAMBIRA . HAOELN. MRAEARBEHREENFRREANELLSTENSTAT RIES5 AT
FE.

-QIFERRER: SRITRIE. @M. URFEFIEENRROENRLTENS AT BiE5ar FHE.
-RETHRRR: BRATERRB. HE. B, B, ME. RESENEXT DNERRMNELTENESTaT Bigsar
FE.

-S.FHIRAEER: BRIER. KA, TR, MK, FHEKE. A8, 8%, REX. BSE, MELESR. MRERR
AR LTRSS AT BIES 8T FE.

-TRERR: SREE. BX%, £RE. KE. EXE. RES—RJIERRROBNITENAT BES5 8T FE5.
-UERSHER: E8ERK . “BITR . AR, TR, “wH, “FR. TR EFEXNAS, LM RESN
7y, “ERER, “MESXEREEEHA,

-VRBETE: 88, trAr. “SRERE, HRERUTHRIMAT. AN, 4B/0UE, P, hEZ
B, JEfREil. AN, S=AER, FIBMBNAMENEE)RETFREAR, F7). #7T8. 5. RIK. ACT. #BF. #HE
w. E5. BR. BEXE. AN (WAL, EAH)), hiER e AETFizoE, BEEREE RE R
TR, METZDE.

-WABEER: G84ER". Wk, “EH. ER, BIVERREMNREL, ANFERRUTEEHMEIE. &
F. BRE), LWUER B TETZo%E, ERER R RR W NFR, METZIE,

- X ZEWEREER: S8k, “KEWER”. TN, “EXRR-ERABRILEMEBNXRHINES, HEEETH".
“TAMFRE”, “TE". “MFE ORWGZERABREAZIARBAMANAS, AEFCELL. “TeHs". IR
IWERKERERAXRENANS,

-z Hth: HEERFES ERERI TR R X ERENER LI,

#EREm

LIEEABETALEWRIRS, FTRESMERERBERSHREMTEGR, BSUIEE, EBUHFIET,
%ﬂﬂlﬂi%|ﬁﬁ:%¥$ﬂﬁﬁ%%lﬁﬁ§f§§ﬂ\ BREN. 4258, BERSABRENREERR, Y THEXREZE
3.RIBATAXANANE (WHE. B¥E), ARHIMAEGEREN, HEyTEXREZ Hit,

4. BRABHER B XAUERBRAR (WHRGERA . DIDRBENBENER), HIBCA TEXREZ Hit,

5. BRNATHR XA R HIERGT MREXMTL, RERRRAKACEERTHARENEINEIRS LT
ft, REHEGRIORRER, EIRIMDAZPER): EFA IR, W&, “Re". 488", @, “RA-%E,
SRESEMRENSIASHRAMMMA TR, H, fE . ', B, 2%, UETES. FREA
RAVINBITIRA; SEPRSEICAN SR, HRIE”. CEKR. HIRC. RRD. BB, “BRRE, SREX SR ATIRE
HERFNIRRS; AEXEACWYNE". “RE, “RE %, REERNEEEARAE. o, BEMmCngREz-, am
2%, BENRNSREMMINER, X CHHERIETEIRANRNTEER, SHAHEENRRIMNE.
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The prompt of Health products in Single violation - EN

# Task Description
Based on the given information and keywords, please carefully determine the corresponding control type. Provide the final option(s) (one or more). If none
are relevant, return Z. Other.

# Control Types

- A. Class A, B, and C infectious diseases

- B. Cardiac diseases: Involves heart-related conditions (including myocardial infarction, angina, coronary heart disease, heart rate issues, heart failure,
thrombosis, heart palpitations, chest tightness, etc.), as well as vascular and blood diseases like arteriosclerosis, vascular blockage, and high blood viscosity,
and the various treatment terms and methods derived from them.

- C. Severe nervous system diseases: Only involves these severe nervous system diseases: stroke, Alzheimer's disease, apoplexy, meningitis, cerebral
infarction, and cerebral atrophy, and the various treatment terms and methods derived from them.

- D. Severe endocrine diseases: Only involves severe diseases such as diabetic ketoacidosis, hyperthyroidism, hypothyroidism, and Hashimoto's thyroiditis,
and the various treatment terms and methods derived from them.

- E. Severe trauma and burns: Only involves multiple trauma and extensive burns, and the various treatment terms and methods derived from them.

- F. Fertility-related diseases: Only involves fertility-related disease issues (such as infertility, sterility, polycystic ovary syndrome, sperm deformity, etc.)
and the various treatment terms and methods derived from them.

- G. Cancer and tumor-related diseases: Involves tumors, neoplasms, cancers, carcinogenesis, cancer metastasis, etc., in various parts of the human body,
and the derived treatment terms and methods.

- H. Severe mental illnesses: Only involves severe illnesses such as major depressive disorder and schizophrenia, and the derived treatment terms and
methods.

- I. Calculus and nodule diseases + General therapeutic effects: Involves human calculus or nodule diseases and must also include general therapeutic effect
terms. For example, describing only "kidney stones" does not belong to this category, but describing both "kidney stones" and mentioning a word like
"clear" belongs to this category.

- J. Hemorrhoid-related diseases + General therapeutic effects: Involves human hemorrhoid-related diseases and must also include general therapeutic
effect terms. For example, describing only a "small fleshy lump" does not belong to this category, but describing both a "small fleshy lump" and
mentioning a word like "eradicate" belongs to this category.

- K. Genital organ diseases + General therapeutic effects: Involves male or female genital organ diseases and must also include general therapeutic effect
terms. For example, describing only the "urethra" does not belong to this category, but describing both the "urethra" and mentioning a word like
"breakthrough" belongs to this category. It differs from the fertility diseases above in that genital organ diseases do not include fertility issues.

- L. Helicobacter pylori + General therapeutic effects: Involves Helicobacter pylori disease issues and must also include general therapeutic effect terms.
For example, describing only "H. pylori" does not belong to this category, but describing "H. pylori" and mentioning words like "clear" or "remove"
belongs to this category.

- M. Diseases of the five sense organs: Involves diseases of the teeth, ears, nose, hair, and eyes, and the derived treatment terms and methods.

- N. "Three Highs" diseases: Involves diseases related to high blood pressure, high blood lipids, and high blood sugar, and the derived treatment terms and
methods.

- O: Pulmonary and respiratory diseases: Involves Acute Respiratory Distress Syndrome (ARDS), pneumonia, Chronic Obstructive Pulmonary Disease
(COPD), and all diseases of the human lungs, and the derived treatment terms and methods.

- P. Gastric and digestive diseases: Involves acute pancreatitis, digestive tract hemorrhage, and all diseases of the human stomach, and the derived treatment
terms and methods.

- Q. Hepatic (liver) diseases: Involves liver failure, cirrhosis, and all diseases of the human liver, and the derived treatment terms and methods.

- R. Joint-related diseases: Involves diseases manifested in the joints such as joint pain, hyperplasia, numbness, deformity, swelling, and uric acid issues,
and the derived treatment terms and methods.

- S. Hand, foot, and skin diseases: Involves issues with nails, onychomycosis, koilonychia, athlete's foot, hand/foot erosion, blisters, tinea, warts, eczema,
antibacterial/anti-itch conditions, and body odor, and the derived treatment terms and methods.

- T. Mild illnesses: Involves a series of sleep-related issues like the common cold, rhinitis, anxiety disorders, insomnia, inability to sleep, and deep sleep
problems, and the derived treatment terms and methods.

- U. Medical-grade descriptions: Includes content with meanings like "medical-grade,
"specialized medicine," etc. For example, promotional descriptions like "special effect drug for itching,
blood sugar."

- V. Medical replacement claims: Includes expressions like "replace," "better than *," "say goodbye to," and mentions the following drug names (statins,
biguanides, quadruple therapy, metformin, dydrogesterone, febuxostat, etc., all drugs and all vaccines) or medical procedures (surgery, injections, facelifts,
CT scans, hearing aids, cochlear implants, follow-up checks, gastroscopy, cosmetic procedures, all types of cosmetic injections, etc.). For example, merely
describing "vaccine" does not fall into this category, but describing "vaccine" while also mentioning a word like "outperforms" does.

- W. Cosmetic procedure replacement claims: Includes expressions of shape change like "fill," "plump," "fullen," "lift up," "shrink," while also mentioning
the following body parts (breasts, nose, eyes). For example, merely describing "breasts" does not fall into this category, but mentioning both "lift" and
"breasts" does.

- X. No side-effect claims: Includes content expressing that a product has no side effects or risks, such as "no side effects," "no risk," "zero risk." Or content
expressing the product has no chemical or pesticide additives, such as "drug-free," "no drug residue," "non-toxic," "0 chemicals," "0 pesticides." Or content
expressing the product has low usage risk, such as "safe," "high safety," "few side effects."

- Z. Other: Select this option when the given information is not clearly related to any of the above options.

"o " "

'miraculous effect,"

"o

infallibly effective for

therapeutic efficacy," "miracle drug,
" "specializing in asthma,

"

"o

# Important Notes

1. Cautious Judgment: Incorrect identification may worsen a patient's condition or lead to other serious consequences. Please judge carefully and
meticulously.

2. Authoritative Citations: If the text explicitly cites authoritative sources such as Baidu Baike, Sogou Baike, Wikipedia, book content, or book titles, judge
it as "irrelevant" and return Z. Other.

3. Popular Science Content: If the text is purely for popular science purposes (e.g., from books, movies, etc.) and does not mention specific product names,
judge it as "irrelevant" and return Z. Other.

4. Description of Patient Populations: If the text only describes a population of patients (e.g., books or events about AIDS patients or heart disease patients),
judge it as "irrelevant" and return Z. Other.

5. General Therapeutic Effects: The text may contain words related to general therapeutic effects. These effect-describing words are mainly used to
describe changes in function or state, highlighting the positive effects. They can be divided into several categories: Upward-trending words such as "save,"
"improve," "increase," "enhance," "strengthen," "boost," etc., emphasize the improvement and optimization of a certain ability or state. Downward-trending
words such as "anti-," "inhibit," "lower," "suppress," "alleviate," "control," etc., focus on reducing, inhibiting, or controlling adverse factors. Elimination
words such as "say goodbye to," "eradicate," "disappear," "completely," "cure," "get rid of," "solve," etc., emphasize the complete elimination and removal
of problems or obstacles. Dosage-related words such as "only need," "just," "simply requires," etc., highlight ease of use and low cost. In addition, other
words like "effective rate," "cure rate," etc., emphasize high efficiency and success rates. The common feature of these words is that they convey significant
effects and advantages through specific verbs and adjectives.

" "

"

Figure 7: The prompt of Health products in Single violation.
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D.2 TEMPLATE RELATED PROMPT

For template generation, data augmentation, and template-based inference, we present a series of
prompts, each provided in its original Chinese and a translated English version.

Seed Template Generation-zh

# (E SR

RRE—EBRNBHBRIERFEER, TINRITATASRIZNOER, REEETATNEZEIN, CIZZEAND
ERRIRBIENAS ., BFHAINZLTENEEMN—XMMNEX T E— I XAERREEEEM. MRERER
TAREANFHM/LE—FL DGR TENNEL A Z I ARNFERE RHBRAER, ZO0EK: 1 ERK 10 D s
D ER, 2. 8RO TEBERE. SBUSHSTNALZETE, 3. FEERES . RIEIXEHERIEMUE
M, 4. B8 MERBIOIZEMFN O TAENBRRABE, 5. BRMZEEIAY, BEBERORAEINS.

# (REEEMM

# BEREA: (TASK _RULE}

## S EREI: (NOTICES}

# BERIF

IREBEEER 10 MER, BMRIREEERE. SEIH/HHITNALOTARK—, TmREEHREEHIRIEARE,

#t A SE NIRRT B

L EREMRSXBHRE: &%, (FARDTHERAEERNZOAS, RIS MNERIERMRETE, 2. EMEZT
fi: HRX, BREMNXBEMNGERELTX, S8—MERLIEGHTIEY, ICRMBVSHANER, 3. 15k FMA4H
Br: 1#E, HNTEBAATRR " SELR (MIERELE), KERSRHEFERRANERTBRAET HRIENEH
W, 4" FEBMHEE: ARG, TREECIESIHOMN GONESIA. BERNS. BRARERE) #HTEE,
HERRFFRIAZIEIN, 5. RERERER: SEULERNFEEER, MEREN— MRS DMERREEN, NREEEE
LEETHAZERHKIER, WEREMEENAZ, 6. HMLRHL: &5, REBIETENISONEI, BHttER ST
2. JIEIRAIMNXEER (i) MBS,

# R

*json

[{"template_name": "text-template1", "steps": ["1. BFEA]...", 2. EREILA." .03, ... ]

Seed Template Generation-en

# Task Description

You are an expert in creating problem-solving templates, specifically designed for content moderation analysis. Based on the
provided moderation rules, you need to create a diverse set of analysis templates to identify violating content. Please carefully read
the given moderation rules—which define whether a piece of text/image has violations and which specific rules it violates—and
progressively break them down into multiple, distinct, fill-in-the-blank analysis templates. Core Requirements: 1. Generate 10
unique analysis templates. 2. Each template must be completely different in its logical flow, step-by-step breakdown, or analytical
perspective. 3. Simple repetitions, rephrasing, or using similar structures is strictly prohibited. 4. Each template should have a
unique analytical angle and problem-solving approach. 5. The templates must be practical and effective for identifying violating
content.

# Given Moderation Rules

## Moderation Category: {TASK RULE}

## Special Considerations: {NOTICES}

# Reference Example

You need to generate 10 templates. Each template must be unique in its logical flow, step-by-step breakdown, or analytical
perspective. Simple repetition or rephrasing is strictly forbidden.

## Sample Template Steps

1. Content Comprehension and Keyword Extraction: First, carefully read and understand the core content of the given information,
extracting keywords relevant to the rule descriptions. 2. Category-by-Category Matching: Next, compare the extracted keywords
and content context against each moderation category definition, and record all initially matching categories. 3. Special Condition
Assessment: Then, for specific categories requiring "general therapeutic claims" (e.g., Categories I to L), check if both the
description of a disease/condition and words implying general therapeutic effects are present simultaneously. 4. "Special
Considerations" Review: Afterwards, strictly apply the rules from the "Special Considerations" section (such as authoritative
citations, educational content, descriptions of patient populations, etc.) to filter, exclude, or confirm the Z option. 5. Final
Conclusion Formulation: Synthesize the results from the matching and review steps to determine the final one or more moderation
category options. If there are no matches and the case does not fit any special conditions for Z, re-evaluate if it should be
categorized as Z. 6. Structured Output: Finally, follow the specified JSON format to clearly articulate the analysis process, list the
key identified information (keywords), and state the conclusion.

# Output Format

“json

[{"template_name": "text-templatel", "steps": ["1. First, we...", "2. Next, we can...", ...]}, ... ]

Figure 8: The initial prompt for generating a rule-based template, showing the original Chinese
version (top) and its English translation (bottom).
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Data Augmentation (Template Extension) - ZH

# {ES5HEIR

RE—BABFHBEERFEER, TINRITATABNIENDTER. (RRFEETAENEEN
W, SIEBHANDITERRIRFEMAST . WEFRRLEIRYHLEN template FHITRENISHIERTE,
S MR BT AR,

# EEER

1 AR XA M4F DI EIR 2. S MERDATEBERE. SENS TSI ALRETE 3. mEFHe
5. MARSHERBEMNEM 4. S MEREEAZE RSN O AENRERERR 5. ERNIZEEIH
%, BERBERFIEMAS

# REEEA
# EELE: (TASK _RULE}
## S EEZEI: {NOTICES}

# EEER
{TEMPLATE}

# Fthg
*json
[{"template name": "text-templatel", "steps": ["1. First, we...", "2. Next, we can...", ...]}, ... ]

Data Augmentation (Template Extension) - EN

# Task Description

You are an expert in creating problem-solving templates, specifically designed for content moderation analysis.
Based on the provided moderation rules, you need to create a diverse set of analysis templates to identify
violating content. Now, I want you to generate continuations for the given template in different styles,
approaching the problem from new perspectives and with new methodologies.

# Continuation Requirements

1. Generate X unique analysis templates. 2. Each template must be completely different in its logical flow,
step-by-step breakdown, or analytical perspective. 3. Simple repetitions, rephrasing, or using similar structures
is strictly prohibited. 4. Each template should have a unique analytical angle and problem-solving approach. 5.
The templates must be practical and effective for identifying violating content.

# Given Moderation Rules
## Moderation Category: {TASK\ RULE}
## Special Considerations: {NOTICES}

# Template for Continuation
{TEMPLATE}

# Output Format

*json
[{"template name": "text-templatel", "steps": ["1. First, we...", "2. Next, we can...", ...]}, ... ]

Figure 9: Template continuation: This prompt demonstrates how the initial template is extended and
refined to accommodate more rules or details.
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Data Augmentation (Template Style Transfer) - ZH

# {ES5HEIR

ME—RRABHNBRIRRRHEER, TINRITATATENDITER, RFEETLHENEER
W, SIEESHEANDTERREARS, MEHRLBRYBRAEN template TR EIXARAIZER,
MR BN AR, XMFRBENGIEREREE,

# EBER

L AR XM RFR DR 2. S TMERDIEZERE. PERIDHOTIA LTEARE 3. RE S
B8, REANERERAOEN 4. 8 TERBIIZEIRFO DT AENRDRBE 5. BIRNZEE XA
%, BEEEMIRAENNE

# REEEAN
# EIREAL: (TASK_RULE}
#4# EEEI: {NOTICES}

# EHIER
{TEMPLATE}

# Fhg
*'json
[{"template name": "text-templatel", "steps": ["1. First, we...", "2. Next, we can...", ...]}, ... |

Data Augmentation (Template Style Transfer) - EN

# Task Description

You are an expert in creating problem-solving templates, specifically designed for content moderation analysis.
Based on the provided moderation rules, you need to create a diverse set of analysis templates to identify
violating content. Now, I want you to create different stylistic transformations of the given template,
approaching the problem from new angles and with new methodologies.

# Transformation Requirements

1. Generate X unique analysis templates. 2. Each template must be completely different in its logical flow,
step-by-step breakdown, or analytical perspective. 3. Simple repetitions, rephrasing, or using similar structures
is strictly prohibited. 4. Each template should have a unique analytical angle and problem-solving approach. 5.
The templates must be practical and effective for identifying violating content.

# Given Moderation Rules
## Moderation Category: {TASK RULE}
## Special Considerations: {NOTICES}

# Base Template to Transform
{TEMPLATE}

# Output Format

*“'json
[{"template name": "text-templatel", "steps": ["1. First, we...", "2. Next, we can...", ...]}, ... |

Figure 10: Template style transfer: This prompt showcases the process of adapting the template’s
style to meet specific requirements or contexts.
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g Identify the placeholders in the template - ZH )

#fABS5BEiR
RE—TENRAESERNAIBIF, ROESER—T SN ELER, BN — RS A
FFEY. AIEHASSERIMLRY TTRRAR

# IR

“TTRERRE T RIGRIRAZESBAESR, EREPARRMEIE (B NRRE". “EMER)
ABAIEL, BMAMEMR SN (A0 [SA/RFRR]) . SEMER TIHRE7EAE RIS,
BB AL APIERIERXE MM, ER—THXESESEFN. SERKNNITIER.,

# FEIRALIN

I REFEMAE: FREBRGERNSREE. IWFZ0EE, FTERMIMERLER 2. R50
AR FAMNESTSR, HEBLEELRNAPSEEMMESBREEARENEIE. fl,
“RRR. CER. CRITRE. @Y. “BERCHFE 3. BIRME SR BiRAIENTERE, B
—MEBEANGAMN, BTEATERSIXEIN., RESMXANEEAREER . #HITER 4. RINE
S BiE, BREDOFHRMERAEIR. 824,

# RFHETEH

RE—TRENEIRRA, B EEEXMEREL,
Input: {Original Template}

Output: {Meta_Template}

# BERLHIEIR

“'json

{NEED_TO _CONVERT TEMPLATE}
\”‘ J
g N

Identify the placeholders in the template - EN

# Role and Goal
You are an Al assistant specializing in optimizing instruction templates. Your task is to convert a "static"
instruction template into a "meta-template" that contains placeholders and can be dynamically instantiated.

# Core Concept

"Meta-templates" retain the logical step-by-step framework of the original template, but replace general terms
describing specific entities (e.g., "a certain disease," "a certain symptom") with standardized placeholders (e.g.,
‘[Placeholder Name]'). The purpose of this is to allow the model, when handling a specific task, to first fill
these placeholders with information from the actual text, thereby generating a highly specific, tailor-made
execution guide for that task.

# Conversion Rules

1. Maintain Structure: Strictly preserve the number of steps, their order, and the core logic of the original
template. Do not add or delete steps. 2. Identify Variable Content: Carefully read each step to find generic
nouns or phrases that would be replaced by specific information in a real-world application. Examples include
words like "disease," "symptom," "treatment method," "product," or "claim." 3. Replace with Standard
Placeholders: Replace the identified variable content with a standardized placeholder. This placeholder should
be used to denote any specific information from the current text that requires special attention. 4. Ensure
Fluency: After replacement, ensure that the entire sentence remains fluent and natural-sounding.

# Excellent Example

This is a perfect conversion example. Please strictly follow this conversion pattern.
Input: {Original Template}

Output: {Meta_Template}

# Template to be Converted
“'json
{NEED TO CONVERT TEMPLATE}

- J

Figure 11: Identifying critical placeholders in the template: This prompt highlights the extraction of
key placeholders from the template to ensure flexibility and contextual alignment.
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Template-Based Reasoning Prompt - ZH

# {ES5 1R

MRE—TMIENDSIZE, (RNE—ESETHER FEHRMHAY HIRER PHNE—
TR, REER #TON, ABLRLEE, RRPNE—SHEIRLIHRIT
RE=

# F0
{TASK_RULE}

HRTERR
{QUESTION}

# WIRIEIR
{TEMPLATE}

# HIRRIE

#H BB B

BEARET, BIRATEREE, ER—TH50. BERAEIRT,

# B TERY 1EEEIEE

EX—Ey, BAEERAEEL, MeHt X EREN [SAF] (KROERXE.
g7, ZENHE) #T7oW, RESIHIERRNBASTHINLGEIL.

1 BRI EERPREONAE,

?._ REZ O [R5 E AR EMRERRARNR . OB, AR KA &/
TiEE.

3. WENENRAEY [ SR,

4. [ SRR IHTHE DA FIRT,

# BB FEMHASRERLEL

FENUL BEIRMEIETIR hE—FHNOITER, HITRENHE, REESETAE
KA, TRBRIBE _DBOMNIHERI T HNGIS, ERNEISH, B

1. BIAE— T2 T RENERER (A-2),

2. HAERIRIVEIEDTE, RIBMBRUNAREZLTENAI, REBHEXITHEILH,

#EHER

REE—ES2FIM AR THE TERZHN, BE—TFENTNE | E—HTE,
RETIHHTERENES.

1. B—8y: ERMAHIELSRE, TRIRBERSE, EERROTERENLI,

2.B 8y ZEMHSRAES, ETE oMo T LafEii,

3. REA \box {{} ' MIERAEER, BRAN \box{{A~ZFH—THZMNEIRL}, boxA
QEEGAESERAN, FTATEEMERXE.

## A5l

D L EIER\\box{{A}}
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Template-Based Reasoning Prompt - EN

# Task Description

You are a rigorous analysis engine. Your sole task is to strictly follow every step in the
‘Reasoning Template® provided below to analyze the "Given Information’ and arrive at a
final conclusion. Every step in the template is a command you must execute.

# Rules
{TASK RULE}

# Given Information
{QUESTION}

# Reasoning Template
{TEMPLATE}

# Reasoning Process

## Part 1: Holistic Analysis

First, ignore the details and read through the given information to form an initial, holistic
judgment.

## Part 2: Evidence Gathering

In this part, do not state a direct conclusion. Instead, focus on analyzing the [Placeholders]
from the template (which represent the key, complex, and error-prone aspects of the
problem) to try and substantiate the conclusion from your holistic analysis.

1. Quick Scan: Read the user-provided text.

2. Extract Core Entities: Identify specific diseases/conditions, key symptoms, and any
mentioned products/therapies in the text.

3. Locate the [Placeholders] in the template.

4. Conduct a preliminary analysis and judgment for each [Placeholder].

## Part 3: Comprehensive Judgment and Final Conclusion

Synthesize the analysis results from each step of the "Template-based Reasoning Process’
above to make a final judgment. Decide whether this confirms your initial holistic judgment
or if the evidence from Part 2 has led to a new conclusion. In your conclusion, you must:

1. Clearly state one or more final moderation categories (A-Z).

2. Detail your reasoning process, explaining how you integrated the findings from each step
to reach this conclusion.

# Output Requirements

Your sole task is to determine if the text triggers the moderation rules. Please operate like a
precise rule engine, focusing on finding and matching violation signals.

1. Part One: Template-based Reasoning Process. Strictly follow the template steps,
presenting the analysis process and findings for each item.

2. Part Two: Comprehensive Judgment and Final Conclusion. Summarize and elaborate
based on the analysis from Part One.

3. Finally, output the final answer using \box{{}} . The format is "\box {{One or more
options from A-Z}}". The box must only contain the answer options and no other text.
## Example

Analysis: ... The conclusion is \box {{A}}

Figure 12: Template-based inference: This figure illustrates the process of applying the finalized
template to perform context-aware reasoning or inference.
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