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ABSTRACT

Medical imaging has witnessed remarkable progress but usually requires a large
amount of high-quality annotated data which is time-consuming and costly to
obtain. To alleviate the annotation burden, learning from imperfect supervision
(scarce or noisy annotations) has received much attention recently. In this paper,
we present Meta-Learning for Bootstrapping Medical Image Segmentation (MLB-
Seg), a unified meta-learning framework to sufficiently exploit the potential of
imperfect supervision for medical image segmentation. In the face of noisy labeled
data and unlabeled data, we first learn a segmentation model from a small clean
set to generate initial labels for the unlabeled data and then gradually leverage
the learner’s own predictions (i.e., the online pseudo labels) to bootstrap itself
up via meta-learning. Specifically, MLB-Seg learns to dynamically assign per-
pixel weight maps to both the imperfect labels (including both the generated
labels and the noisy labels), as well as the pseudo labels commensurately to
facilitate the bootstrapping procedure, where the weights are determined in a
meta-process. To further improve the quality of the pseudo labels, we apply
a consistency-based Pseudo Label Enhancement (PLE) scheme by ensembling
predictions from various augmented versions of the same input. Noticing that the
weight maps from these augmented variants can be extremely noisy from the meta-
update, mean teacher is introduced into PLE to stabilize the weight map generation
from the student (target) meta-learning model. Extensive experimental results on
the public atrial and prostate segmentation datasets demonstrate that our method
1) achieves the state-of-the-art result under both semi- and noisy- supervision;
2) is robust against various imperfect supervisions. Code is publicly available at
https://anonymous.4open.science/r/MLB-Seg—C380E.

1 INTRODUCTION

Reliable and robust segmentation of medical images plays a significant role in clinical diagnosis (Ma-
sood et al.,|2015). In recent years, with the rapid development of deep learning, great success has
been achieved in various image segmentation tasks (He et al., 2017; Long et al.| 2015} Ronneberger
et al., 2015;|Zhou et al., 2018). However, training these models (Wang et al.,2017;|Yuan et al.,|2017;
Zhao et al.| 2018) requires large-scale image data with precise pixel-wise annotations, which are
usually time-consuming and costly to obtain. In light of these challenges, recent studies have shifted
the research focus to medical image segmentation with imperfect datasets (Tajbakhsh et al.,|2020),
such as datasets with scarce annotations where only limited annotated data is available for training,
and noisy annotations (e.g., partial and dilated annotation (Qu et al., [2020; |Peng et al., [2019; |Sh1
et al.,2021)) which is usually more easily accessible. Therefore, a more practical solution is to train
a segmentation network under such imperfect supervision, which are more easily obtained while only
using a small number of high-quality labeled samples (Wang et al.||2020a).

Specifically, in this paper, we only consider three types of imperfect supervision, i.e., semi-, noisy-
supervision, and a mixture of both in the context of medical image segmentation. Previous studies in
this direction either only study semi-supervised settings (Peng et al.| 2021} Yu et al.;,2019a; |Luo et al.
2020;|Wu et al.,2021; Wang et al.,2020a)), or only focus on noisy-supervised settings (Mirikharaji
et al.}2019; Xue et al.,[2019; |[Mirikharaji et al.,[2019). To the best of our knowledge, in this paper,
we develop the first general medical image segmentation framework to tackle both semi- and noisy-
supervision at once. A naive solution is to first learn a segmentation model from a small clean
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Figure 1: Illustration of the averaged meta-learned weights (by taking the mean value of each meta-
learned weight map) of the augmented variants from the same input during one epoch w/ and w/o
mean teacher.

set to generate initial labels for the unlabeled data and then gradually leverage the learner’s own
predictions (i.e., the online pseudo labels) to bootstrap itself up (Reed et al.,[2014). However, the
error occurring in the generated initial labels and the noisy labels will be reinforced by the network
during the bootstrapping procedure.

To alleviate this negative effect, our key idea is to use an adaptive reweighting scheme which learns
to assign per-pixel weight to both the imperfect labels (including both generated initial labels and
noisy labels), as well as the pseudo labels commensurately to facilitate the bootstrapping procedure.
To achieve this goal, we present Meta-Learning for Bootstrapping Medical Image Segmentation
(MLB-Seg), which learns spatially adaptive weight maps associated with training images in a meta-
process and then dynamically adjust the importance weight of each pixel in the imperfect labels and
the pseudo labels for training. For each training iteration, higher importance will be assigned to
pixels whose loss gradient direction is closer to those of clean data to approximate the optimal weight
maps of the current batch based on the loss on a small set of clean images annotated by experts. For
instance, the model will automatically assign higher importance to those pixels with correct pseudo
labels when the imperfect labels are corrupted and vice versa.

To further improve the quality of the pseudo labels, we apply a consistency-based Pseudo Label
Enhancement (PLE) scheme which ensembles predictions from various augmented versions of the
same input by enforcing the consistency among them, similar to (Berthelot et al.,[2019;|Sohn et al.|
2020). However, surprisingly, we observe that this strategy does not necessarily improve performance,
but rather decreases the segmentation accuracy after the number of augmentations increases (see
Section [A.3)). This counter-intuitive observation motivates us to take a closer look at the weight
updating procedure in the meta-process. As shown in Figure|l} we find that even for the same input,
weight maps from different augmented variants can be extremely noisy from the meta-update using
the same checkpoint. We hypothesize that this is due to that for some training samples with high
pixel corruption ratios, introducing more augmented variants can also greatly enhance the noise as
well, therefore leading to instability for the corresponding weight update. To address this issue, we
introduce a mean-teacher model (Tarvainen & Valpola,|[2017) into PLE for stabilizing the weight
map generation from the student meta-learning model. Benefiting from the consistency-based weight
ensembling mechanism, the mean-teacher model successfully stabilizes the meta-learned weight
when largely increasing the number of augmentations.

The technical contributions of this paper are summarized as follows:

* To the best of our knowledge, we present the first unified meta-learning framework, MLB-Seg,
for concurrently exploiting semi- and noisy- supervision in medical image segmentation. We also
construct benchmarks based on LA (Chen et al.,2018) and PROMISE12 dataset (Litjens et al.,
2014) by splitting all data into three subsets (i.e. clean, noisy, unlabeled) and synthesizing diverse
types of noise for the noisy subset.

* MLB-Seg learns spatially adaptive weight maps in a meta-process to dynamically adjust the
per-pixel importance in the imperfect and pseudo labels, for bootstrapping the segmentation model.

* To ensure the reliability of pseudo labels, MLB-Seg deploys a consistency-based Pseudo Label
Enhancement (PLE) scheme. We identify an instability issue with the meta-learned weights by
using PLE and propose to use a mean teacher model to stabilize the weights.

* Our method achieves the state-of-the-art result on the public LA and PROMISE12 benchmarks.
Extensive experiments and component analysis demonstrate the effectiveness of our method under
various imperfect supervision settings.
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2 RELATED WORK

Semi-Supervised Learning. Recently, significant progress has been made in semi-supervised learn-
ing which could be used to deal with a large amount of unlabeled data. Pseudo label generation and
consistency regularization are two popular methods used in SSL. (Xie et al., 2020; |Ouali et al.; 2020;
Ke et al.;[2019) are consistency-based methods. (Lee et al.,2013; Bachman et al., 2014) aim to gener-
ate pseudo labels for unlabeled data. Mixmatch (Berthelot et al., 2019) combines both consistency
regularization and pseudo labelling. Fixmatch (Sohn et al.|[2020) then utilize both weak and strong
augmentation to get better improvements. FlexMatch (Zhang et al., 2021)) further takes both learning
status and different classes into consideration based on the curriculum learning approach. Particularly
for the semi-supervised segmentation task, in (French et al.,[2019), CutMix augmentation is adapted
for semi-supervised semantic segmentation. CCT (Ouali et al.,|2020) proposes a cross-consistency
training algorithm to force the outputs to be consistent after introducing perturbations into the network.
In (Peng et al.||2021), a self-paced strategy is applied to learn from noisy labels assisted by meta-label
under curriculum learning. AEL (Hu et al.,|2021) adaptively balances the training of well and badly
performed categories, with a confidence bank to dynamically track category-wise performance during
training. Besides the abundant applications for unlabeled data, semi-supervised learning could also be
applied for noisy labels. DivideMix (Li et al.,|2020a) introduces a dynamic way to split the training
set into the labeled and unlabeled sets and train them in a semi-supervised way. ELR (Liu et al.|[2020)
introduces a regularization term to attend to the early-learning phenomenon and prevent bad influence
brought by false labels. PES (Bai et al.,[2021) proposes a progressive early stopping method to train
different layers with different early stopping epochs.

Noisy-Supervised Learning. To alleviate the label noise issue, one popular line of methods learns
to reweight the training loss using meta-learning. For instance, Zhu et al. proposed an end-to-end
network to evaluate the label quality and reweight the corresponding sample-wise loss according
to the evaluation scores (Zhu et al., 2019). Xue et al. (Xue et al.,2019) leveraged meta-learning
to reweight different samples for more robust skin lesion classification. Zhang et al. (Zhang &
Sabuncu, 2018) combines cross-entropy loss with Mean Absolute Error while using softmax outputs
as the sample weights. Other research works extend these sample-wise reweighting methods to
further perform pixel-wise reweighting. For instance, Mirikharaji et al. (Mirikharaji et al., [2019)
generated the per-pixel importance weight based on the pixel-wise loss gradient direction to adjust
the contribution of each pixel to model optimization but weight maps are only learned for noisy
labels which fails to take the advantage of the complementarity between noisy labels and pseudo
labels. Similarly, Wang et al. proposed the MCPM method (Wang et al., 2020a) which generates the
weight map by feeding the loss value map into the meta-model. However, the loss reweighting-based
methods attend less to a subset of the training data, which can result in information loss, especially
regarding those noisy pixels. Other methods like Co-teaching (Han et al.,|[2018)) trains two networks
simultaneously aiming to teach each other the selected useful information obtained from its input.
Yu et al. (Yu et al.| 2019b) further propose Co-teaching+ that follows the idea of (Han et al.,[2018)
but only keeps the disagreement predicted data between two networks for parameters update. Ma et
al. (Ma et al.,|2020) introduce a simple normalization for constructing more robust loss.

3 METHOD

We present MLB-Seg, a unified meta-learning based medical image segmentation method which
exploits a small clean set to learn more robust representation under imperfect supervision. Specifically,
we consider semi-, noisy- supervision and a mixure of both throughout this paper. Assume that we are
given a training dataset consisting of clean data D, = {(zf, y§)};L,, noisy data D,, = {(«7,y}")}}L,
and unlabeled data D,, = {(z})}} | (N < M + K and either M or K could be zero but not both),
where the input image x{, 277, ) are of size H x W with the corresponding clean ground-truth mask

y; and the corrupted noisy mask y;'.

3.1 META-LEARNING FOR BOOTSTRAPPING

We first estimate labels for all unlabeled data using the baseline model which are trained on the clean
data, denoted as follows

yp = fo(xs0e), 4))
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Figure 2: Schematic of the proposed MLB-Seg. Weight maps w™*, wP* associated with the imperfect
labels and pseudo labels are meta-learned and optimization is further improved by enhancing the
pseudo label estimation. A mean teacher model is used provide guidance for stabilizing the weight
meta-update in the student model.

where f.(:; 0.) denotes the trained model parameterized by f.and k = 1,2, ..., K. Together with the
existing noisy labeled data, we denote them as D,, = {(7, y; ) MK

We then develop a novel meta-learning model for medical image segmentation, which learns from
the clean set D, to bootstrap itself up by leveraging the learner’s own predictions (i.e., pseudo labels),
called Meta-Learning for Bootstrapping (MLB). As shown in Fig. 2, by adaptively adjusting the
contribution between the imperfect and pseudo labels commensurately in the loss function, our
method effectively alleviates the negative effects from the erroneous pixels. Specifically, at training

step t, given a training batch from D,, that S" = {(m?, yf), 1 < j < b,} and a clean training batch
¢ ={(af,ys),1 < i< b.} where b, b. are the batch size respectively. Our objective is:

M+K

6" (w", w”) = arg min > w0 L(f(x]50),y]) + w0 L(F(x]36),17), ©)
j=1

Yy —fzrglmaé{f( 10), 3)

where y7 is the pseudo label generated by f (27;0), L(-) is the cross-entropy loss function, C'is the

number of classes (we set C' = 2 throughout this paper), w?, w? € REXW are the weight maps used
for adjusting the contribution between the imperfect and the pseudo labels in two different loss terms.
o denotes the Hadamard product. We aim to solve for Eq. [2] following 3 steps:

* Step 1: Update ét+1 based on S™ and current weight map set. Following (Ren et al.,[2018), during
training step ¢, we calculate 6,1 to approach the optimal 6* (w™, wP) as follows:
brn
Ori1 =0, — aV (Y wj o L(f(2];0),y]) +wh o L(f(2]:0),97))]y_y, “
j=1
where « represents the step size.

* Step 2: Generate the meta-learned weight maps w™*, wP* based on S¢ and étﬂ by minimizing
the standard cross-entropy loss in the meta-objective function over the clean training data:

w™, wP* = argmin — ZE (w™, w?)),ys). 5)

wn, wP>0

Note that here we restrict every element in w”/? to be non-negative to prevent potentially unstable
training (Ren et al., 2018). Such meta-learned process yields weight maps which can better balance
the contribution of the imperfect and the pseudo labels, thus reducing the negative effects brought
by the erroneous pixels. Following (Ren et al.,2018; Zhou et al., 2022), we only apply one step

gradient descent of w?/ P based on a small clean-label data set S¢, to reduce the computational
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expense. To be specific, at training step t, w?/ P is first initialized as 0, then we estimate w™*, wP*
as:
1 &
(wieswf) = =BV D LU @5 0001)9) e o (©)
i=1
wy = max(w;;*,0), w);* = max(w);",0), )
~Np s ~Pr,s
s Gt ~pre _ Wit
Jit Z Z "'n'r s wj,t - Z Z ~Pr s (8)
n/Pr,s /P

where 3 stands for the step size and w" 4+ indicates the value at " row, st column of w”
time ¢. Eq. [7)is used to enforce all weights to be strictly non-negative. Then Eq. []is introduced to
normalize the weights in a single training batch so that they sum up to one. Here, we add a small
number e to keep the denominator greater than 0.

* Step 3: The meta-learned weight maps are used to spatially modulate the pixel-wise loss to update
Oryq:
br,
9t+1 - 9,5 - av an o £(f(x?a e)vyjﬁ) + wit °© E(f(xgb» 9)’3}5))‘9:9{ (9)

j=1

3.2 CONSISTENCY-BASED PSEUDO LABEL ENHANCEMENT

To generate more reliable pseudo labels, we propose a consistency based Pseudo Label Enhancement
(PLE) scheme by enforcing predictions across augmented versions of the same input to be consistent.
Specifically, given ) augmentations of the same input image, we enhance the pseudo label by
averaging the outputs of () augmentations and the original input:

Q
N 1 _ a =
¥ = arg max O o @ 0) + f 5 0)), (10)

=1,..c @+ 14—~

where f (a:?q ; 0) is the output of g-th augmented sample, f (J;f]{;) +;30) is the output of the original input,
and 7, ! means the corresponding inverse transformation of the g-th augmented sample. Meanwhile,
to further increase the output consistency among all the augmented samples and original input, we

use an additional consistency loss £2"9 in the learning objective:

v

£ (af) = (Q+1 QHWZZW ra = 7g(ry H(F O))nal? D)

q,v 1,8

where (r, s) denotes the pixel index. 7, is the corresponding transformation to generate the g-th
augmented sample. (g, v) denotes the pairwise combination among all augmented samples and the

(Q+1HQ
2

original input. The final loss is average mean square distance among all pairs of combinations.

3.3 MEAN TEACHER FOR STABILIZING META-LEARNED WEIGHTS

Surprisingly, we observe that simply using PLE can result in great performance degradation after the
number of augmentations increases (see Section[4.5). This counter-intuitive observation motivates us
to take a closer look at the weight updating procedure in the meta-process. As shown in Figure[I] we
find that even for the same input, weight maps from different augmented variants can be extremely
noisy from the meta-update using the same checkpoint. We hypothesize that this is due to that
for some training samples with high pixel corruption ratios, applying various augmentations also
augments the noise distribution in the original sample, therefore, leading to the unstable meta-update.
Consequently, the network parameter update can become unstable as well, which will compound the
instability issue during the following training iterations.

To address this issue, we adopt the idea of mean teacher (Tarvainen & Valpola, |2017) together with
the consistency loss (Eq.[I3) to smooth and stabilize the network weight update process and thus,
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significantly increase the robustness during the meta-learned process and help the network produce
more reliable meta-learned weight maps. As shown in Fig. [I, we use a teacher network with the
same architecture which is used to provide guidance for the student meta-learning model. We find
that combining PLE with mean teacher largely diminishes the fluctuations of meta-learned weight
maps and the resulted weight maps become more robust. As shown in Fig. 2] the student model is
used in meta-learning while the teacher model is used for model weight ensemble where Exponential
Moving Average (EMA) (Tarvainen & Valpola,|2017) is applied to update the teacher model based
on a weighted average of the student model parameters and its own parameters. The consistency loss
is then adopted to enforce the uniformity between the student and teacher model. To be specific, we
first apply disturbance to the input of the student model which then becomes the input of the teacher
model. Then a consistency loss £57 is used to maximize the similarity between the outputs from
the teacher model and student model. Such mechanism could also introduce more reliability to the
student model while stabilizing the teacher model. Specifically, for each input xf in the batch S™,
then corresponding input of teacher model is

z] =z + 3N (p,0), (12)

where N (u,0) € RE*W denotes the Gaussian distribution with ;1 as mean and o as standard
deviation. And ~y is used to control the noise level. Then, the consistency loss is implemented based
on pixel-wise mean squared error (MSE) loss:

1 n
Fs774 Hf(%‘?ef)r,s —f(w?;@?)r’SHQ. (13)

ST (,.n\ _
£C (CC)_HWT
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4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

Datasets. We evaluate our proposed method on two different datasets under 3 different imperfect
supervision settings: 1) semi-supervision, 2) noisy-supervision, and 3) a mixture of semi- and
noisy- supervision, referred to as mix-supervision. Four metrics, including the Dice coefficient,
Jaccard Index (JI), Hausdorff Distance (HD), Average Surface Distance (ASD) are employed for
quantifying the segmentation performance. For semi-supervised segmentation, we report results on
the left atrial (LA) dataset from 2018 Atrial Segmentation Challenge (Chen et al., 2018) as well
as the Prostate MR Image Segmentation 2012 (PROMISE2012) dataset (Litjens et al., [2014). For
noisy-supervised segmentation, we report results on the PROMISE2012 dataset (Litjens et al., 2014).
For mix-supervision, we create benchmarks based on both LA and PROMISE12 dataset to evaluate
our algorithm which will be described below.

* LA dataset. LA dataset includes 100 3D Gadolinium-Enhanced Magnetic Resonance Imaging
with 3D Binary Masks of the Left Atrial Cavity. These scans have an isotropic resolution of
0.625 x 0.625 x 0.625mm3. Following the setting of (Yu et al.,2019a), in order to compare the
segmentation performance of different methods better, all the scans were cropped centering at the
heart region and also normalized as zero mean and unit variance. During experiments, we split the
whole dataset into 80 scans for training and 20 scans for evaluation which is also exactly the same
as (Yu et al., 2019a). Among training set, we randomly pick 8 scans (10% of training set) as the
perfect labeled data. All 2D input images were resized to 144 x 144.

* PROMISE12. PROMISE12 dataset contains 50 3D transversal T2-weighted MR images of the
prostate with manual binary prostate gland segmentation and is obtained from multiple centers
with different acquisition protocols. During all experiments,we use 40 cases as the training set
and 10 cases as the evaluation set. 3 out of the 40 training cases are randomly picked and used
as the meta set and all images are resized to 144 x 144. Notice that all the splits are randomly
selected. Specially in Table[T] to ensure the fair comparison with Self-Paced (Peng et al.| 2021),
we split the 10 cases from evaluation set into 4 cases as the validation set, and 6 as the test set.
And we also conducted experiments with images resized to 256 x 256 which is used in Self-Paced.
And following Self-Paced (Soerensen et al., 2021; Wang et al.,|2021), we use the 2D slices along
the axial view for training and testing. We took 2D images along the short-axis of 3D slices. For
normalization, each scan is normalized based on the 1% and 99% percentiles of the intensity
histogram before extracting 2D images following (Peng et al.| 2021)).
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Implementation Details. All of our experiments are based on 2D images. We adopt UNet++ as our
baseline. Network parameters are optimized by SGD setting the learning rate at 0.005, momentum
to be 0.9 and weight decay as 0.0005. Exponential moving average (EMA) decay rate is set as 0.99
following (Tarvainen & Valpola, |2017). For the label generation process, we first train with all clean
labeled data for 30 epochs with batch size set as 16. We then use the latest model to generate labels
for unlabeled data. Next, we train our MLB-Seg for 100 epochs.

Noisy-Supervision Synthesizing. We adopt a combination of random rotation, erosion or dilation
to generate noisy labels, following (Shi et al., 2021). To explore the effectiveness of our method
under different noise levels, we generate 3 corrupted noisy label sets under noise levels Lj, Lo, Lg,
where the average Dice coefficients are Dicer, = 0.4148, Dicer,, = 0.6206, and Dicer, = 0.8031 (i.e.,
the corrupted ratios are around 60% (L1), 40% (L2), and 20% (L3)). Unless otherwise specified, all
results are reported with Ly noise level. For the clean dataset, we keep it the same as the meta set.

Mix-Supervision Synthesizing. We create benchmarks for mix-supervision based on PROMISE12
as well as LA dataset. To be specific, for PROMISE12 and LA, we keep using the same 3
(PROMISEI12) and 8 (LA) training cases as the clean dataset as mentioned in dataset descrip-
tion and also set them the same as the cases in the meta set. And the rest 37 (PROMISE12) and 72
(LA) training cases are then randomly split into two subsets (i.e. noisy labeled and unlabeled dataset)
according to a manually defined mixing ratio. All noisy labels in the noisy labeled dataset are the
same as the corresponding corrupted labels in Ly noise level that the corrupted ratio is around 40%.

4.2 RESULTS UNDER SEMI-SUPERVISION

To illustrate the effectiveness of MLB-Seg under Table 1: Comparison with existing methods under
different types of imperfect supervision, we first ~semi-supervision on PROMISE12.

evaluate our method under semi-supervision. Method Dice (%)
We compare our method with the baseline UNet++ (Zhou et al., 2018) 68.85
(UNet++(Zhou et al.,[2018)) and previous semi- Entropy Min. (Vu et al [2019) 3347
. Mix-up (Zhang et al.]2017a) 41.38
supervised methods on PROMISE12 (Table E) Adv. Traning (Zhang et al.]2017b) 61.58
and LA dataset (Table [2), including adversar- ~ Mean Teacher (Perone & Cohen-Adad]2018) 52.96
ial learning based methods (Zheng et al.| 2019; Discrete MI (Peng et al..[2020) 47.71
Zhang et al., 2017b), mean teacher and consis- Contrastive (Chaitanya et al,, [2020) 6115
g :» 4 Self-Paced (Peng et al.;|202T) (Unet, 256) 74.47
tency based methods (Perone & Cohen-Adad, MLB-Seg (Unet, 144) 76.41
2018; Yu et al., 2019a;|Hang et al., 2020; Wang MBI{I]J}BS-SQg( L(IUneL 2512‘) ;?;g

[ [ -Seg (Unet++, .

et al.,[2020b; |[Luo et al., [2020; |Wu et al.| 2021)), MLB-Seg (Unet++. 256) 1827

a pre-training based strategy (Vu et al.,2019), a
data augmentation based strategy (Zhang et al., 2017a), a co-training strategy (Peng et al.,2020), and
contrastive learning based methods (Chaitanya et al.,|2020; |Peng et al.|[2021). Note that for a fair
comparison in Table[T, we also conduct experiments using Unet (Ronneberger et al., 2015) as the
backbone which is used in Self-Paced (Peng et al.| |2021) and we select the best checkpoint based
on the validation set and report the results on the test set. As shown in Table |I, |Z, our MLB-Seg
outperforms recent state-of-the-art methods on both PROMISE12 (under different combinations of
backbones and image sizes) and the LA dataset under almost all evaluation measures.

4.3 RESULTS UNDER NOISY-SUPERVISION

We further evaluate our method under noisy-supervision. We compare our method with the baseline
(UNet++), UNet++ meta and previous methods in TableE. To ensure a fair comparison, we use
UNet++ as the backbone architecture for all comparison methods. Specifically, UNet++ meta
represents training exclusively on the clean data. We also compare with recent methods, including a
meta-learning based method which only reweights the noisy training labels (Mirikharaji et al.|[2019),
a regularization based method (Zhang et al.,|2017a) and semi-supervised learning based methods (L1
et al.,[2020a; |Liu et al.|[2020). For (Zhang et al.,2017a;|Li et al.,|2020a; [Liu et al.,|2020), we follow
their public source codes and modify the loss term for segmentation tasks.

As a reference, we also train UNet++ on the entire training set using clean labels (No Noise). As
shown in[3] our method outperforms existing methods by a large margin under almost all evaluation
measures except for ASD where we are the second-best. For instance, compared with (Mirikharaji
et al., 2019), our method yields 4.19% performance improvement in Dice under the same noise
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Table 2: Comparison with existing methods under semi-supervision on LA dataset.

Method Dice (%)1 | J1(%)T | HD (voxel)] | ASD (voxel)]
UNet++|Zhou et al. [(2018) 81.33 70.87 14.79 4.62
DAP|Zheng et al.|[(2019) 81.89 71.23 15.81 3.80
UA-MT Yu et al. (2019a) 84.25 73.48 13.84 3.36
SASSNet|Li et al. (2020b) 87.32 77.72 9.62 2.55
LG-ER-MT |Hang et al.|(2020) 85.54 75.12 13.29 3.77
DUWM [Wang et al. (2020b) 85.91 75.75 12.67 3.31
DTC|Luo et al.|(2020) 86.57 76.55 14.47 3.74
MC-Net|Wu et al. [(2021) 87.71 78.31 9.36 2.18
MLB-Seg 88.69 79.86 8.99 2.61

Table 3: Comparison with existing methods under noisy-supervision on PROMISE12.

Method Dice (%)t | JI (%) | HD (voxel)] | ASD (voxel)]
UNet++ (Zhou et al.,|2018) 73774 58.90 11.63 3.70
UNet++ meta 73.04 58.51 17.06 5.50
NL reweighting (Mirikharaji et al.,2019) 76.64 62.62 8.33 2.75
Mix-up (Zhang et al.,[2017a) 69.18 53.78 13.25 4.56
DivideMix (Li et al.;2020a) 74.77 59.99 8.09 2.40
ELR* (Liu et al.,|2020} 75.43 61.91 6.88 2.02
MLB-Seg - L, 80.83 68.10 6.68 2.10
No Noise 83.72 72.23 5.54 2.04

Table 4: Ablation study on mixing ratio for mix-supervision based on PROMISE12 and LA dataset.

GT Noisy Unlabeled PROMISE12 LA
Dice (%)1 | ASD (voxel)] | Dice (%) 1 | ASD (voxel)]

0% 0% 100% 76.68 2.64 88.69 2.61
0%  25% 75% 77.70 2.79 88.79 2.87
25% 0% 75% 79.02 2.37 88.36 2.61
0%  50% 50% 79.34 242 88.60 2.32
0%  75% 25% 80.15 2.52 89.28 2.57
25%  15% 0% 80.58 2.25 89.51 2.51
0%  100% 0% 80.83 2.10 89.17 2.35

level. Furthermore, we also investigate the robustness of our method by varying the noise level of
the corrupted training set from {Lq, Lo, L3}. At each noise level, we compare the baseline UNet++
which is directly trained on the noisy training data with our MLB-Seg (see Supplementary for the
detailed Table). Compared with the baseline method which drops from 80.03% to 59.77%, when
increasing the noise level from L3 to L1, our proposed method only drops from 82.01% to 77.70%.
This promising result shows the robustness of our method and also reveals that under a more severe
noise level, MLB-Seg delivers larger performance improvement.

4.4 RESULTS UNDER MIX-SUPERVISION

We also evaluate MLB-Seg under mix-supervision (including both semi- and noisy- supervision).
Moreover, to investigate how the ratio of semi- and noisy- supervision will influence the performance
of MLB-Seg, we conduct experiments with mixing ratios (noisy:unlabeled) at 25%:75%, 50%:50%
and 75%:25% on both PROMISEI12 and LA dataset. For ratios 25%:75% and 75%:25%, we also
replace labels of the 25% part with ground-truth to test the upper bound performance. As shown in
Table [d] (see Supplementary for more detailed Table), we can see that MLB-Seg is quite robust under
different mixing ratios. For mixing ratios 25%:75% and 75%:25%, our MLB-Seg already yields a
very high result with only a small gap compared with the corresponding upper bound (80.15% vs.
80.58% on PROMISEI12 and 89.28% vs. 89.51% on LA).

4.5 ABLATION STUDY

To explore how different components of our MLB-Seg contribute to the final result, we conduct the
following experiments under semi-supervision on PROMISE12: 1) the bootstrapping method (Reed
et al.,[2014) (using fixed weights without applying meta-learning); 2) MLB, which only reweights
the imperfect labels and pseudo labels without applying PLE and mean teacher; 3) MLB + mean
teacher which combines MLB with mean teacher scheme; 4) MLB + PLE which applies PLE
strategy with MLB. When applying multiple data augmentations (i.e., for QQ = 2,4), we find the
best performing combinations are 2 x PLE (using one zoom in and one zoom out), 4 x PLE (using
one zoom in and two zoom out and one flip for each input); 4) MLB + PLE + mean teacher which
combines PLE, mean teacher with MLB simultaneously to help better understand how mean teacher
will contribute to PLE. Our results are summarized in Table [5] which shows the effectiveness of our
proposed components. The best results are achieved when all components are used.
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Table 5: Ablation study on different components used in MLB-Seg based on PROMISE12.

%)t | 1

(voxel)| | ASD (voxel)|

MLB mean teacher 2x PLE 4x PLE \ Dice (
0.

(%)t | HD
5.85

70.85 5 10.02 4.35
v 73.97 59.71 8.49 3.49
v v 73.76 59.37 8.04 3.00
v v 75.01 60.92 7.58 2.70
v v 73.10 58.45 9.42 3.57
v v v 76.68 63.14 7.85 2.64
88
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(a) Average meta-learned weights of augmented (b) Comparison among of augmentations used in PLE w/
variants from one input w/ and w/o mean teacher and w/o mean teacher on LA and PROMISE12 dataset
Figure 3: (a) Blue line denotes the average meta-learned weights of different augmented samples
from one sample while using 4x PLE and orange line represents using 4x PLE w/ mean teacher.

Applying different number of augmentations (zoom in) in PLE w/ and w/o mean teacher.

To demonstrate how PLE combined with the mean teacher model help stabilize the meta-weight
update, we plot the number of augmentations (Q)) vs. the performance of MLB + PLE (w/ mean
teacher) and MLB + PLE + mean teacher on both LA and PROMISE12 dataset. Specifically, we
apply 1 x zoom in, 2 X zoom in, 4 X zoom in and 6 X zoom in respectively for each input sample.
As shown in Fig. @, we can see for MLB + PLE (w/ mean teacher) (the blue line) indicates that
while increasing () from 1 to 2, the performance does improve from 85.79% to 86.82% (LA) and
74.34% to 74.99% (PROMISE12). However, when () reaches 6 (for LA) or () reaches 4 and 6 (for
PROMISE12), the performance significant drops from 87.34% to 81.46% (LA, (Q = 6), from 74.99%
to 72.07% (PROMISE12, ) = 4) and from 74.99% to 70.91% (PROMISE12, ) = 6) . However, for
MLB + PLE + mean teacher (both orange lines), the performance reaches 76.63% (from 72.07%,
PROMISEI12) when @ = 4, 75.84% (from 70.91%, PROMISE12) and 86.60% (from 81.46%, LA)
when () = 6, which suggests that deploying the mean teacher model combined with PLE indeed helps
stabilizes the meta-learning model. When ) > 4, the performance of MLB + PLE + mean teacher
begins to saturate while that of MLB + PLE (w/ mean teacher) keeps decreasing. In Fig.[3al using
different augmentation types, we observe that MLB + PLE + mean teacher consistently improves
the stability of meta-learning compared with its counterpart without using mean teacher, further
validating the effectiveness of our method. Based on our ablation results, we adopt MLB + 4 x PLE
+ mean teacher as our default configuration of MLB-Seg.

Qualitative Analysis. We also demonstrate a set of qualitative examples to illustrate how the
proposed MLB-Seg benefits medical image segmentation in the Supplementary. We observe that
MLB-Seg generally pays more attention to the edge information. For those erroneous pixels, higher
weights are assigned to the pseudo labeled pixels while such pixels are assigned with nearly zero in
the imperfect label, which effectively alleviates the negative effects from erroneous pixels.

5 CONCLUSION

In this paper, we present a novel meta-learning based segmentation method for medical image
segmentation under imperfect supervision. With few expert-level labels as guidance, our model
bootstraps itself up by dynamically reweighting the contributions from imperfect labels and its own
outputs, thus alleviating the negative effects from the erroneous voxels. In addition, we identify an
instability issue with the meta-learned weights when using data augmentation and propose to use a
mean teacher model to stabilize the weights accordingly. Extensive experiments demonstrate that our
method is not only effective under various imperfect supervision settings but also quite robust against
various noise levels without sacrificing the segmentation accuracy. Notably, our method achieves the
state-of-the-art result on both LA and PROMISE12 benchmarks. We hope our effort will encourage
future exploration on leveraging the widely existing imperfect medical datasets.
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