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NI-GDBA: Non-Intrusive Distributed Backdoor Attack Based on
Adaptive Perturbation on Federated Graph Learning

Anonymous Author(s)

Abstract
Federated Graph Learning (FedGL) is an emerging Federated Learn-
ing (FL) framework that learns the graph data from various clients
to train better Graph Neural Networks(GNNs) model. Owing to con-
cerns regarding the security of such framework, numerous studies
have attempted to execute backdoor attacks on FedGL, with a par-
ticular focus on distributed backdoor attacks. However, all existing
methods posting distributed backdoor attack on FedGL only focus
on injecting distributed backdoor triggers into the training data of
each malicious client, which will cause model performance degra-
dation on original task and is not always effective when confronted
with robust federated learning defense algorithms, leading to low
success rate of attack. What’s more, the backdoor signals intro-
duced by the malicious clients may be smoothed out by other clean
signals from the honest clients, which potentially undermining the
performance of the attack.

To address the above significant shortcomings, we propose a
non-intrusive graph distributed backdoor attack(NI-GDBA) that
does not require backdoor triggers to be injected in the training
data. Our attack trains an adaptive perturbation trigger generator
model for each malicious client to learn the natural backdoor from
the GNN model downloading from the server with the malicious
client’s local data. In contrast to traditional distributed backdoor
attacks on FedGL via trigger injection in training data, our attack
on different datasets such as Molecules and Bioinformatics have
higher attack success rate, stronger persistence and stealth, and
has no negative impact on the performance of the global GNN
model. We also explore the robustness of NI-GDBA under different
defense strategies, and based on our extensive experimental studies,
we show that our attack method is robust to current federated
learning defense methods, thus it is necessary to consider non-
intrusive distributed backdoor attacks on FedGL as a novel threat
that requires custom defenses. Code is available at an anonymous
github repository: https://anonymous.4open.science/r/NI-GDBA-
64E5/

CCS Concepts
• Security and privacy→ Distributed systems security.

Keywords
Federated Graph Learning, Backdoor Attacks
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1 Introduction
Graph data is a very pervasive type of data in the Web, which can
be found in recommender systems[4, 8], social networks[6, 41],
financial systems[2, 27]. Graph Neural Networks (GNNs) general-
ize traditional Deep Neural Networks (DNNs) to learn graph data,
thereby opening up a promising avenue for effectively learning
from complex graph data. In certain scenarios of Web, like the de-
velopment of recommender systems, having comprehensive graph
data from platforms such as Taobao, Temu, and Amazon simulta-
neously would enable us to construct a recommender system that
effectively caters to diverse geographic demographics. However,
stringent privacy policies and fierce business competition[17] pre-
vent the sharing of graph data between platforms. In practice, the
performance of GNNmodels trained individually by platforms with
their own graph data is often unsatisfactory, therefore, a distributed
training approach where organizations collaborate to train a GNN
model without exchanging graph data is critically necessary[12].

Federated Graph Learning(FedGL) is a promising solution to
address such data isolation/privacy issues[13, 18, 20–24, 26, 28,
30, 46]. Specifically, FedGL allows a central server to coordinate
multiple clients in training a GNN model collaboratively, without
sharing their graph data. In FedGL, each client has its own set of
graphs. The server and clients collaboratively train a shared GNN
model without directly accessing the clients’ graphs. The learnt
shared GNN model is then used by all clients for testing.

Although FedGL can successfully train high-performing GNN
models with graph data scattered across various platforms, it may be
susceptible to potential security vulnerabilities when applied in real
Web applications. Recent researches have attempted to examine
the security issues of FedGL in real Web application scenarios
through backdoor attacks[3, 31, 34, 36, 39, 43, 45, 47]. The so-called
backdoor attacks involve embedding a malicious and concealed
backdoor within deep learning models. The backdoor model would
behave normally on benign inputs, but the hidden backdoor will
be activated to mislead the model when the attack-defined trigger
is presented[9, 15, 38]. Within FedGL, there emerges a novel and
highly threatening form of attack known as distributed backdoor
attack[16, 33, 35, 37, 40]. In such distributed backdoor attack, an
attacker controls a fraction of clients as malicious clients, who aim
to embed a backdoor within the GNN model. These clients inject
different local backdoor triggers, such as various subgraphs, into
part of their training data and label it with a target label chosen by
the attacker, which is different from the true label. When the model
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is deployed in real-world scenarios, to activate hidden backdoors,
it merely requires injecting those local triggers into the graph data.

However, such distributed backdoor attack based on injecting
triggers into training data has several obvious drawbacks. Xu et al.
[37] firstly proposed distributed backdoor attack in FedGL based on
data poisoning, however, due to the fact that the triggers are ran-
domly generated subgraphs, backdoor signals are easily smoothed
out by clean signals, leading to decreasing attack success rates with
increasing training rounds in the case of a small number of ma-
licious clients. Liu et al. [16] improves the distributed backdoor
attacks in FedGL through more appropriate trigger position selec-
tion as well as trigger generation algorithms. However, since it still
has to inject triggers into the training data, which can cause the
local model parameters of the malicious clients to be significantly
different from those of the honest clients, thus its attack success
rate is not satisfactory under the application of various federated
learning defense algorithms. Xu et al. [35] further suggests that,
in FedGL, the negative impact of distributed backdoor attack on
the original task of the global GNN model is severe. Based on these
drawbacks, we propose the following questions.
RQ1: Can distributed backdoor attack achieve high attack success
rate without affecting the performance of the GNN model on the
original task?
RQ2: Can distributed backdoor attack continue to ensure that back-
door signals brought in by malicious clients will not be smoothed
out by clean signals from honest clients when the total number of
malicious clients is limited, thus ensuring the effectiveness of the
backdoor attack?
RQ3:Can distributed backdoor attack remain effectivewith existing
federated learning defense algorithms?

To answer the questions mentioned above, we introduce a non-
intrusive graph distributed backdoor attack(NI-GDBA) based on
adaptive perturbation .
Our non-intrusive distributed backdoor attack on FedGL:
The main reason we find that past distributed backdoor attacks
on FedGL have those shortcomings mentioned above is the use of
trigger injection in training data. Previous researches all attempted
to have the model construct mappings between data containing
subgraph triggers and the target label during the training process.
To compensate for the shortcomings of such attack, we propose
a non-intrusive distributed backdoor attack on FedGL. In our NI-
GDBA, we propose a perturbation trigger generator model that
adaptively optimizes trigger without interfering with the FedGL
training process. And it learns the most suitable local trigger for
each malicious client. The perturbation trigger generator model
occurs in two steps: 1) The malicious clients provide local clean
training data to participate in FedGL training process, and then
downloads the global GNN model from the server. This process
solves the drawbacks of previous backdoor attacks causing the
model’s performance degradation on the original task as well as
the problem of backdoor signals being smoothed out by the clean
signals of the honest client, which also provides answers to RQ1
and RQ2. 2) In each malicious client, the global GNN model is ap-
plied to train a local perturbation trigger generator model, which
continuously optimizes the local perturbations trigger to learn the
global GNN model’s natural backdoor[42]) based on its loacl graph
data. This process makes our perturbation trigger able to achieve

effective backdoor attacks without being detected by various fed-
erated learning defense algorithms, which are designed for FedGL
training process. And it also offers a brilliant answer to RQ3.
Empirical and theoretical evaluations:We extensively evaluate
the NI-GDBA attack on six benchmark graph datasets. Our attack
results excellently answer RQ1,RQ2 and RQ3 presented above.
RA1: Distributed backdoor attack can achieve high attack success
rate without affecting the performance of the GNN model on the
original task. Our NI-GDBA is able to maintain an average attack
success rate of over 97.5% while having no negative impact at all
on the performance of the GNN model on the original task.
RA2: Distributed backdoor attack can ensure the effectiveness of
backdoor attack when the number of malicious clients is limited.
Our NI-GDBA attack performance is largely independent of the
number of malicious clients, and according to our experimental
results, its average attack success rate drops by less than 0.5% when
the number of malicious cliens decreases.
RA3: Distributed backdoor attack can be still effective with exist-
ing federated learning defense algorithms. With an average attack
success rate over 97% , the average backdoor performance of NI-
GDBA improves by 60% to 64% compared to existing work under
two federated learning defense algorithms, which validates our
NI-GDBA’s groundbreaking success in answering RQ3.
Contributions:
• Wepropose a non-intrusive graph distributed backdoor attack(NI-

GDBA) method that enables effective, stealthy and persistent
backdoor attack on FedGL.

• Our NI-GDBA effectively addresses the significant problems as-
sociated with the impact of distributed backdoor attacks within
FedGL. It does so by clean FedGL training process and by de-
veloping adaptive perturbation triggers with the global GNN
model.

• We have developed a novel non-intrusive framework for dis-
tributed backdoor attack that leverages the natural backdoors
in global GNN model. To our knowledge, this is the first study
to successfully implement distributed backdoor attack in FedGL
without disrupting the training process.

2 BACKGROUND AND PROBLEM DEFINITION
2.1 Federated Graph Learning (FedGL)
We define the graph as 𝐺 = (𝑉 , 𝐸, 𝑋 ), where 𝑉 is node set, 𝐸 is
the edge set, and 𝑋 ∈ R |𝑉 |×𝑑 is node feature matrix, with 𝑑 the
dimensionality of the features and |𝑉 | the total number of the
nodes. The adjacency matrix𝐴 ∈ {0, 1} |𝑉 |× |𝑉 | is introduced, where
𝐴𝑢,𝑣 = 1 if the edge (𝑢, 𝑣) is an element of 𝐸, and 0 otherwise. In
the context of this study, graph classification is identified as the
focal task, with each graph𝐺 assigned a label𝑦 from the label space
Y. The process of graph learning (GL) involves the ingestion of a
graph 𝐺 to train a graph classifier 𝑓 , which predicts the graph’s
label, formalized as 𝑓 : 𝐺 → Y.

Federated Graph Learning(FedGL) extends GL in the federated
learning setting. It enables C clients to train a global GNN model
𝜃 collaboratively without revealing local datasets. In contrast to
centralized graph learning, which collects diverse graph data at a
central server before training, FedGL operates by having clients
upload the weights of their local models (denoted as {𝜃𝑖 |𝑖 ∈ C}) to
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a parametric server. Specifically, the objective of FedGL is to refine
the loss function for enhanced performance

min
𝜃

ℓ (𝜃 ) =
C∑︁
𝑖=1

𝑘𝑖

C 𝐿𝑖 (𝜃 ), 𝐿𝑖 (𝜃 ) =
1
𝑘𝑖

∑︁
𝑗∈𝑃𝑖

ℓ𝑗 (𝜃, 𝑥 𝑗 ), (1)

where 𝐿𝑖 (𝜃 ) and 𝑘𝑖 are the loss function and local graph data size
of 𝑖-th client, and 𝑃𝑖 refers to the set of data indices with size 𝑘𝑖 .

In the 𝑡-th iteration, FedGL adheres to the following three-step
procedure:
• Global model download. The clients download the latest global

GNN model 𝜃𝑡 from the server
• Local training. The client refines the model parameters 𝜃𝑡 with its

local training graph data and updates its parameters according to
the rule: 𝜃𝑖𝑡 ← 𝜃𝑖𝑡 −𝜂

𝜕𝐿 (𝜃𝑡 ,𝑏 )
𝜕𝜃𝑖𝑡

, where 𝜃𝑖𝑡 represents the parameters
of the model at iteration 𝑡 for the 𝑖-th client, and 𝜂 is the learning
rate.

• Aggregation. After the clients upload local models, the server
updates the global model by aggregating the local models with
specific aggregation algorithms.

2.2 Distributed Backdoor Attacks on FedGL
In the context of a backdoor attack against Federated Graph Learn-
ing (FedGL), previous scholarly endeavors have focused on the
injection of effective triggers into the training data. This manipu-
lation is designed to induce the global GNN model to establish a
conditional mapping, wherein the presence of the graphs injected
with trigger is associated with specific target label. We categorize
this approach as an intrusive distributed backdoor attack. Building
upon this concept, we introduce a novel non-intrusive distributed
backdoor attack.
• Intrusive Distributed Backdoor Attack: Backdoor attack by

injecting various triggers into each malicious client’s training
data, which can interfere with the normal machine learning
model training process.

• Non-Intrusive Distributed Backdoor Attack: Backdoor at-
tack realized by multiple malicious clients cooperating without
interfering with the machine learning model training process.
For intrusive distribued backdoor attack on FedGL, a recent

work[37] inspired by [44] proposes a kind of such backdoor at-
tack by applying random subgraphs as triggers, which is named
Rand-GDBA in [40], where the prefix “Rand” means malicious
clients randomly choose nodes from their clean graphs as the lo-
cation to inject the trigger. Meanwhile, a recent study[16] extends
the methodology for trigger generating algorithm in Rand-GDBA,
which are tested by us in our experiments.
Rand-GDBA: Each malicious client 𝑖 has its local trigger 𝑘𝑖 , and
inject it into a fraction of its training graph data, where the inject
position is nodes randomly selected from the graph. After the back-
doored graphs 𝐺𝑖

𝑏
is formed by each malicious client 𝑖 , the local

backdoored model 𝜃𝑖
𝐵
of malicious client 𝑖 can be learned as below:

𝜃𝑖𝐵 = argmin
𝜃𝑖
𝐵

𝐿(𝐺𝑖
𝐵 ∪𝐺

𝑖
𝐶 ;𝜃 ) (2)

where 𝜃 is the global model,𝐺𝑖
𝐶
contains the remaining clean graphs

in 𝐺𝑖 . The server will aggregate the local models with specific

aggregation algorithms. The final backdoored GNNmodel is shared
with all clients. When the model is deployed in real-world scenarios,
injecting all malicious clients’ local triggers 𝑘𝑖 into the graph data
with randomly chosed nodes as trigger position can activate the
hidden backdoor in the model.

2.3 Threat Model
Our goal is to answer questions that distributed backdoors based on
trigger injection in training data leaves. As an attacker, we hope to
achieve a stealthy and effective distributed backdoor attack without
interfering with the training process.
Attacker:We assume the attacker manipulates a number 𝑐𝑚 of the
total C clients, namely malicious clients.
• Attacker’s knowledge: All malicious clients only know their

own training graphs and the global GNN model during FedGL
training.

• Attacker’s capability: Malicious clients can use local graph
data to learn natural backdoor of the global GNN model.

• Attacker’s objective: Malicious clients aim to learn a back-
doored FedGL model such that: it predicts the backdoored testing
graphs as the target label, while correctly predicting the clean
testing graphs. This implies the model will achieve a high attack
success rate as well as a high original task accuracy.

3 Non-intrusive DBA on FedGL
Our NI-GDBA consists of twomain steps. First, the malicious clients
supply local unmodified graph data to acquire a clean global GNN
model. Second, each malicious client learns the GNN model’s nat-
ural backdoor by training a local adaptive perturbation trigger
generator model with their own graph data.

3.1 FedGL Training with Clean Graph Data

Figure 1: Global GNN model training process of our NI-
GDBA.

As show in figure 1, the malicious clients provide local clean
graph data for FedGL just like honest clients to train a global GNN

3
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model, which will be used for the adaptive perturbation trigger
generator model’s training process.

Algorithm 1 FedGL training with clean graph data

Input: Total clients C with clean graphs {𝐺𝑖 }𝑖∈C , training iterations 𝑖𝑡𝑒𝑟 ,
initial global model 𝜃1
Output: Global GNN model 𝜃𝑖𝑡𝑒𝑟 .
1: for each iteration 𝑡 in [1,iter] do
2: for each client 𝑖 ∈ C do
3: 𝜃𝑖𝑡 = argmin

𝜃𝑖
𝐿 (𝐺𝑖 ;𝜃𝑡 )

4: end for
5: Server randomly selects C𝑡 clients for aggregation
6: 𝜃𝑡+1 = 1

|C𝑡 |
∑

𝑖∈C𝑡 𝜃
𝑖
𝑡

7: end for

Local Model Training: As described in Algorithm 1, for each
client 𝑖 , it updates the local model via minimizing the loss on all its
clean graphs {𝐺𝑖 }𝑖∈𝐶 as:

𝜃𝑖𝑡 = argmin
𝜃𝑖

𝐿(𝐺𝑖 ;𝜃𝑡 ) (3)

Updating the Global GNN Model: The server averages the local
models 𝜃𝑖 of the selected clients to update the global GNN model 𝜃 .

3.2 Learning Natural Backdoor of GNN Model
We learn the natural backdoor of global GNN model through an
adaptive trigger generator model, which has two main parts: trig-
ger location learning and perturbation trigger learning. The former
is used to find the appropriate trigger location for trigger injec-
tion, and the latter is applied to generate the adaptive perturbation
trigger that can effectively realize the backdoor attack.

Figure 2: Perturbation trigger generator model training pro-
cess.

1)Trigger Location Learning: To reduce the time complexity of
natural backdoor learning of GNN model, we optimize the trigger

location learning by a specific algorithm rather than an iterative
optimization algorithm based on the results of backdoor attacks on
local training graphs of malicoius clients. Specifically, we introduce
an efficient and low time-complexity clustering algorithm to select
the important nodes in a graph to be injected with perturbation
triggers, which uses a customized clustering coefficient 𝑐𝑢 defined
as follows to measure the influence of a node in the graph[16].

Unweighted Graphs: For unweighted graphs, the clustering
coefficient 𝑐𝑢 for a node 𝑢 is defined as the fraction of possible
triangles through that node that actually exist. This is calculated
using the formula:

𝑐𝑢 =
2𝑇 (𝑢)

𝑑𝑒𝑔(𝑢) (𝑑𝑒𝑔(𝑢) − 1) (4)

where 𝑇 (𝑢) is the number of triangles through node 𝑢, and 𝑑𝑒𝑔(𝑢)
is the degree of 𝑢. If 𝑑𝑒𝑔(𝑢) < 2, the clustering coefficient is set to
0.

Weighted Graphs: For weighted graphs, the clustering coeffi-
cient is generalized to account for the weights of the edges forming
the triangles. The function computes the geometric average of the
subgraph edge weights:

𝑐𝑢 =
1

𝑑𝑒𝑔(𝑢) (𝑑𝑒𝑔(𝑢) − 1)
∑︁
𝑣𝑤

(𝑤̂𝑢𝑣𝑤̂𝑢𝑤𝑤̂𝑣𝑤)1/3 (5)

where 𝑤̂𝑢𝑣 represents the normalized edge weight𝑤𝑢𝑣 with respect
to the maximum weight in the network.

Directed Graphs: For directed graphs, the clustering coeffi-
cient considers the directionality of the edges. The formula for the
directed clustering coefficient 𝑐𝑢 is:

𝑐𝑢 =
𝑇 (𝑢)

2(𝑑𝑒𝑔𝑡𝑜𝑡 (𝑢) (𝑑𝑒𝑔𝑡𝑜𝑡 (𝑢) − 1) − 2𝑑𝑒𝑔↔ (𝑢)) (6)

where 𝑇 (𝑢) is the number of directed triangles through node 𝑢,
𝑑𝑒𝑔𝑡𝑜𝑡 (𝑢) is the sum of the in-degree and out-degree, and 𝑑𝑒𝑔↔ (𝑢)
is the reciprocal degree.
2)Perturbation Trigger Learning: As shown in figure 2 and algo-
rithm 2, the adaptive perturbation trigger generator model learns
the natural backdoor of the GNN model. In our backdoor attack,
graph𝐺 is fed to the adaptive perturbation trigger generator model,
then a suitable perturbation trigger is added after the trigger lo-
cation is found. We then feed the graph 𝐺 to the GNN model for
prediction and continuously optimize our adaptive perturbation
trigger generator model based on the prediction results and the
covert nature of the perturbation triggers so that it can generate
more effective perturbation triggers under various federated learn-
ing defense algorithms. Specifically, our preliminary optimization
goal is to minimize the the cross entropy loss for graph classifica-
tion:

𝐿𝑐𝑙𝑠 = −
1
𝑁

𝑁∑︁
𝑖=1
−(𝑦𝑖 log(𝑦𝑖 ) + (1 − 𝑦𝑖 ) log(1 − 𝑦𝑖 )) (7)

where 𝑦𝑖 is the target label of backdoor attack, and 𝑦𝑖 is the predic-
tion label of the GNN model.

For the architecture of the adaptive perturbation trigger gener-
ator model 𝜔𝑖 , it proposes a perturbation trigger 𝑔𝑡 tailored to a
given subgraph 𝑔 within 𝐺 . At a high level, 𝜔𝑖 contains two key
operations: (i) it first encodes both subgraph 𝑔’s node features and

4
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Algorithm 2 Learning Natural Backdoor of GNN Model

Input: Malicious clients 𝑐𝑚 with clean graph {𝐺𝑖 }𝑖∈𝑐𝑚 , GNN model 𝜃 ,
malicious clients’ initial adaptive perturbation trigger generator model
{𝜔𝑖

1}𝑖∈𝑐𝑚 , training iterations 𝑖𝑡𝑒𝑟 𝑖 𝑖∈𝑐𝑚 , trigger node size 𝑛𝑡𝑟𝑖
Output: Malicious clients’ perturbation trigger {𝜔𝑖 }𝑖∈𝑐𝑚
1: for each client 𝑖 ∈ 𝑐𝑚 do
2: for each iteration 𝑡 in [1,𝑖𝑡𝑒𝑟 𝑖 ] do
3: Client 𝑖 divides𝐺𝑖 into𝐺𝑖

𝑐𝑚
and to-be-backdoored𝐺𝑖

𝑜

4: s𝑖 = Node_score(𝐺𝑖
𝑜 ) // Node importance score

5: V𝑖
𝑑𝑒𝑓

= rank(s𝑖 , 𝑛𝑡𝑟𝑖 ) // Trigger location
6: 𝐺̃𝑖

𝐵
= Perturbation_Trigger_Learning(𝐺𝑖

𝑜 , V𝑖
𝑑𝑒𝑓

)
7: 𝜔𝑖

𝑡 = argmin
𝜔𝑖

𝐿 (𝐺̃𝑖
𝐵
;𝜃 )

8: end for
9: end for

topological structures, which maps each node 𝑖 in 𝑔 to its encod-
ing 𝑧𝑖 ; (ii) it applies two generator functions structured by neural
networks. One is used for mapping 𝑔’s node encodings to 𝑔𝑡 ’s topo-
logical structures, and the other is designed for mapping 𝑔’s node
encodings to 𝑔𝑡 ’s node features. These two neural networks work
together to accomplish the formation of the perturbation trigger.

i) Encoder for 𝑔’s feature and structure:We employ recent
advances on graph attention mechanisms[25] to encode the node
features and topological structure of graph 𝑔. When considering
a specific node pair 𝑖 and 𝑗 , we determine an attention coefficient
𝛼𝑖 𝑗 that quantifies the significance of node j in relation to node i,
taking into account their respective node features and topological
connection. Subsequently, we construct the representation for node
i by aggregating its neighboring encodings, with each encoding
weighted according to the pertinent attention coefficient, following
an application of a nonlinear transformation. Here, we use 𝑧𝑖 ∈
R𝑑 to represent the encoding of node 𝑖 , where 𝑑 is the encoding
dimensionality.

ii) Mapping 𝑔’s encoding to 𝑔𝑡 : Given two nodes 𝑖, 𝑗 ∈ 𝑔 with
their encodings 𝑧𝑖 and 𝑧 𝑗 , we define their corresponding connec-
tivity 𝐴̃𝑖 𝑗 in 𝑔𝑡 using their parameterized cosine similarity:

𝐴̃𝑖 𝑗 = 1𝑧⊤
𝑖
𝑊 ⊤

𝑐 𝑊𝑐𝑧 𝑗 ≥∥𝑊𝑐𝑧𝑖 ∥ ∥𝑊𝑐𝑧 𝑗 ∥/2 (8)

where 𝑊𝑐 ∈ R𝑑×𝑑 is learnable and 1𝑝 is an indicator function
returning 1 if 𝑝 is true and 0 otherwise. Intuitively, 𝑖 and 𝑗 are
connected in 𝑔𝑡 if their similarity score exceeds 0.5.

Meanwhile, for node 𝑖 ∈ 𝑔, we define its feature 𝑋̃𝑖 in 𝑔𝑡 as

𝑋̃𝑖 = 𝜎 (𝑊𝑓 𝑧𝑖 + 𝑏 𝑓 ) (9)

where𝑊𝑓 ∈ R𝑑×𝑑 and 𝑏 𝑓 ∈ R𝑑 are both learnable, and 𝜎 (·) is a
non-linear activation function.

In order to improve the covert of perturbation trigger injection,
we restrict the generation of perturbation triggers based on the
homogeneity assumption, specifically, we introduce the following
homogeneity loss:

𝐿ℎ𝑜𝑚𝑜 =
1
|𝐸 |

∑︁
(𝑖, 𝑗 ) ∈𝐸

max
(
0, 𝜃 − sim(𝑥𝑖 , 𝑥 𝑗 )

)
(10)

where |𝐸 | represents the number of edges in the graph, (𝑖, 𝑗) denotes
an edge in the graph, 𝜃 is a predefined similarity threshold, and
sim(x𝑖 , x𝑗 ) represents the similarity between nodes 𝑖 and 𝑗 .

Then the final optimization objective of our adaptive perturba-
tion trigger generator model is to minimize the following losses:

𝐿 = 𝐿𝑐𝑙𝑠 + 𝛽𝐿ℎ𝑜𝑚𝑜 (11)

4 Attack Results
Next, we conduct an empirical study of NI-GDBA to answer the
following key question:
Q1 - How much will NI-GDBA negatively affect the performance
of the GNN model on the original task?
Q2 - How effective is the NI-GDBA with a limited number of mali-
cious clients?
Q3 - How effective is the NI-GDBA when confronted with existing
federated learning defense algorithms?

4.1 Experimental Setup
We implemented our NI-GDBA on FedGL using the PyTorch frame-
work. All experiments were run on a server with 8 NVIDIA 4090
GPU. Each experiment was repeated five times with different ran-
dom seed to obtain the average attack results.
Datasets and training/testing sets:We evaluate our attack on six
benchmark real-world graph datasets for graph classification, which
are presented in detail in Table 1. For each dataset, we randomly
sample 80% of the data instances as the training dataset and the
rest as the test dataset.

Table 1: Statistics of datasets

Datasets Graphs Classes

AIDS 2,000 2
NCI1 4,110 2

PROTEINS-full 1,113 2
DD 1,178 2

ENZYMES 600 2
COLORS-3 10,500 11

Attack baseline: We compare our NI-GDBA with Rand-GDBA
with four different trigger generation algorithms. We obtained the
name of the method in our experiments by directly splicing Rand-
GDBA with the corresponding trigger generation method. For ex-
ample, Rand-GDBA with trigger generation model Watts-Strogats
(WS) model [29] is called Rand-GDBA-WS
• Rand-GDBA-ER: Each malicious client, Following [44], gener-

ates the triggerwith the Erdős-Rényi (ER) randomgraphmodel[10],
where the number of edges 𝑒𝑡𝑟𝑖 with a trigger node size 𝑛𝑡𝑟𝑖
can be controlled. These triggers are subsequently attached to
random nodes within the graphs that are to be backdoored. To
amplify the effectiveness of the attack, we also ensure a diverse
set of local triggers is used across different malicious clients. This
is achieved by storing a collection of local triggers generated
with the ER model and distributing them uniquely to each mali-
cious client. The only difference between Rand-GDBA-ER and
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the following methods is the trigger generation algorithm, which
remains consistent in other experimental settings.

• Rand-GDBA-WS: It generates the local triggers byWatts-Strogats
model.

• Rand-GDBA-BA: It uses the Barabási-Albert (BA) model[1] to
generate triggers.

• Rand-GDBA-RR: Its triggers are generated by random regular
graph (RR) model[5].

• Our NI-GDBA: Each malicious client provides local clean graph
data to participate in the FedGL training process. Then the mali-
cious clients learn the natural backdoor of the global GNN model
by the adaptive perturbation trigger generator model on their
local training graphs. Note that the trigger node size 𝑛𝑡𝑟𝑖 and
trigger edge size 𝑒𝑡𝑟𝑖 are predefined (same as methods above).

During testing, the local triggers are combined into a global trig-
ger. For fair comparison, we let all attacks use a complete subgraph
as the global trigger. In our NI-GDBA, for each testing graph, we
learn the vital nodes that determine the trigger location, and then
add perturbation trigger with each malicious client’s local trigger
generator model.
Parameter setting: Due to the mutual influence of different pa-
rameters, we adopt different parameter setting schemes for the
solutions of Q1, Q2, and Q3 to make the comparison more fair.

• For Q1: In order to examine the impact of all the above dis-
tributed backdoor attacks on the performance of the GNN model
on the original task, we make all the methods have high attack
success rates without defense algorithms by suitable parameter
settings, but since the attack success rates of the methods other
than NI-GDBA on AIDS and COLOR-3 are too low, we only select
the remaining four datasets for the experiments. We also intro-
duce a method named None that trains the GNN model without
any backdoor attack to compare with the attacks above. During
FedGL training, we use a total of C = 5 clients and evenly distrib-
ute the training graphs in each dataset to the clients. The total
number of iterations is 40 in all datasets. Graph Convolutional
Networks(GCN)[14], Graph Attention Networks(GAT)[25] and
GraphSAGE[11] are introduced respectively as the graph classi-
fier. There are several hyperparameters that can affect all attacks’
performance on FedGL: number of malicious clients 𝑐𝑚 , fraction
of trigger nodes 𝑛𝑡𝑟𝑖 , fraction of trigger edges 𝑒𝑡𝑟𝑖 and fraction
of each malicious client’s training data injected with trigger 𝑝 .
In our NI-GDBA, we define that the fraction of each malicious
client’s training data used for perturbation trigger learning is 𝑝 .
We set 𝑐𝑚 = 2, 𝑛𝑡𝑟𝑖 = 0.5, 𝑒𝑡𝑟𝑖 = 0.3 and 𝑝 = 0.5 by default.
• For Q2: In order to explore whether the backdoor signals in-

troduced by different distributed backdoor attacks are easily
smoothed out when the number of malicious clients is extremely
limited. we extend the total number of clients 𝐶 to 10, set 𝑛𝑡𝑟𝑖 =
0.1, 𝑒𝑡𝑟𝑖 = 0.3 and 𝑝 = 0.2 as a mean of examining the extent to
which the effectiveness of the backdoor attack is weakened in
the presence of a decreasing number of malicious clients. The
total number of iterations is 40 in all datasets and the clients use
GCN as the graph classifier.

• For Q3: To examine the performance of various distributed back-
door attacks under different defense strategies, we use three
strategies, specifically: no defense, foolsgold[7] and federated

averaging(Fedavg)[19]. The total number of clients 𝐶 = 10,
𝑛𝑡𝑟𝑖 = 0.1, 𝑒𝑡𝑟𝑖 = 0.3 and 𝑝 = 0.2. The number of FedGL training
iterations is 40 in all datasets, and the graph classifier is GCN.

Evaluation metrics: We use the attack success rate (ASR) to eval-
uate the attack effectiveness and original task accuracy(OA) to
evaluate the GNN model’s performance.

𝐴𝑡𝑡𝑎𝑐𝑘 𝑆𝑢𝑐𝑐𝑒𝑠𝑠 𝑅𝑎𝑡𝑒 (𝐴𝑆𝑅) = #𝑠𝑢𝑐𝑐𝑒𝑠𝑠 𝑓 𝑢𝑙 𝑡𝑟𝑖𝑎𝑙𝑠
#𝑡𝑜𝑡𝑎𝑙 𝑡𝑟𝑖𝑎𝑙𝑠

(12)

4.2 Experimental Results
4.2.1 Main results of the compared attacks. Table 2 shows the com-
parison results of the attacks’ impact on GNN models’ performance
on original task in the default setting. Table 3 shows the comparison
results of the attacks with decreasing number of malicious clients.
Table 4, 5 and 6 shows the comparison results of the attacks with
various defense strategy. We have the below key observations:
(1) For Q1: NI-GDBA has no negative impact on the perfor-
mance of the GNNmodel on the original task: All attack meth-
ods, except for NI-GDBA, cause OA decrease of the original GNN
model by 5% to 8% and achieve a close OA(i.e., the differences be-
tween them in all cases are ≤ 3%). The OA of the GNN model when
subjected to the NI-GDBA attack remains consistent with the OA
of the GNN model in the absence of any attack. This demonstrates
that we have brilliantly answered to Q1.
(2) For Q2: NI-GDBA’s attack performance is largely inde-
pendent of the number of malicious clients: For all attacks
other than NI-GDBA, the ASR decreases by an average of 7% to
11% as the number of malicious clients decreases. However, our
NI-GDBA exhibits an average ASR decrease of less than 1% and
with the reduction of clients, while keeping an average ASR of over
98.3%. This demonstrates that our NI-GDBA are still effective in
scenarios with limited number of malicious clients in distributed
backdoor attacks, thereby answering Q2.
(3) For Q3: NI-GDBA performs well with existing federated
learning defense algorithms: Our experimental findings indicate
that, when faced with federated learning defense algorithms, attack
methods other than NI-GDBA experience an average decrease in
ASR ranging from 1% to 4.5%. In contrast, our NI-GDBA exhibits
a decrease in ASR of less than 0.3% under the same conditions,
while maintaining an average ASR exceeding 96.5%. This confirms
that NI-GDBA remains effective in executing attacks despite the
presence of current federated learning defense algorithms, which
offers a satisfying answer for Q3.

4.2.2 Impact of hyperparameters on our NI-GDBA. In this set of
experiments, we will study in-depth the impact of other important
hyperparameters on NI-GDBA.
Impact of the fraction of training data 𝑝 applied in NI-GDBA.
Tabel 4, 5, 6 show the attack results when 𝑝 = 0.1, 0.2, 0.3. For
instance, on NCI1, when 𝑝 is from 0.1 to 0.3 with defense as fools-
gold, the ASR of NI-GDBA is always 100%, but the ASR of Rand-
GDBA-ER, Rand-GDBA-WS, Rand-GDBA-BA, Rand-GDBA-RR can
be increased from 50% to 60%, from 57% to 74%, from 57% to %70
and from 60% to 79%. This demonstrates that, unlike other attack
methodologies, the ASR achieved by our NI-GDBA remains largely

6



697

698

699

700

701

702

703

704

705

706

707

708

709

710

711

712

713

714

715

716

717

718

719

720

721

722

723

724

725

726

727

728

729

730

731

732

733

734

735

736

737

738

739

740

741

742

743

744

745

746

747

748

749

750

751

752

753

754

NI-GDBA: Non-Intrusive Distributed Backdoor Attack Based on Adaptive Perturbation on Federated Graph LearningConference acronym ’XX, June 03–05, 2018, Woodstock, NY

755

756

757

758

759

760

761

762

763

764

765

766

767

768

769

770

771

772

773

774

775

776

777

778

779

780

781

782

783

784

785

786

787

788

789

790

791

792

793

794

795

796

797

798

799

800

801

802

803

804

805

806

807

808

809

810

811

812

Table 2: GNN classifier’s performance on original task of all the compared attacks in the Q1 default setting.

Datasets NCI1 PROTEINS-full DD ENZYMES
GNN model GCN GAT GraphSAGE GCN GAT GraphSAGE GCN GAT GraphSAGE GCN GAT GraphSAGE

None 0.77 0.76 0.76 0.66 0.71 0.70 0.61 0.57 0.66 0.42 0.38 0.33
NI-GDBA 0.77 0.76 0.76 0.66 0.71 0.70 0.61 0.57 0.66 0.42 0.38 0.33

Rand-GDBA-ER 0.67 0.68 0.68 0.65 0.66 0.66 0.45 0.47 0.65 0.33 0.25 0.25
Rand-GDBA-WS 0.73 0.69 0.70 0.66 0.65 0.66 0.55 0.47 0.61 0.33 0.33 0.29
Rand-GDBA-BA 0.66 0.70 0.61 0.65 0.66 0.68 0.53 0.49 0.60 0.33 0.29 0.29
Rand-GDBA-RR 0.65 0.71 0.62 0.66 0.61 0.66 0.59 0.48 0.63 0.33 0.33 0.29

Table 3: Attack results of all the compared attacks in the Q2 default setting

Methods NI-GDBA Rand-GDBA-ER Rand-GDBA-WS Rand-GDBA-BA Rand-GDBA-RR
𝑐𝑚 2 3 4 2 3 4 2 3 4 2 3 4 2 3 4
AIDS 1.00 1.00 1.00 0.01 0.01 0.00 0.01 0.01 0.00 0.01 0.01 0.00 0.01 0.01 0.00
NCI1 1.00 1.00 1.00 0.42 0.56 0.64 0.54 0.70 0.74 0.55 0.68 0.72 0.54 0.72 0.73

PROTEINS-full 0.97 1.00 1.00 0.44 0.53 0.67 0.28 0.53 0.67 0.44 0.53 0.67 0.43 0.53 0.68
DD 1.00 1.00 1.00 0.70 0.84 0.93 0.56 0.53 0.60 0.71 0.84 0.94 0.57 0.50 0.57

ENZYMES 0.94 0.93 0.86 0.11 0.41 0.66 0.19 0.45 0.69 0.16 0.42 0.58 0.15 0.48 0.63
COLOR-3 0.99 1.00 1.00 0.05 0.07 0.12 0.06 0.06 0.12 0.05 0.06 0.11 0.05 0.06 0.12

Table 4: Attack results of all the compared attacks in the Q3 default setting without defense

Methods NI-GDBA Rand-GDBA-ER Rand-GDBA-WS Rand-GDBA-BA Rand-GDBA-RR
𝑝 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3

AIDS 1.00 1.00 1.00 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
NCI1 1.00 1.00 1.00 0.57 0.56 0.66 0.52 0.70 0.81 0.58 0.68 0.74 0.67 0.72 0.76

PROTEINS-full 1.00 1.00 1.00 0.52 0.53 0.58 0.54 0.53 0.60 0.53 0.53 0.60 0.52 0.53 0.58
DD 1.00 1.00 1.00 0.76 0.84 0.80 0.60 0.53 0.59 0.73 0.84 0.76 0.54 0.50 0.57

ENZYMES 0.81 0.93 0.84 0.19 0.41 0.61 0.14 0.45 0.61 0.16 0.42 0.64 0.17 0.48 0.61
COLOR-3 1.00 1.00 1.00 0.06 0.07 0.07 0.06 0.06 0.07 0.05 0.06 0.07 0.05 0.06 0.07

Table 5: Attack results of all the compared attacks in the Q3 default setting with defense as foolsgold

Methods NI-GDBA Rand-GDBA-ER Rand-GDBA-WS Rand-GDBA-BA Rand-GDBA-RR
𝑝 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3

AIDS 1.00 1.00 1.00 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.02 0.01
NCI1 1.00 1.00 1.00 0.50 0.64 0.60 0.57 0.68 0.74 0.57 0.65 0.70 0.60 0.74 0.79

PROTEINS-full 1.00 1.00 1.00 0.48 0.59 0.65 0.48 0.59 0.58 0.48 0.59 0.58 0.47 0.58 0.57
DD 1.00 1.00 1.00 0.77 0.79 0.60 0.56 0.58 0.60 0.79 0.82 0.55 0.53 0.52 0.57

ENZYMES 0.85 0.92 0.87 0.22 0.38 0.56 0.19 0.45 0.51 0.21 0.36 0.61 0.21 0.39 0.59
COLOR-3 1.00 1.00 1.00 0.06 0.07 0.07 0.05 0.07 0.06 0.06 0.07 0.07 0.06 0.07 0.06

Table 6: Attack results of all the compared attacks in the Q3 default setting with defense as Fedavg

Methods NI-GDBA Rand-GDBA-ER Rand-GDBA-WS Rand-GDBA-BA Rand-GDBA-RR
𝑝 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3

AIDS 1.00 1.00 1.00 0.01 0.01 0.03 0.02 0.05 0.03 0.01 0.03 0.01 0.02 0.01 0.19
NCI1 1.00 1.00 1.00 0.23 0.33 0.46 0.30 0.36 0.56 0.53 0.26 0.30 0.46 0.41 0.23

PROTEINS-full 1.00 1.00 1.00 0.61 0.53 0.72 0.49 0.81 0.81 0.58 0.72 0.75 0.56 0.54 0.70
DD 1.00 1.00 1.00 0.94 0.88 0.87 0.45 0.69 0.40 0.35 0.53 0.92 0.46 0.48 0.39

ENZYMES 0.63 0.96 0.83 0.28 0.19 0.14 0.14 0.42 0.77 0.21 0.23 0.53 0.19 0.12 0.24
COLOR-3 1.00 1.00 1.00 0.04 0.10 0.09 0.02 0.06 0.19 0.04 0.10 0.18 0.10 0.14 0.06

Table 7: Comparing two trigger location learning schemes in our NI-GDBA

Dataset AIDS NCI1 PROTEINS-full DD ENZYMES COLOR-3
𝑝 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3 0.1 0.2 0.3

Cluster 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.81 0.93 0.84 1.00 1.00 1.00
Random 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.73 0.85 0.88 0.99 1.0 0.99
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Figure 3: Attack results of NI-GDBA with the fraction of trigger edges 𝑒𝑡𝑟𝑖 ranging from 0.05 to 0.30

Figure 4: Attack results of NI-GDBA with the fraction of trigger nodes 𝑛𝑡𝑟𝑖 ranging from 0.05 to 0.20

unaffected by the parameter 𝑝 , and we can conduct an effective
attack with very little training data.
Impact of the trigger size 𝑒𝑡𝑟𝑖 and𝑛𝑡𝑟𝑖 . Figure 3 and 4 respectively
show the attack results when 𝑒𝑡𝑟𝑖 ranges from 0.05 to 0.3 and 𝑛𝑡𝑟𝑖
ranges from 0.05 to 0.2. For instance, on PROTEINS-full, when 𝑒𝑡𝑟𝑖
is from 0.05 to 0.30 with no defense, the ASR of NI-GDBA increases
from 98.5% to 100%, and when 𝑛𝑡𝑟𝑖 is from 0.05 to 0.20, the ASR
of NI-GDBA increases from 98.7% to 100%. This indicates that the
parameters 𝑒𝑡𝑟𝑖 and 𝑛𝑡𝑟𝑖 have a limited impact on the ASR of our
attack, which for NI-GDBA does increase with higher values of
these parameters.

4.2.3 Ablation study. In this experiment, we examine the contri-
bution of trigger position selecting module in our NI-GDBA. The
results are in Table 7 with C = 10, 𝑐𝑚 = 3, 𝑛𝑡𝑟𝑖 = 0.1, 𝑒𝑡𝑟𝑖 = 0.2 and
the GCN model as the graph classifier. In Table 7, we compare our
clustering-based trigger location selection algorithm, named Clus-
ter, with a random number-based algorithm, named Random. Ac-
cording to our experimental results, the Cluster algorithm achieves
a higher ASR when the ASR is less than 100%. Furthermore, when
the ASR reaches 100%, our perturbation trigger generator model
with the Cluster to select the trigger position, learns the natural
backdoor of the GNN model more rapidly.

5 RELATEDWORK
Backdoor attacks on centralized graph learning: Unlike non-
graph data, which can be represented using Cartesian coordinates
and have a fixed input size, graphs do not lend themselves to such
representation and often vary in size, making it difficult to define a
trigger. To address this challenge, two recent studies[32, 44] suggest
using subgraphs as triggers. Zhang et al. [44] employ a random

subgraph as the trigger, generated by random graph generation
models such as Erdős-Rényi[10], Small World[29], and Preferential
Attachment[1], and select nodes at random as the trigger’s location.
In contrast to using a random trigger shape, Xi et al. [32] developed
a trigger generator that learns to create trigger shapes based on the
edge and node feature information of each graph. However, similar
to the previous approach, the trigger still randomly selects nodes
as its location.
Backdoor attacks on federated graph learning: Xu et al. [37] is
the first study to investigate backdoor attacks on FedGL. It draws
inspiration from [33, 44] to realize DBA and CBA in FedGL, which
uses a random subgraph as the attack trigger. Yang et al. [40] de-
veloped a trigger generator for each malicious client that learns to
generate adaptive trigger for each graph, and then it injects the trig-
ger into malicious clients’ local training graph data before FedGL
training process to embed the backdoor into the global GNN model.

6 CONCLUSION
We study the robustness of FedGL from the attacker’s perspective.
We design an effective, stealthy, persistent and non-intrusive dis-
tributed backdoor attack on FedGL. Instead of injecting trigger into
malicious clients’ local training data, we let all malicious clients
provide unchanged graph data to gain a clean global GNN model,
and then each malicious client try to learn the natural backdoor
of the GNN model by an adaptive perturbation trigger generator
model with their local graph data. Our attack results show that
existing federated learning defense algorithms based on backdoor
detection or removal are ineffective, and our attack can achieve ef-
fective attack with limited malicious clients, while the performance
of the global GNN model will not deteriorate.
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