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Abstract

With the rapid development of online infor-001
mation platforms, barriers to the dissemina-002
tion of information, particularly in media, are003
diminishing. However, this context has led004
to various issues, including the proliferation005
of fake news. Thus, a high-quality datasets006
and robust solutions for fact-checking, espe-007
cially for low-resource languages, are essential.008
This study presents the ViFactCheck dataset,009
the first publicly benchmark Vietnamese Fact-010
Checking dataset for multiple online news do-011
main. Comprising 7,232 human-annotated012
statements from reputable Vietnamese online013
news sources, the dataset covers 12 topics and014
follows a strict data-constructing process. We015
also evaluate state-of-the-art monolingual and016
multilingual pre-trained language models on017
the ViFactCheck dataset. On the ViFactCheck018
dataset, the XLM-Rlarge model outperforms019
robust baseline models such as mBERT, XLM-020
Rbase, PhoBERTlarge, PhoBERTbase, ViB-021
ERT achieving a notable macro F1 score022
of 78.40%. These findings demonstrate the023
dataset’s potential for practical applications.024

1 Introduction025

The communication landscape has undergone a026

profound transformation, resulting in the rapid pro-027

liferation of communication tools. This transfor-028

mation has not only revolutionized how we con-029

vey information but has also significantly impacted030

global knowledge consumption. The rapid evolu-031

tion of contemporary communication methods has032

led to an immense influx of information, which033

has become a valuable resource for individuals,034

businesses, and governments worldwide.035

However, this information explosion has given036

rise to several issues, the most glaring of which is037

the rampant dissemination of false news (Shu et al.,038

2017). Furthermore, extensive research Vosoughi039

et al. (2018) reveals the alarming pace at which040

false information spreads, often surpassing the041

reach of legitimate content and presenting signifi- 042

cant concerns. 043

The propagation of disinformation, rumors, and 044

fake news poses a serious threat to societies and 045

public discourse (Olan et al., 2022). The behav- 046

ior of internet users who share news based solely 047

on headlines, without delving into the substantial 048

content of articles, is a major driver of misinfor- 049

mation. As the volume of data requiring vali- 050

dation across various online platforms and non- 051

mainstream sources continues to grow, the need 052

for information and news verification has become 053

increasingly critical. 054

Statement:
Các công dân trẻ tiêu biểu cũng tham gia vào giải chạy
bộ “Bước chân xanh" nhằm hưởng ứng chiến dịch Giờ
Trái đất năm 2023.
English: Exemplary young citizens also participate in
the “Green Steps" running event to support the Earth
Hour campaign in 2023.

Context:
TPO-Sáng 25/3, Thành Đoàn, Hội LHTN Việt Nam
TPHCM , Hội Sinh viên Việt Nam TPHCM tổ chức Giải
chạy bộ “Bước chân xanh” lần thứ 2. Giải chạy thu hút
hơn 1.000 người tham gia hưởng ứng chiến dịch Giờ Trái
đất năm 2023. Bên cạnh đông đảo đoàn viên, thanh niên,
sinh viên, giải chạy bộ “Bước chân xanh” còn thu hút
các gương công dân trẻ tiêu biểu TPHCM, các hoa hậu,
á hậu, văn nghệ sĩ trẻ... cùng tham gia.
English: TPO-March 25th, the HCM Youth Union and
the Vietnam National Union of Students in HCM City
organized the 2nd “Green Steps" running event. The race
attracted over 1,000 participants in response to the Earth
Hour campaign in 2023. In addition to a large number of
union members, youth, and students, the “Green Steps"
running event also attracted notable young citizens of
HCM City, beauty queens, runners-up, young artists,
and others to participate.

Support ✔

Figure 1: A instance of the Vietnamese fact-checking
task. The blue-highlighted words serve as persuasive
evidence in determining the label (Support) assigned to
the statement. For brevity, only the relevant snippet of
the document is shown.
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Fact-checking, a rigorous process of verifying055

the accuracy of statements in specific contexts,056

relies on informed individuals using evidence, rea-057

soning, and available information to make well-058

founded judgments (see Figure 1). While substan-059

tial efforts have been devoted to statement veri-060

fication datasets in English (Thorne et al., 2018;061

Aly et al., 2021; Schuster et al., 2021), resources062

for fact-checking in low-resource languages like063

Vietnamese are limited. This scarcity is primarily064

due to the absence of guidance resources for ana-065

lyzing the structure and semantics of Vietnamese066

sentences.067

This study introduces the development of Vi-068

FactCheck, a pioneering publicly available bench-069

mark fact-checking dataset for Vietnamese online070

news, covering multiple domains. Our main con-071

tributions are described as follows:072

• Constructing ViFactCheck, a first human-073

generated benchmark fact-checking dataset on074

Vietnamese. ViFactCheck covers 12 popular do-075

mains of Vietnamese online news. This dataset076

consists of 7,232 statements that have undergone077

rigorous quality control measures, ensuring the078

highest quality of the dataset.079

• Conducting various experiments employing sev-080

eral state-of-the-art language models including081

XLM-R, ViBERT, PhoBERT, and multilingual082

BERT on the ViFactCheck dataset. These mod-083

els have been fine-tuned and evaluated to inves-084

tigate their effectiveness for the task.085

• Undertaking a comprehensive analysis of the086

limitations and challenges encountered during087

the development of the ViFactCheck dataset, pro-088

viding valuable insights to guide future research089

endeavors.090

The structure of this work is organized as fol-091

lows: Section 2 provides an in-depth overview of092

literature relevant to the Fact-Checking task. Sec-093

tion 3 presents the comprehensive process of con-094

structing ViFactCheck benchmark dataset. Fol-095

lowing that, Section 4 demonstrate the result of096

various experiments and identify challenges. Fi-097

nally, Section 5 concludes the study and outlines098

future research directions.099

2 Related Works100

2.1 Benchmark Datasets for Fact-Checking101

This section investigates the landscape of fact-102

checking datasets, building upon the research of103

Hu et al. (2022), and classifies them into two main 104

categories: English and non-English. An overview 105

of these datasets is presented in Table 1. 106

In the field of fact-checking, several English 107

datasets have attracted significant attention, playing 108

an essential role in advancing research in this do- 109

main. Notably, the FEVER dataset (Thorne et al., 110

2018), VitaminC (Schuster et al., 2021), and LIAR 111

dataset (Wang, 2017) have emerged as notable 112

benchmarks, acclaimed for their comprehensive 113

information and extensive scale. These datasets 114

sourced from reputable platforms like Wikipedia1, 115

offer a rich resource for fact-checking efforts. Fur- 116

thermore, certain datasets, such as MultiFC (Au- 117

genstein et al., 2019), LIAR (Wang, 2017), and 118

Snopes (Hanselowski et al., 2019) created from 119

various fact-checking websites, contribute to the 120

diversity and authenticity of the data. 121

Non-English fact-checking datasets, on the other 122

hand, have various limitations due to limited re- 123

sources as compared to their English equivalents. 124

The DANFEVER (Nørregaard and Derczynski, 125

2021) and ANT (Khouja, 2020) dataset, for ex- 126

ample, were constructed by modifying sentences 127

from Arabic news and Danish Wikipedia, respec- 128

tively. The Chinese CHEF dataset (Hu et al., 2022) 129

containing a more substantial collection of 10,000 130

real-world statements, each carefully guided by an- 131

notated evidence. In addition, the multilingual 132

xFACT dataset (Gupta and Srikumar, 2021) is a 133

significant resource, providing fact-checking data 134

in 25 languages. It is important to note that the 135

xFACT dataset is primarily concerned with build- 136

ing a multilingual model, which results in compar- 137

atively smaller datasets for each specific language. 138

2.2 Existing Approach for Fact-Checking 139

The fundamental approach to the fact-checking 140

task involves binary classification, where state- 141

ments are classified as either true or false (Pot- 142

thast et al., 2018; Nakashole and Mitchell, 2014). 143

Building upon this fundamental, Schuster et al. 144

(2021) presents a more comprehensive perspective 145

by proposing a multi-class classification approach, 146

wherein statements are classified as Support, Re- 147

futed, or Not Enough Information (NEI). 148

Various methods have been explored to address 149

the fact-checking task, with neural semantic match- 150

ing network (Nie et al., 2019), graph modelling 151

(Zhong et al., 2020), and the widely popular Trans- 152

1https://www.wikipedia.org/
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Table 1: Overview comparison of typical fact-checking datasets. Real-World denotes that the dataset contain
statements generated by human and the mentioned event is indeed real in Real-World.

Dataset Domain Labels # Claims Real-World Language Source #Evidence

E
ng

lis
h

FEVER (Thorne et al., 2018) Multiple 3 185,445 ✗ English Wikipedia Multi

FEVEROUS (Aly et al., 2021) Multiple 3 87,026 ✗ English Wikipedia Multi

VitaminC (Schuster et al., 2021) Multiple 3 488,904 ✗ English Wikipedia Single

MultiFC (Augenstein et al., 2019) Multiple 2-40 36,534 ✔ English Fact-check Multi

LIAR (Wang, 2017) Multiple 6 12,836 ✔ English Fact-check W/O

N
on

-E
ng

lis
h CHEF (Hu et al., 2022) Multiple 3 10,000 ✔ Chinese News/Fact-check Multi

DANFEVER (Nørregaard and Derczynski, 2021) Multiple 3 6,407 ✗ Danish Wikipedia Multi

ANT (Khouja, 2020) Multiple 2 4,547 ✗ Arabic News Multi

ViFactCheck (Ours) Multiple 3 7,232 ✔ Vietnamese News Multi

former based pre-trained language (Vaswani et al.,153

2017) emerging as robust solution due to their out-154

standing performance.155

Among these approaches, the BERT model (De-156

vlin et al., 2019) has attracted considerable atten-157

tion. Soleimani et al. (2020) employed BERT to158

address the fact-checking task, leveraging it on the159

FEVER dataset (Thorne et al., 2018). Similarly,160

Liu et al. (2020) utilized the kernel graph attention161

network in conjunction with BERT models, in-162

cluding BERTbase, BERTlarge, and RoBERTalarge.163

Additionally, Nørregaard and Derczynski (2021)164

employed a range of multilingual models, such as165

mBERT, XLM-Rbase, XLM-Rlarge, and mBERT166

for Danish on the DanFEVER dataset.167

2.3 Fact-Checking in Vietnamese168

To the best of our knowledge, there is no publicly169

Vietnamese fact-checking dataset available that has170

been specifically developed and tailored to meet the171

needs and requirements of the Vietnamese. Pre-172

viously, Duong et al. (2022) proposed a method173

that combines knowledge graph (KG) and BERT174

for fact-checking task on the Vietnamese dataset.175

This research used a dataset consisting of 129,045176

triples extracted from Wikipedia. However, this177

dataset has not been open for research.178

Specifically, the ViNLI dataset (Huynh et al.,179

2022) focuses on natural language inference tasks180

for the Vietnamese. It serves as a valuable resource181

for enhancing language comprehension and under-182

standing in Vietnamese contexts. However, a limi-183

tation of this dataset is that the inferred sentences184

are still rewritten based on one specific phase from185

the paper. This leads to the fact that the challenges186

of the ViNLI dataset have not met the requirements187

of fact-checking task. This absence poses a chal-188

lenge in ensuring the accuracy and reliability of189

information in the Vietnamese context.190

3 ViFactCheck Dataset’s Creation 191

Process 192

Cross-Checking

Online Newspaper

Annotator Guidelines

Main
Annotation

Pilot Annotation

Data Collection

Dataset Annotation

ViFactCheck Training

 Development

Test

Validation of Annotation

Self-Checking

Figure 2: The ViFactCheck dataset contruction process.

Figure 2 presents the process of constructing 193

ViFactCheck, the first fact-checking benchmark 194

dataset in multiple domains of Vietnamese news. 195

Our data construction process consists of three 196

phase: Data collection, Dataset annotation, and 197

Validation of annotation. Each phase was strictly 198

monitored by experts to ensure the high-quality of 199

the dataset. 200

3.1 Data Collection 201

The data used for this study was collected from reli- 202

able online newspaper websites in Vietnam. These 203

websites are government-licensed, have huge vis- 204

itor counts, and provide up-to-date news. Data 205

was collected from the following newspapers: Bao 206

Chinh Phu, VnExpress, Dan Tri, Nguoi Lao Dong, 207

Tuoi Tre, Tin Tuc, Phap Luat HCM, Thanh Nien, 208

and Tien Phong. Refer to the Appendix B for fur- 209

ther information on these newspapers. 210

To extract news articles from these online news- 211

paper websites, we utilized two Python libraries, 212

namely BeautifulSoup2 and Selenium3. These li- 213

braries are well-known for their robust capabilities 214

2https://pypi.org/project/beautifulsoup4/
3https://pypi.org/project/selenium/
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in data collection from websites. Following the215

approach by Kotonya and Toni (2020), we crawled216

the full text of each news article, which includes217

the Title, Content, Topic, Description, and URL.218

A key consideration in our data collection pro-219

cess was to ensure the dataset remains current and220

reflective of the present news landscape. Therefore,221

we specifically gathered articles published between222

February and March 2023. This meticulous selec-223

tion approach guarantees that our dataset accurately224

captures the prevailing state of affairs during that225

time period. In total, we collected 1,000 articles,226

covering a diverse range of 12 popular topics.227

After we finished collecting data, we discovered228

that the article descriptions also give useful infor-229

mation. As a result, we combined the content and230

description sections into one field called “context”,231

which contains the whole context of each article.232

This revised dataset will serve as the foundation for233

our research and analysis.234

Overall, the combination of reliable news235

sources, rigorous collecting methodologies, and236

a targeted up-to-date time period ensures the re-237

liability and relevance of the dataset, making it a238

valuable resource for research on Vietnamese.239

3.2 Dataset Annotation240

In the dataset annotation phases, we use the Label241

Studio4, an open-source platform that provides an242

intuitive interface and supports many labeling tasks243

across various types of data.244

To ensure linguistic proficiency and cultural con-245

text, we enlisted the expertise of seven university246

students, native speakers of Vietnamese, who ex-247

hibited exceptional command over the language.248

These proficient annotators received appropriate249

remuneration at a rate of 0.032 USD per statement,250

acknowledging the significance of their contribu-251

tions to the annotation endeavor. Comprehensive252

guidelines were provided to the annotators to en-253

sure a cohesive and systematic approach:254

(1) The annotation process consisted of the gen-255

eration of six statement pairs for each article in the256

dataset, resulting in two pairs for each designated257

label—Support, Refuted, and NEI (Not Enough258

Information). (2) For the Support and Refuted la-259

bels, annotations were grounded in the intrinsic in-260

formation and contextual evidences derived directly261

from the corresponding news. The NEI label, on262

the other hand, needed a more nuanced approach,263

4https://labelstud.io/

requiring the addition of external information and 264

context, which might either align with the truth or 265

deviate from it. (3) The generated statements must 266

adhere to certain rules: attempting to paraphrase 267

the sentences in the article, inferring the statement 268

by combining multiple pieces of information, and 269

meticulously avoiding spelling and abbreviation er- 270

rors that could harm the dataset’s quality. (4) To 271

enrich the dataset with diverse perspectives and 272

challenges, annotators were encouraged to leverage 273

their broad vocabulary and skilled sentence-writing 274

techniques, thereby introducing valuable nuances 275

into the annotations. 276

Claim Generation

Extracting
information from

Wikipedia

Source

Verification Classifier

Support, Refuted or
NEI

 Document Retrieval

Evidence Extract
from Wikipedia

Generation by
Human

Source

Online
Newspaper

Source

Context in
Newspaper

Claim Generation

Verification Classifier

Support, Refuted or
NEI

(a) Thorne et al. (2018). (b) Our proposed process.

Figure 3: Statement Labeling Pipeline in the FEVER
dataset and the ViFactCheck dataset.

Unlike prior datasets such as ANT (Khouja, 277

2020) and DANFEVER (Nørregaard and Derczyn- 278

ski, 2021), which inherited their data constructing 279

process from Thorne et al. (2018), our method- 280

ology was innovatively adapted to the domain of 281

Vietnamese online news data. As shown in Fig- 282

ure 3b, the key component of statement genera- 283

tion involves human annotators, who expertly ex- 284

tracted insights from the facts and contextual nu- 285

ances within the news. Following that, each state- 286

ment was meticulously assigned its proper label, 287

guided by the contextual information incorporated 288

within the relevant article (see Appendix F). 289

This methodological enhancement was funda- 290

mentally inspired by the awareness that online 291

news data shows specific complexities and nuances, 292

needing an annotation technique that accurately 293

captures and mirrors its nuanced nature. Addi- 294

tionally, human-generated statements are more rec- 295

ognizable and natural than information extraction, 296

allowing them to cover more cases and necessi- 297

tate higher levels of inference using several pieces 298
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of evidence. By rigorously aligning the dataset299

construction with the substance of online news,300

we ensured its enhanced relevance and efficacy301

in guiding fact verification and advancing related302

research efforts.303

3.2.1 Pilot Annotation304

The first stage of dataset annotation is the pilot305

annotation, which is used to familiarize annota-306

tors with the statement generation and verification307

classifier process described above.308

We conducted a pilot annotation with each an-309

notator placing 120 statements corresponding to 20310

randomly selected articles from the dataset. The311

annotators were instructed to proofread carefully312

and rigorously adhere to the annotation guidelines313

that we sent earlier. The annotators were encour-314

aged to use their own vocabulary and diversify their315

sentence structures. Finally, to check the pilot an-316

notation process, we reviewed the statements and317

labels of the statements. High expert provided de-318

tailed feedback and asked annotators to revise any319

details or labels that do not met the requirements320

with the annotation guidelines.321

3.2.2 Main Annotation322

To ensure an efficient and coherent annotation pro-323

cess, we divided the dataset into seven distinct,324

non-overlapping subsets. Each annotator, having325

already gained familiarity with the task during the326

pilot annotation phase, was assigned one subset for327

comprehensive annotating. Throughout the annota-328

tion process, strict adherence to the guidelines was329

emphasized to maintain consistency and uphold the330

dataset’s overall quality.331

Writing statement: Before writing any state-332

ment, annotators meticulously proofread the arti-333

cle, ensuring a comprehensive understanding of its334

information, which often comprises multiple as-335

pects. By grasping the article’s content, annotators336

expertly combined relevant information to generate337

reasoning statements in line with the definitions of338

the three labels-Support, Refuted, and NEI (Not339

Enough Information). This meticulous adherence340

to guidelines resulted in accurately and contextu-341

ally appropriate statements, enhancing the dataset’s342

quality and facilitating valuable contributions to343

stance classification research.344

3.3 Validation of Annotation345

After completing the main annotation phases, to346

ensure the quality and consistency of the dataset,347

we perform self-checking and cross-checking: (1) 348

Self-checking: annotators review their statements 349

and labels, checking for grammar errors and ty- 350

pos. (2) Cross-checking: annotators cross-check 351

each other’s work. If any mistakes are found in the 352

dataset, they discuss and correct them together. In 353

addition, we follow the success of FEVER dataset 354

(Thorne et al., 2018) and utilized the Fleiss Kappa 355

measure to assess inter-rater agreement. 356

Metric For Inter-Annotator Agreement:
Fleiss Kappa is commonly used to evaluate inter-
annotator agreement (IAA) in several tasks and
is widely considered as the benchmark (McHugh,
2012). As a result, we employ Fleiss Kappa (Fleiss,
1971) to compute inter-annotator agreements of
annotators and quality assurance of human annota-
tion. Fleiss Kappa can be formulated as follows:

k =
P̄ − P̄e

1− P̄e

where P̄ represents the observed overall agreement, 357

and P̄e represents the expected mean proportion of 358

agreement due to chance. 359

We randomly selected 10% of the statements (n 360

= 726) from the labeled dataset and formed a group 361

of three annotators to re-label the statements, which 362

were written by a different individual (annotated 363

labels were concealed). The inter-rater agreement 364

was then calculated using the Fleiss Kappa mea- 365

sure for three classes (Support, Refuted, and NEI). 366

We achieved a consensus level of 0.83, showing a 367

very high level of agreement and indicating that the 368

quality of the dataset is sufficiently high. 369

3.4 Data Analysis 370

Dataset basic statistic. The ViFactCheck dataset 371

contains 7,232 samples divided into three subsets: 372

training, development, and test with a ratio of 7:1:2. 373

Basic statistics of the three subsets are shown in Ta- 374

ble 2. We found that the average length of a context 375

is around 700 words, with the longest one being 376

3,602 words. The richness of the context is highly 377

beneficial for models with large parameters, such 378

as XLM-R, as they can capture the maximum fea- 379

tures of the data. On average, each sentence in the 380

statement falls around 36 words, with the maximum 381

being 165 words. One notable difference of the Vi- 382

FactCheck dataset compared to other datasets such 383

as CHEF (Hu et al., 2022) and FEVER (Thorne 384

et al., 2018) is the length of the context. Addition- 385

ally, another significant difference is that the length 386
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of the statement in ViFactCheck is considerably387

higher than in the two aforementioned datasets.388

Table 2: Basic dataset statistic of ViFactCheck dataset.
The vocab size and length are computed at word level.

Training Development Test

C
on

te
xt

Total samples 1035 496 758

Avg length 693.2 670.2 690.5

Max length 3602 2534 3602

Min length 71 71 71

Total vocab size 25,382 16,522 21,263

St
at

em
en

t

Total samples 5062 723 1447

Avg length 35.9 35.6 35.8

Max length 165 145 135

Min length 7 10 7

Total vocab size 12,189 4,555 6,711

Words overlap, new word ratio analysis. Based389

on prior research such as IndoNLI (Mahendra et al.,390

2021), ViNLI (Huynh et al., 2022), we employed391

metrics analogous to the Jaccard similarity to an-392

alyze word overlap, calculating the order-agnostic393

word overlap rates of hypothesis pairs, as well as394

utilizing the Longest Common Subsequence (LCS)395

to observe the ordered word overlap5.396

Table 3: Words overlap, new word ratio between state-
ments and contexts in ViFactCheck datasets.

Support Refuted NEI
Jaccard Similarity (%) 11.65 11.19 11.11
Longest Common Sequence 20.31 17.75 19.5
New Word Ratio (%) 6.61 11.51 11.89

In the ViFactCheck dataset, we computed the397

Jaccard coefficient, LCS, and novel word ratios for398

sentences human-generated based on tokens. The399

detailed results are presented in Table 3. The Jac-400

card and LCS lengths are both low and comparable401

in the ViFactCheck dataset, and they are lower than402

those in the previous ViNLI dataset (Huynh et al.,403

2022), indicating that the dataset we have created404

exhibits interesting characteristics compared to tra-405

ditional NLI datasets. Furthermore, prior research406

by McCoy et al. (2019) has also shown that low407

overlap ratios pose challenges for models and re-408

quire higher inference capabilities.409

5Note that vocabulary size and comment length are com-
puted at the word level.

4 Experiment and Results 410

4.1 Experimental Configures 411

All the baseline models are trained and finetuned 412

using AdamW optimization function (Loshchilov 413

and Hutter, 2019). We employed a P100-GPU 414

setup equipped with 16GB of memory to fine-tune 415

baseline models on the ViFactCheck dataset, re- 416

quiring a total of five days to complete all the ex- 417

periments we conducted. The hyper-parameters of 418

mBERT, ViBERT, PhoBERT, and XLM-R are set 419

up as follow: learning_rate = 5e-06, dropout = 420

0.3, batch_size = 8, epochs = 10. In particular, 421

for the PhoBERT model, the input text data must 422

be word-segmented (Nguyen and Tuan Nguyen, 423

2020). Therefore, we used the VnCoreNLP toolkit 424

(Vu et al., 2018) to perform word-segmentation as 425

proposed by the authors of the PhoBERT model. 426

4.2 Experimental Results 427

Table 4 displays the performance of the models on 428

the ViFactCheck test dataset. We assessed their 429

performance primarily using the F1marco metric, 430

which combines Precision and Recall. The XLM- 431

Rlarge model excelled on the ViFactCheck dataset, 432

achieving 78.40% accuracy on the test set. When 433

examining individual labels, XLM-Rlarge consis- 434

tently outperformed other models, obtaining the 435

highest F1marco scores in all categories: 84.16% 436

for Support, 73.92% for Refuted, and 77.13% for 437

Not Enough Information (NEI). 438

Among the monolingual models, PhoBERTlarge 439

proved to be a competitive choice, achieving a solid 440

F1marco score of 71.56%. This underscores the 441

proficiency of monolingual in handling Vietnamese 442

fact-checking tasks. 443

An interesting observation is the notable exper- 444

tise of all models in predicting the Support label. 445

The context-rich nature of this label significantly 446

contributes to improved prediction accuracy. 447

Single-Evidence: Notably, the XLM-Rlarge 448

model stood out with an F1macro score of 68.01%, 449

demonstrating its superior effectiveness compared 450

to other models. Additionally, the models exhib- 451

ited stronger performance in identifying Support 452

and NEI claims compared to Refuted cases. The 453

XLM-Rbase model, however, underperformed, par- 454

ticularly in detecting Refuted claims with a score 455

of 20.77%. These performance differences raise 456

questions about the inherent model architecture and 457

the impact of their training datasets. 458
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Table 4: Experimental results of multilingual versus monolingual models on ViFactCheck dataset.

Model
TestOverall TestSingle−Evidence TestMulti−Evidence

F1macro Support Refuted NEI F1macro Support Refuted NEI F1macro Support Refuted NEI

M
ul

ti mBERTcased 66.10 73.50 61.55 63.24 58.40 72.00 36.08 67.13 49.43 63.88 32.37 51.98

XLM-Rbase 69.20 75.89 64.08 67.62 53.05 71.45 20.77 66.95 46.38 60.32 28.84 49.98

XLM-Rlarge 78.40 84.16 72.92 77.13 68.01 78.62 57.64 67.78 66.60 72.24 64.00 63.57

M
on

o PhoBERTbase 68.86 78.36 62.07 66.15 54.91 71.10 28.54 65.10 49.02 66.22 23.49 57.35

PhoBERTlarge 71.56 78.76 64.35 71.57 64.09 77.87 41.12 70.30 63.00 74.01 54.86 60.14

ViBERTcased 54.52 66.02 49.83 47.40 52.62 68.89 28.18 60.78 43.08 61.77 27.42 40.08

Multi-Evidence: The XLM-Rlarge model con-459

tinued to dominate with an F1macro score of460

66.60%. Nevertheless, the performance gap be-461

tween models appears to be narrowing, indicating462

that multi-evidence scenarios level the playing field463

to some extent. Notably, while the Support scores464

remained consistently high across models, the Re-465

futed scores experienced a notable decline, sug-466

gesting challenges in refutation detection in multi-467

evidence contexts. The NEI scores also indicated468

potential for improvement, with PhoBERTlarge469

showing promise with a score of 60.14%. As multi-470

evidence scenarios closely resemble real-world sit-471

uations, improving model performance in this cat-472

egory is crucial. This data highlights the need473

for further research to optimize model architec-474

tures and training methods to enhance efficiency in475

multi-evidence verification tasks.476

4.3 Human Performance477

To evaluate human performance in the fact-478

checking process, we engaged three native479

Vietnamese-speaking students. They were tasked480

with annotating a representative subset, which con-481

sisted of 200 samples. Notably, these participants482

had no prior exposure to the task of fact-checking.483

To ensure their comprehension, they received com-484

prehensive instructions, clarifications on label sig-485

nificance, and additional information to aid them486

in determining appropriate labels for each sample.487

The final label was determined through a majority488

consensus among the assessors.489

The results in Table 5 reveal that the top-490

performing model, XLM-Rlarge, has not yet491

achieved parity with human performance, display-492

ing a disparity of approximately 10%. This un-493

derscores the potential for enhancing the model’s494

performance and underscores the complexity of495

the task. Moreover, human performance on the496

ViFactCheck dataset stands at 84.93%, which is497

lower than that observed in other Vietnamese in-498

Table 5: Evaluation results of human performance com-
pared to the models on the test set of 200 samples.

Model F1macro Support Refuted NEI

mBERTcased 66.94 71.79 61.84 67.18

XLM-Rbase 66.33 71.64 64.97 62.39

XLM-Rlarge 74.95 76.47 73.02 75.36

PhoBERTbase 71.29 75.19 63.89 74.80

PhoBERTlarge 73.08 79.70 62.30 77.24

ViBERTcased 55.66 68.70 48.28 50.00

Hiệu suất con người 84.93 81.25 80.95 82.38

ference datasets like ViNLI (Huynh et al., 2022), 499

VIMQA (Le et al., 2022), ViNewsQA (Van Nguyen 500

et al., 2022), and fact-checking datasets including 501

HoVER (Jiang et al., 2020). This underscores the 502

formidable challenge and complexity associated 503

with the ViFactCheck dataset. 504

4.4 Analysis and Discussion 505

In order to gain comprehensive insights into the 506

performance of the models, we conducted an in- 507

depth analysis based on various factors, including 508

the length of the context, the topic of the news, and 509

the size of the training dataset. 510

Effects of context-length. We initiated our in- 511

vestigation by analyzing the test results with re- 512

spect to the context length (see Figure 4). Notably, 513

the XLM-Rlarge model consistently outperformed 514

all other models in terms of performance across 515

various context lengths. Nonetheless, the context 516

length range of 0-100 included a limited amount of 517

data, resulting in very volatile performance across 518

the models. As the context length within the range 519

of 100-400, the performance of most models im- 520

proved. Interestingly, in the context length range 521

of 400-1500, there was a decline in performance, 522

particularly within the context length range of 400- 523

500. This observation indicates that longer con- 524

text tend to negatively impact performance, as they 525

typically contain a wealth of information, making 526
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inference more challenging for the models.527

Figure 4: The effect of the length context on test set.

Effects of topic. Next, we investigated the im-528

pact of topics on model performance, as shown in529

Figure 5. Notably, topics such as World and Poli-530

tics consistently performed well across all models,531

which is due to the existence of well-structured532

sentences with fewer factual mistakes or distortions533

in political contexts. Law, Science, and Culture,534

on the other hand, performed comparably poorly535

due to their intrinsic complexity, creating severe536

challenges for model inference.537

Figure 5: The effect of the topic on the test set.

Effects of the training data size. Finally, to in-538

vestigate the effect of training data size on model539

performance, we conducted experiments using var-540

ious subsets of data, including 1000, 2000, 3000,541

4000, and 5062 data points. Figure 6 provides542

a visual representation of the evaluation perfor-543

mance on these subsets. It is noteworthy that mod-544

els such as PhoBERTlarge, PhoBERTbase, XLM-545

Rlarge, and mBERT showcased improved perfor-546

mance as the dataset size increased.547

Figure 6: The impact of training data size on test set.

In summary, the comprehensive analysis sheds 548

light on the multifaceted factors influencing model 549

performance. The stability and overall proficiency 550

of XLM-Rlarge across different context lengths un- 551

derscore its effective for fact-checking tasks. Addi- 552

tionally, the disparities in performance across vari- 553

ous topics highlight the challenges caused by com- 554

plex subjects like Law, Science, and Culture. More- 555

over, our findings show that increasing the training 556

data size improves the performance of monolingual 557

models like PhoBERTlarge and PhoBERTbase, em- 558

phasising the need of a robust and diverse training 559

dataset to achieve effective fact-checking results. 560

5 Conclusion and Future Works 561

In this study, we introduced ViFactCheck, the 562

first publicly available benchmark for Vietnamese 563

multi-domain fact-checking. With 7,232 samples 564

covering 12 popular topics, ViFactCheck offers a 565

robust dataset to evaluate the performance of var- 566

ious state-of-the-art baseline models. Through a 567

comprehensive analysis, we discovered valuable 568

insights into its limitations and encountered chal- 569

lenges, providing a solid foundation for future re- 570

search efforts. We truly believe that ViFactCheck 571

will engender new challenges and foster advance- 572

ments in the field of Vietnamese fact-checking. 573

Future research directions include exploring 574

large language models for low-resource, developing 575

automated evidence extraction (Wang et al., 2021), 576

building end-to-end fact-checking systems for news 577

(Nadeem et al., 2019), and extending cross-lingual 578

(Gupta and Srikumar, 2021) and cross-domain ap- 579

plications (Augenstein et al., 2019). These initia- 580

tives hold promise for advancing fact-checking and 581

preventing misinformation effectively. 582
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Limitations and Ethics consideration583

The ViFactCheck dataset and methods present584

a significant advancement in Vietnamese fact-585

checking; however, certain limitations must be ac-586

knowledged. One notable limitation pertains to po-587

tential bias introduced during data labeling by hu-588

man annotators. These biases, whether conscious589

or unconscious, may impact the fairness and gener-590

alizability of fact-checking models trained on the591

dataset. Addressing this limitation necessitates the592

implementation of transparent guidelines and rig-593

orous quality control measures to minimize bias594

and ensure consistency in the annotations.595

During the construction of the ViFactCheck596

dataset, we prioritized ethical principles to protect597

individuals’ rights and privacy. Informed consent598

was obtained from data contributors, and data pri-599

vacy regulations were strictly adhered to. We estab-600

lished clear annotation guidelines and conducted601

regular quality control checks to minimize potential602

biases. The dataset was anonymized to safeguard603

the confidentiality of sources and individuals men-604

tioned in the statements. We commit to using the605

ViFactCheck dataset solely for research purposes,606

ensuring its reliability and ethical integrity.607
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A Task Definition854

This paper is motivated by the successful approach855

introduced by Thorne et al. (2018) and aims to856

develop an advanced automated system for fact-857

checking and categorizing human-written state-858

ments on Vietnamese online news articles. The859

primary objective of this system is to accurately 860

assign labels to the given statements, classifying 861

them into one of three categories: Support, Re- 862

futed, or Not Enough Information (NEI). These 863

labels are assigned based solely on the information 864

extracted from the corresponding news articles. 865

Input: The input to the system consists of a Viet- 866

namese news, which serves as the primary source 867

of information, along with a human-authored state- 868

ment that requires verification against the content 869

of the associated news. 870

Output: The proposed system is designed to 871

assign labels to the given statements, categorizing 872

them as follows: 873

1. Support: Information is confirmed to be cor- 874

rect according to the content. 875

2. Refuted: Information is determined to be in- 876

accurate compared to the content. 877

3. Not Enough Info: Information that is not suf- 878

ficiently covered by the corresponding news 879

article. Consequently, such statements cannot 880

be definitively verified or refuted based solely 881

on the content provided within the article. 882

B Data Collection Source 883

Table 6: Details of the sources and organizations of the
online news sites in the ViFactCheck dataset.

Website Organization URL

Bao Chinh Phu Government of Vietnam https://baochinhphu.vn

VnExpress MOST Vietnam https://vnexpress.net

Dan Tri MOLISA Vietnam https://dantri.com.vn

Nguoi Lao Dong HCM City Committee https://nld.com.vn

Tuoi Tre HCM Communist Youth Union https://tuoitre.vn

Tin Tuc Vietnam News Agency https://baotintuc.vn

Phap Luat HCM HCM City People’s Committee https://plo.vn

Thanh Nien Vietnam Youth Union https://thanhnien.vn

C Topic Distribution Analysis 884

ViFactCheck covers 12 popular topics commonly 885

found in newspapers in Vietnam. Particularly, these 886

are topics that are regularly subjected to misinfor- 887

mation. These topics are compiled in Figure 7. 888

“News” is the most frequently appearing topic be- 889

cause it covers updates on social issues and events 890

in daily life. Other topics such as “World”, “Ed- 891

ucation”, and “Economics” also hold significant 892

percentages of 12.4%, 12.9%, and 10.9% respec- 893

tively. On the other hand, “National security” rep- 894

resents the lowest percentage at 2.0%. This can 895
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be attributed to the low number of articles on this896

topic in real life. However, due to the absolute need897

for accuracy in the information provided by this898

topic, we have collected articles related to it.899

Figure 7: Topic distribution on ViFactCheck dataset.

D Human-Generated Rules900

In ViFactCheck datasets, annotators were encour-901

aged to leverage their broad vocabulary and skilled902

sentence-writing techniques, thereby introducing903

valuable nuances into the annotations. The basic904

rules for annotators use of generation are summa-905

rized in Table 7.906

Table 7: Approaches and rules for generating statements
by humans in the ViFactCheck dataset. Denote that a
statement can include more than one rules.

Rules Ratio (%)

Su
pp

or
t Restructuring the Structure 73.68

Eliminating or Adding Words 44.21

Substitute Numbers, Time, or Mathematical Inferences 7.34

Altering the Word Order in a Sentence 8.42

R
ef

ut
ed

Employing Negation 8.16

Replacing Words with Antonyms 17.35

Intentionally misrepresenting quantity 22.45

Faulty Temporal Logic Structure 16.37

Erroneous Entity Inference Structure 5.11

Incorrect Event Inference Structure 47.96

N
E

I Infer the sentence with unspecified information. 90.20

Utilize external knowledge. 10.78

Annotators are required to follow guidelines for907

creating diverse and challenging data. The distribu-908

tion of data-generating rule usage for claims related909

to Support, Refuted, and Not Enough Information910

(NEI) is shown in Figure 8. To understand how911

annotators behave in creating ViFactCheck, we an-912

alyzed the number of rules used to generate claims.913

We randomly selected 100 context-claim pairs for914

Support, Refuted, and NEI.915

The primary trend in this dataset reveals an obvi- 916

ous bias for using 1-2 rules, reflecting a standard- 917

ized annotation process. However, some annotators 918

deviated from this trend, opting for four or more 919

rules, demonstrating an awareness of the data’s 920

complexity and diversity. This underscores the im- 921

portance of judiciously combining rules for reliable 922

and accurate annotation. 923

The use of multiple rules presents challenges 924

for language model development, introducing com- 925

plexity into inference and decision-making pro- 926

cesses dependent on rule combinations. Neverthe- 927

less, it also offers an opportunity to enhance more 928

adaptable language models, ensuring increased ac- 929

curacy in making inferences. 930

E Baseline Models 931

The emergence of transformer-based models, no- 932

tably BERT variants, has significantly bolstered 933

their efficacy in fact-checking field, demonstrat- 934

ing impressive performance across various datasets 935

(Thorne et al., 2018; Hu et al., 2022; Nørregaard 936

and Derczynski, 2021). As a result, we decided 937

investigating BERT variants to evaluate their effec- 938

tiveness in the Vietnamese fact-checking task. 939

Multilingual BERT (mBERT) (Devlin et al., 940

2019) is a transformer-based model trained on 941

an extensive corpus of 104 languages, including 942

Vietnamese. Its linguistic versatility empowers 943

mBERT to comprehend multiple languages, mak- 944

ing it invaluable for fact-checking tasks involving 945

diverse information sources. Addressing multilin- 946

gual, mBERT enables comprehensive analysis and 947

serves as an excellent tool for ensuring the credi- 948

bility of data within the Vietnamese fact-checking. 949

PhoBERT (Nguyen and Tuan Nguyen, 2020) 950

is a RoBERTa-based model specifically developed 951

for the Vietnamese language. Leveraging the pow- 952

erful Transformer architecture of RoBERTa (Liu 953

et al., 2019), PhoBERT exhibits a profound under- 954

standing of the nuances and context of the Viet- 955

namese language. This linguistic precision proves 956

highly beneficial for the Vietnamese fact-checking 957

dataset, as it can discern subtle language nuances 958

that general models might overlook. With its fo- 959

cus on Vietnamese, PhoBERT delivers exceptional 960

efficiency and accuracy when applied to a corpus 961

of the same language, facilitating high-quality fact- 962

checking within the Vietnamese context. 963

Cross-lingual Language Model - RoBERTa 964

(XLM-R) (Conneau et al., 2020) is a transformer- 965
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Figure 8: The ratio of combining different rules to create claims in ViFactCheck.

based model trained on 100 languages. This vast966

linguistic scope means that XLM-R can under-967

stand and compare information across different lan-968

guages. For the fact-checking, this cross-lingual969

capability proves advantageous, offering a broader970

context beyond the Vietnamese language. XLM-971

R’s ability to understand and fact-check informa-972

tion from multilingual sources or across language973

barriers is particularly valuable when dealing with974

transcends linguistic boundaries.975

ViBERT is an architecture based on BERT976

specifically designed for Vietnamese, was intro-977

duced by Bui et al. (2020). Similar to mBERT,978

ViBERT is pre-trained on a substantial corpus of979

10GB of uncompressed Vietnamese text. However,980

a notable distinction exists between ViBERT and981

mBERT, ViBERT deliberately excludes insuffi-982

cient vocabulary, focusing solely on Vietnamese to983

achieve optimal performance within this language.984

By investigating the effectiveness of these BERT985

variants in Vietnamese fact-checking, we intend to986

improve the field’s abilities in combatting disin-987

formation. The diversity of these models in terms988

of monolingual understanding, linguistic precision,989

and cross-lingual capabilities promises to make a990

significant contribution to the fact-checking land-991

scape, advancing a more credible and precise in-992

formation ecosystem.993

F Data Examples994

The ViFactCheck dataset includes various exam-995

ples of written statements, as illustrated in Table996

8. To create a challenging context, annotators were997

tasked with generating statements based on mul-998

tiple pieces of evidence (the highlighted words)999

provided in the context. This approach contributes 1000

to the dataset’s reliability and enhances its value 1001

for fact-checking tasks in the Vietnamese language. 1002
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Table 8: Typical samples from the ViFactCheck dataset with three labels Support, Refuted, and NEI. The
highlighted words is the evidence of the statement.

Context TPO - Tổng Công ty Cảng Hàng không Việt Nam (ACV) vừa chính thức gia hạn thời gian mời
thầu thêm 1 tháng, kéo dài thời gian thực hiện gói thầu thi công nhà ga sân bay Long Thành từ 33
tháng lên 39 tháng. Như vậy, “siêu sân bay" Long Thành sẽ chỉ có thể đưa vào khai thác từ năm
2026 thay vì mục tiêu năm 2025 như trước đó. Tin từ ACV cho hay, đơn vị chính thức điều chỉnh
kế hoạch và hồ sơ mời thầu gói thầu thi công xây dựng và lắp đặt thiết bị nhà ga hành khách sân
bay Long Thành giai đoạn 1 (do ACV làm chủ đầu tư). Cụ thể, thời gian mời thầu được gia hạn
thêm 1 tháng, kéo dài tới sáng ngày 28/4, thay vì tới ngày 28/3 như trước đó. ... Gói thầu thi công
nhà ga hành khách sân bay Long Thành trị giá hơn 35 nghìn tỷ đồng do ACV làm chủ đầu tư.
Đây là gói thầu lớn nhất dự án sân bay Long Thành...
(English: TPO - Vietnam Airport Corporation (ACV) has officially extended the bidding period
by an additional month, prolonging the implementation time for the construction contract of Long
Thanh Airport’s passenger terminal from 33 months to 39 months. Consequently, the “mega
airport" Long Thanh will only be operational by 2026 instead of the previous target of 2025.
According to ACV, the organization has formally adjusted the plan and tender documents for
the construction and installation of the passenger terminal at Long Thanh Airport Phase 1 (with
ACV as the main investor). Specifically, the bidding period has been extended by one month,
now ending on the morning of April 28, instead of the previous deadline of March 28. ... The
construction contract for Long Thanh Airport’s passenger terminal, valued at over 35 trillion
VND is being overseen by ACV. This is the largest contract within the Long Thanh Airport
project.)

Support Việc nhà thầu thi công xây dựng và lắp đặt thiết bị nhà ga hành khách sân bay Long Thành giai
đoạn 1 bị điều chỉnh, thời gian bị kéo dài tới sáng ngày 28/4 thay vì tới ngày 28/3 như dự kiến.
English: The construction and installation contract for the Long Thanh Airport Phase 1 passenger
terminal has been adjusted, with the timeline extended to the morning of April 28 instead of the
originally anticipated March 28.

Refuted Tổng Công ty Cảng Hàng không Việt Nam (ACV) vừa gia hạn thời gian mời thầu thêm thời gian
2 tháng, tức “siêu sân bay" Long Thành sẽ chỉ có thể đưa vào sử dụng từ năm 2026 thay vì năm
2025 như dự kiến ban đầu.
English: Vietnam Airport Corporation (ACV) has recently extended the bidding period by an
additional 2 months, meaning that the “mega airport" Long Thanh will only be operational by
2026 instead of the originally planned year 2025.

NEI Gói thầu lớn nhất dự án sân bay Long Thành là gói thầu thi công nhà ga hành khách với trị giá
hơn 35 nghìn tỷ đồng, được tài trợ bởi công ty Hàn Quốc.
English: The largest contract within the Long Thanh Airport project is the construction of the
passenger terminal, valued at over 35 trillion VND, and it is sponsored by a South Korean
company.
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Table 8 Continued: Typical samples from the ViFactCheck dataset with three labels Support, Refuted, and NEI.
The highlighted words is the evidence of the statement.

Context (Dân trí) - Mỗi tháng, Ukraine ước tính dành hơn 3 tỷ USD cho chi tiêu quân sự để đối phó với
chiến dịch quân sự đặc biệt của Nga. Binh sĩ Ukraine khai hỏa lựu pháo M777 (Ảnh: Reuters).
Tại cuộc họp với Hiệp hội Kinh doanh châu Âu (EBA) hôm 29/3, Bộ trưởng Tài chính Ukraine
Sergey Marchenko cho biết, nước này đang chi 130 tỷ hryvnia (3,5 tỷ USD) mỗi tháng cho quân
sự. Ngoài ra, theo ông Marchenko, ngân sách của Ukraine nhận khoảng 80 tỷ hryvnia (khoảng
2,2 tỷ USD) mỗi tháng. “Nhiệm vụ chính là tạo điều kiện tài trợ cho quân đội" ông Marchenko
nói. ... Chính phủ Ukraine có kế hoạch bù đắp thâm hụt bằng viện trợ từ phương Tây. Mỹ và các
đồng minh liên tục hỗ trợ cả về tài chính, nhân đạo và quân sự cho Kiev kể từ khi xung đột ở
Ukraine cách đây hơn một năm...
(English: Each month, Ukraine estimates allocating over 3 billion USD for military expenses
to counter Russia’s special military campaign. Ukrainian soldiers fire M777 howitzers (Photo:
Reuters). During a meeting with the European Business Association (EBA) on March 29,
Ukrainian Finance Minister Sergey Marchenko revealed that the country is spending 130 bil-
lion hryvnia (3.5 billion USD) monthly on military expenditures. Additionally, according to
Marchenko, Ukraine’s budget receives around 80 billion hryvnia (approximately 2.2 billion USD)
each month. “The primary task is to provide funding for the military," Marchenko said. ... The
Ukrainian government plans to offset the deficit with assistance from the West. The United States
and its allies have been providing continuous financial, humanitarian, and military support to
Kiev since the conflict in Ukraine began over a year ago...)

Support Nhiệm vụ chính là tạo điều kiện tài trợ cho quân đội nên ngân sách của Ukraine nhận khoảng 80
tỷ hryvnia (khoảng 2,2 tỷ USD) mỗi tháng.
English: The primary objective is to facilitate financing for the military, and as a result, Ukraine’s
budget receives approximately 80 billion hryvnia (around 2.2 billion USD) each month.

Refuted Ukraine ước tính mỗi tháng chi 130 tỷ hryvnia, khoảng hơn 4 tỷ USD cho chi tiêu quân sự để đối
phó với chiến dịch quân sự đặc biệt của Nga.
English: Ukraine estimates spending approximately 130 billion hryvnia, which is over 4 billion
USD, on military expenses each month to counter Russia’s special military campaign.

NEI Nhờ viện trợ từ phương Tây, chính phủ Ukraine có kế hoạch bù đặp thâm hụt, Mỳ và các đồng
minh như Nhật Bản, Hàn Quốc,... liên tục hỗ trợ cả về tài chính, nhân đạo và quân sự cho Kiev kể
từ khi có xung đột ở Ukraine hơn một năm về trước.
English: With assistance from the West, the Ukrainian government has a plan to offset the deficit.
The United States and its allies such as Japan, South Korea, and others have been providing
consistent financial, humanitarian, and military support to Kiev since the conflict in Ukraine
began over a year ago.
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