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Determining the John ellipsoid - the largest volume ellipsoid contained within a
convex polytope - is a fundamental problem with applications in machine learn-
ing, optimization, and data analytics. Recent work has developed fast algorithms
for approximating the John ellipsoid using sketching and leverage score sampling
techniques. However, these algorithms do not provide privacy guarantees for sen-
sitive input data. In this paper, we present the first differentially private algorithm
for fast John ellipsoid computation. Ourmethod integrates noise perturbationwith
sketching and leverages score sampling to achieve both efficiency and privacy. We
prove that (1) our algorithm provides (ϵ, δ)-differential privacy and the privacy
guarantee holds for neighboring datasets that are ϵ0-close, allowing flexibility in
the privacy definition; (2) our algorithm still converges to a (1 + ξ)-approximation
of the optimal John ellipsoid in Θ(ξ−2(log(n/δ0) + (Lϵ0)

−2)) iterations where n is
the number of data point, L is the Lipschitz constant, δ0 is the failure probabil-
ity, and ϵ0 is the closeness of neighboring input datasets. Our theoretical analysis
demonstrates the algorithm’s convergence and privacy properties, providing a ro-
bust approach for balancing utility and privacy in John ellipsoid computation. This
is the first differentially private algorithm for fast John ellipsoid computation, open-
ing avenues for future research in privacy-preserving optimization techniques.

1. Introduction
Determining the John ellipsoid (JE), involving calculating the best-fitting ellipsoid around a dataset,
is a key challenge inmachine learning, optimization, and data analytics. The John ellipsoid has been
widely used in various applications, such as control and robotics [1, 2], obstacle collision detec-
tion [3], bandit learning [4, 5], Markov Chain Monte Carlo sampling [6], linear programming [7],
portfolio optimization problems with transaction costs [8], and many so on. The objective of the
John ellipsoid is to find the ellipsoid with the maximum volume that can be inscribed within a
given convex, centrally symmetric polytope P , which is defined by a matrix A ∈ Rn×d as follows.
Definition 1.1 (Symmetric convex polytope, Definition 4.1 in [9]). LetA ∈ Rn×d be a matrix with full
rank and a⊤i is the i-th row of A for i ∈ [n]. The symmetric convex polytope P is defined as

P := {x ∈ Rd : |⟨ai, x⟩| ≤ 1,∀i ∈ [n]}.

Recently, [10] introduced sketching techniques (Definition 3.10) to accelerate the John Ellipsoid
computations, and [9] further speed up the John Ellipsoid algorithm by integrating the leverage
score sampling method with the sketching technique, so they make John Ellipsoid computations
can be run in practical time.

On the other hand, in many scenarios, it is essential and crucial to ensure that the ellipsoid’s param-
eters are determined without revealing sensitive information about any individual data point while
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still allowing for the extraction of useful statistical information. For example, in bandit learning,
we would like to provide privacy for each round of sensitive pay-off value while still getting some
low-regret policy. Thus, in this work, we would like to ask and answer the following question,

Can we preserve the privacy of individual data points in fast John Ellipsoid’s computation?

Our answer is positive by utilizing differential privacy (DP). By integrating differential privacy,
our method provides a robust balance between data utility and privacy, enabling researchers and
analysts to derive meaningful insights from data without compromising individual privacy. More-
over, the use of differential privacy in this context helps comply with data protection regulations,
fostering trust in data-driven technologies.

1.1. Our Contributions
Wefirst introduce the basic background ofDP. Since for a polytope represented byA ∈ Rn×d, chang-
ing one row of the polytope matrix A would result in a great variation in the geometric property.
Therefore, using the general definition of neighborhood dataset fails towork. In ourwork, we define
the ϵ0-closed neighborhood polytope, which ensures the privacy of Algorithm 1with high accuracy.
Thus, we consider two polytopes/datasets to be neighboring if they are ϵ0-close.
Definition 1.2 (Neighboring polytopes). Let P, P ′ be two polytopes defined by A,A′, respectively. We
say that P and P ′ are ϵ0-close if there exists exact one i ∈ [n] such that ∥Ai,∗ − A′

i,∗∥2 ≤ ϵ0, and for all
j ∈ [n] \ {i}, Aj,∗ = A′

j,∗.

Then, the differential privacy guarantee can be defined as the following.
Definition 1.3 (Differential privacy). A randomized mechanismM : D → R with domain D and range
R satisfies (ϵ, δ)-differential privacy if for any two neighboring dataset, D,D′ ∈ D and for any subset of
outputs S ⊆ R it holds that

Pr[M(D) ∈ S] ≤ eϵ Pr[M(D′) ∈ S] + δ.

We propose the first algorithm for fast John ellipsoid computation that ensures differential privacy.
Our work demonstrates the algorithm’s convergence and privacy properties, providing a robust
approach for balancing utility and privacy in John ellipsoid computation.
Theorem 1.4 (Main Results, informal version of Theorem 4.1). Let ξ be the accuracy parameter, δ0
be the probability of failure, L be the Lipschitz constant, and n be the number of data points. Consider ϵ0-
close neighboring polytopes. For all ξ, δ0 ∈ (0, 0.1), when T = Θ(ξ−2(log(n/δ0) + (Lϵ0)

−2)), we have
that Algorithm 1 provides (1 + ξ)-approximation to John Ellipsoid with probability 1 − δ0. Furthermore,
for any ϵ ≤ O(TL2ϵ20), Algorithm 1 is (ϵ, δ)-differentially private for any δ > 0 if we choose proper noise
distribution. The running time of Algorithm 1 achieves O((nnz(A) + dω)T ), where ω ≈ 2.37 denotes the
matrix-multiplication exponent [11–15].

Our contributions can be summarized as the following:

• DPoptimizationmechanism: Weprovide a novel general DP-optimization analysis frame-
work (Lemma 6.6) for truncatedGaussian noise, wherewe can showour final DP guarantee
(Theorem 6.7) easily.

• Fast DP-JE convergence: We provide a convergence analysis (Theorem 7.2) for our fast
DP-JE algorithm (Algorithm 1) under truncatedGaussian noise perturbationwithDP guar-
antee (Theorem 4.1).

• Perturbation analysis of the weighted leverage score: We provide a comprehensive anal-
ysis of weighted leverage score perturbation (Lemma 5.1), which can be applied to many
other fundamental problems of machine / statistical learning, e.g., kernel regression.

Roadmap. This paper is organized as follows: in Section 2, we study the related work about dif-
ferential privacy, John Ellipsoid, leverage score, and sketching techniques. In Section 3, we define
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notations used throughout our work. In Section 4, we demonstrate our main theorem about conver-
gence and privacy of Algorithm 1. Then, in Section 5, we analyzed the Lipschitz of neighborhood
polytope. Next, we demonstrate the differential privacy guarantee in our John Ellipsoid algorithm
in Section 6. In Section 7, we show that our Algorithm 1 could solve John Ellipsoid with high accu-
racy and excellent running time. Finally, we conclude our work in Section 8.

2. Related Work

John Ellipsoid Algorithm and Its Applications. The John Ellipsoid Algorithm, initially proposed
by [16], provides a powerful method for approximating any convex polytope by its maximum vol-
ume inscribed ellipsoid. This foundational work has spurred extensive research into optimization
techniques for solving the John Ellipsoid problem within polynomial time constraints. Among the
seminal contributions, [17, 18] introduced first-order methods, which significantly improved com-
putational efficiency. Furthermore, [19–21] developed approaches utilizing interior point methods
to enhance the precision and speed of solving the John Ellipsoid problem. Recent advancements
have continued to push the boundaries of this algorithm. [10] employed fixed point iteration tech-
niques, leading to the derivation of a more robust solution to the John Ellipsoid. Moreover, they
introduced innovative sketching techniques that accelerated computational processes. Building on
this, [9] integrated leverage score sampling into these sketching techniques, further optimizing the
algorithm’s performance, and [22] used quantum techniques to further speed up the computation
of John Ellipsoids. The implications of the John Ellipsoid Algorithm extend far beyond theoretical
mathematics, impacting various fields. In the realm of linear bandit problems, research by [4, 5]
has shown significant advancements. Experimental design methods have also seen improvements
due to contributions from [23, 24]. In linear programming, the algorithm has provided enhanced
solutions, with notable work by [25]. Control theory applications have been advanced through
research by [2], and cutting plane methods have been refined as demonstrated by [26]. The al-
gorithm’s influence in statistics is also noteworthy; for instance, it plays a critical role in Markov
chain techniques for sampling convex bodies, as explored by [27] and developed for random walk
sampling by [6, 28].

Differential Privacy Analysis and Applications. Differential privacy has become one of the most
essential standards for data security and privacy protection since it was proposed in [29]. There
are plenty of related work focusing on providing a guarantee for existing algorithms, data struc-
tures, and machine learning by satisfying the definition of differential privacy, such as [30–35, 35–
63]. In addition, recently, there are emerging privacy mechanisms that improve traditional privacy
guarantees, such as Gaussian, Exponential, and Laplacian mechanisms [64]. For example, [65]
introduced a truncated Laplace mechanism, which has been demonstrated to achieve the tightest
bounds among all (ϵ, δ)-DP distribution.

Sketching and Leverage Score. Our work improves the efficiency of the John Ellipsoid algorithm
by leveraging sketching and score sampling. Sketching, a widely used technique, has advanced nu-
merous domains, including neural network training, kernel methods [66, 67], and matrix sensing
[68]. It has been applied to distributed problems [69, 70], low-rank approximation [71–73], and
generative adversarial networks [74]. In addition, projected gradient descent [75], tensor-related
problems [76, 77], and signal interpolation [78] have benefited significantly from sketching. Lever-
age scores, introduced by [79, 80], are pivotal in linear regression and randomized linear algebra,
optimizing tasks such as matrix multiplication, CUR decompositions [81, 82], and tensor decom-
positions [82]. Moreover, leverage score sampling can be used in kernel learning [83]. Recent re-
search has further extended the application of leverage score sampling. Studies by [66, 84–87] have
demonstrated the ability to leverage score sampling to significantly enhance the efficiency of vari-
ous algorithms and computational processes. These advancements underscore the versatility and
effectiveness of leverage scores in optimizing performance across diverse fields.
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3. Preliminary
Firstly, in Section 3.1, we introduce notations used in our work. Then, in Section 3.2, we demonstrate
background knowledge about John Ellipsoid and the techniques we use to improve the running
time of the John Ellipsoid algorithm, such as leverage score sampling and sketching. Finally, we
introduce the techniques of leverage score sampling and sketching in Section 3.3.

3.1. Notations
In this paper, we utilize Pr[] to denote the probability. We use E[] to represent the expectation. For
vectors x ∈ Rd and y ∈ Rd, we denote their inner product as ⟨x, y⟩, i.e., ⟨x, y⟩ =

∑d
i=1 xiyi. In

addition, we denote x⊤
i as the i-th row of X . We use xi,j to denote the j-th coordinate of xi ∈ Rn.

We use ∥x∥p to denote the ℓp norm of a vector x ∈ Rn. For example, ∥x∥1 :=
∑n

i=1 |xi|, ∥x∥2 :=
(
∑n

i=1 x
2
i )

1/2, and ∥x∥∞ := maxi∈[n] |xi|. We use aux to represent auxiliary inputs in an adaptive
mechanism. We use erf to denote the Gaussian error function.

For n > d, for any matrix A ∈ Rn×d, we denote the spectral norm of A by ∥A∥, i.e., ∥A∥ :=
supx∈Rd ∥Ax∥2/∥x∥2. We use ∥A∥F to represent the Frobenius norm of A , i.e., ∥A∥F :=

(
∑n

i=1

∑k
j=1 A

2
i,j)

1/2. We use σmax(A) to denote the maximum singular value of a matrix A and
use σmin(A) to denote the minimum singular value of a matrix A. We use κ(A) = σmax(A)/σmin(A)
to denote the condition number of the matrix A. We use nnz(A) to denote the number of non-zero
entries in matrix A.

3.2. Background Knowledge of John Ellipsoid
In this subsection, we introduced background knowledge about the John Ellipsoid algorithm, such
as its definition, optimality criteria, and (1 + ξ)-approximate John Ellipsoid.

According to Definition 1.1, since P is symmetric, the John Ellipsoid solution has to be centered at
the origin. Any ellipsoidE that is centered at the origin can be represented by the form x⊤G−2x ≤ 1,
where G is a positive definite matrix. Therefore, the optimal ellipsoid can be found by searching
over the possible matrix G as discussed in [10]:
Definition 3.1 (Primal program of JE computation). The primal program of JE computation is

Maximize log((det(G))2),

subject to : G ⪰ 0

∥Gai∥2 ≤ 1,∀i ∈ [n].

[10] demonstrated that the optimal Gmust satisfy the condition G−2 = A⊤ diag(w)A, where A is a
matrix and w is a vector in Rn

≥0. Consequently, by searching over all possible w, the dual optimiza-
tion problem can be formulated:
Definition 3.2 (Dual program of JE computation). The dual program of JE computation is

Minimize

n∑
i=1

wi − log det(

n∑
i=1

wiaia
⊤
i )− d, (1)

subject to : wi ≥ 0, ∀i ∈ [n].

[88] shows that the optimal solution w must satisfy the following conditions:
Lemma 3.3 (Optimal solution, Proposition 2.5 in [88]). Let Q :=

∑n
i=1 wiaia

⊤
i ∈ Rd×d. A weight w

is optimal for program (1) if and only if
n∑

i=1

wi = d,

a⊤j Q
−1aj = 1, if wi ̸= 0

a⊤j Q
−1aj < 1, if wi = 0.
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Other than deriving the exact John Ellipsoid solution, we give the definition of (1+ξ)-approximation
to the exact solution, which is our goal in the fast DP-JE algorithm.
Definition 3.4 ((1+ ξ)-approximate John Ellipsoid, Definition 4.3 in [9]). For ξ > 0, we say w ∈ Rn

≥0

is a (1 + ξ)-approximation of program (Eq. (1)) if w satisfies
n∑

i=1

wi = d, and a⊤j Q
−1aj ≤ 1 + ξ, ∀j ∈ [n].

Lemma 3.5 ((1 + ξ)-approximation is good rounding, Lemma 3.5 in [9]). Let P be defined as Defini-
tion 1.1. Let w ∈ Rn be a (1 + ϵ)-approximation of program (Eq. (1)). Using that w, we define

E := {x ∈ Rd : x⊤(

n∑
i=1

wiaia
⊤
i )x ≤ 1}.

Then the following holds:
1√
1 + ϵ

· E ⊆ P ⊆
√
d · E.

Moreover, vol( 1√
1+ϵ

E) ≥ exp(−dϵ/2) · vol(E∗) where E∗ is the exact John ellipsoid of P and vol is volume
function.
Remark 3.6. The exact John Ellipsoid solution, as defined by the optimality criteria in Lemma 3.3, provides a
precise characterization of the ellipsoid. However, finding this exact solution can be computationally intensive
due to its constraints. On the other hand, Definition 3.4 defines a relaxed version of the exact optimality
condition, and Lemma 3.5 demonstrates that the approximate John Ellipsoid is a good approximation to the
exact John Ellipsoid. Compared to finding the exact solution, the approximate solution only requires solving
a less stringent optimization problem, which can significantly reduce computational complexity.

3.3. Leverage Score and Sketching
In this subsection, we demonstrate the definition of leverage score, the convexity of the logarithm of
the leverage score, and the sketching matrix, which are essential in our John Ellipsoid Algorithm 1
and convergence analysis.
Definition 3.7 (Leverage score). Given a matrix A ∈ Rn×d with full column rank, we define its leverage
score to be A(A⊤A)−1A⊤ ∈ Rn×n.
The leverage scores measure the statistical importance of rows in a matrix. We also consider the
weighted version of levearge scores, called Lewis weights.
Definition 3.8 (Lewis weight). The ℓp Lewis weights w for matrix A ∈ Rn×d is defined as the unique
vector w so that for all i ∈ [n],

wi = w
1
2−

1
p

i a⊤i (A
⊤ diag(w)1−

2
pA)−1ai.

Given a matrix A, let h : Rn → Rn be the function defined as h(w) = (h1(w), h2(w), · · · , hn(w))
where ∀i ∈ [n], we have

hi(w) = a⊤i (

n∑
j=1

wjaja
⊤
j )

−1ai = a⊤i (A
⊤ diag(w)A)−1ai.

Hence, computing the ℓ∞ Lewis weights is equivalent to solving the following fixed point problem:
wi = wihi(w), ∀i ∈ [n].

[10] observed that calculating ℓ∞ Lewis weight is equivalent to determining the maximal volume
inscribed ellipsoid in the polytope. By using the technique in [9], we find that ℓ∞ Lewis weight is
theweighted version of the standard leverage score. Therefore, by applying leverage score sampling
techniques to Algorithm 1, we achieve speed up the calculation of Lewis weight in our fast John
Ellipsoid algorithm similar to [9].

Now, we introduce the convexity lemma, used in demonstrating the correctness of Algorithm 1.
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Lemma 3.9 (Convexity, Lemma 3.4 in [10]). For i ∈ [n], let ϕi : Rn → R be the function defined as

ϕi(v) = log hi(v) = log(a⊤i (

n∑
j=1

vjaja
⊤
j )

−1ai).

Then, ϕi is convex.

Here, we give the main idea of the sketching matrix, which we utilized to speed up the running
time to find John Ellipsoid in Algorithm 1.
Definition 3.10 (Sketching). We define the sketching matrix Sk ∈ Rs×d as a random matrix where each
entry in the matrix is drawn i.i.d. from N (0, 1).

4. Main Results
In this section, we demonstrate the main result of our work. By combining differential privacy and
fast JohnEllipsoid computation, wedemonstrate thatAlgorithm1 solved the JohnEllipsoid problem
with a differential privacy guarantee, high accuracy, and efficient running time (Theorem 4.1).
Theorem 4.1 (Main Results, informal version of Theorem F.1). Let v ∈ Rn be the result of Algorithm 1.
Define L as in Theorem 5.1. For all ξ, δ0 ∈ (0, 0.1), when T = Θ(ξ−2(log(n/δ0)+ (Lϵ0)

−2)), the following
holds for all i ∈ [n]:

Pr[hi(v) ≤ (1 + ξ)] ≥ 1− δ0.

In addition,
n∑

i=1

vi = d.

Thus, Algorithm 1 gives (1 + ξ)-approximation to the exact John ellipsoid.
Furthermore, suppose the input polytope in Algorithm 1 represented by A ∈ Rn×d satisfies σmax(A) ≤
poly(n) and σmin(A) ≥ 1/poly(n). Let ϵ0 ≤ O(1/ poly(n)) be the closeness of the neighboring polytopes
defined in Definition 1.2 and L ≤ O(poly(n)) be the Lipschitz defined in Theorem 5.1. Then for the ϵ0-close
neighboring polytopes, for any ϵ ≤ O(TL2ϵ20), Algorithm 1 is (ϵ, δ)-differentially private for any δ > 0 if we
choose the noise scale

σ ≥ Ω(
Lϵ0

√
T log(1/δ)

(1− 2Lϵ0)ϵ
).

The runtime of Algorithm 1 is O((nnz(A) + dω)T ), where ω ≈ 2.37 represents the matrix multiplication
exponent [11–15].

Our Theorem 4.1 showed that our Algorithm 1 can approximate the ground-truth JE with a small
error, i.e., (1 + ξ), while our algorithm holds (ϵ, δ)-DP guarantee. Furthermore, our algorithm has
the same running complexity, i.e., nnz(A) + dω as the previous work [9].

Our algorithm uses three main techniques. First, in Line 14-15, we use the weighted leverage score
sampling method to approximate the weighted matrix representation of the convex polytope, i.e.,
Bk in Line 13. Then, in Line 16, we use a sketching matrix to reduce the dimension of the weighted
matrix representation of the convex polytope. Finally, in Line 19-20, we inject our truncated Gaus-
sian noise into the weighted leverage score to make our algorithm differential privacy.

5. Lipschitz Analysis of ℓ∞-Lewis Weights
Before heading to the privacy analysis of Algorithm 1, we state the following theorem that derives
the Lipschitz of the ϵ0-close neighborhood polytope. This analysis ensures that the variation in each
iteration of converging to the final approximation of John Ellipsoid could be bounded by L · ϵ0 in
Algorithm 1. This bound is indispensable in the privacy analysis of Algorithm 1 in Section 6.
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Algorithm 1 Fast Algorithm for Differential Privacy Approximating John Ellipsoid (Fast DP-JE)

1: procedure FastApproxDPJE(A ∈ Rn×d, noise scale σ)
2: ▷ A symmetric polytope given by −1n ≤ Ax ≤ 1n, where A ∈ Rn×d

3: s← Θ(ξ−1)
4: T ← Θ(ξ−2(log(n/δ0) + (Lϵ0)

−2))
5: ξ0 ← Θ(ξ)
6: N ← Θ(ξ−2

0 d log(nd/δ1))

7: σ ← Θ(
Lϵ0
√

T log(1/δ)

(1−2Lϵ0)ϵ
)

8: for i = 1← n do
9: Initialize w1,i =

d
n

10: end for
11: for k = 1, · · · , T − 1 do
12: Wk = diag(wk)
13: Bk =

√
WkA

14: Compute the O(1)-approximation for the leverage score of Bk

15: Create a diagonal sampling matrix Dk ∈ Rn×n based on leverage score
16: Generate a random sketching Sk ∈ Rs×d defined in Definition 3.10
17: for i = 1→ n do
18: wk+1,i ← 1

s∥Sk(B
⊤
k DkBk)

−1/2√wk,iai∥22
19: Choose zk+1,i ∼ N T (µ, σ2, [−0.5, 0.5])
20: wk+1,i = wk+1,i(1 + zk+1,i)
21: end for
22: end for
23: for i = 1→ n do
24: ui =

1
T

∑T
k=1 wk,i

25: end for
26: for i = 1→ n do
27: vi =

d∑n
j=1 uj

ui

28: end for
29: V = diag(v) ▷ V is a diagonal matrix formed from the elements of v
30: return V and A⊤V A ▷ (1 + ξ)-approximation of John Ellipsoid within the polytope
31: end procedure

Theorem 5.1 (Lipschitz Bound for ℓ∞-Lewis weights of ϵ0-close polytope, informal version of The-
orem C.15). Let A,A′ ∈ Rn×d where a⊤i and a′i

⊤ denote the i-th row of A and A′, respectively, for
i ∈ [n] and suppose A and A′ are only different in j-th row with ∥aj − a′j∥2 ≤ ϵ0. Suppose that
Wk = diag(wk) where Ω(1) ≤ wk,i ≤ 1 for every i ∈ [n]. Let f(wk, A) := (f(wk, A)1, . . . , f(wk, A)n)
where f(wk, A)i := wia

⊤
i (A

⊤WkA)−1ai for every i ∈ [n]. Suppose that ϵ0 ≤ O(σmin(A)). Then there
exists L = poly(n, d, κ(A), σ−1

min(A), σmax(A)) such that
∥f(wk, A)− f(wk, A

′)∥2 ≤ L · ϵ0.

Proof sketch of Theorem 5.1. The proof involves analyzing how small perturbations in the input ma-
trix A affect the resulting Lewis weights. By applying the perturbation theory of singular values
and pseudo-inverses, we can bound the changes in Lewis weights caused by the small perturba-
tion and demonstrate that the difference in the Lewis weights between the original and perturbed
matrices is proportional to ϵ0, which ensures that the Lewis weights remain stable under small per-
turbations.

6. Differential Privacy Analysis
In this section, we demonstrate our privacy analysis of Algorithm 1. Firstly, in Section 6.1, we in-
troduce background knowledge on differential privacy about the sequential mechanism. Next, we
show that Algorithm 1 achieves (ϵ, δ)-DP in Section 6.2.
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6.1. Basic Definitions of Differential Privacy
In this subsection, we introduce the basic definitions of differential privacy and sequential mech-
anisms. Since our John Ellipsoid Algorithm 1 is an iterative algorithm that converges to the exact
solution step by step, we need to use privacy techniques for the sequential mechanism [89], which
means that the input of the algorithm depends on previous output. First, we listed privacy-related
concepts about sequential mechanisms for the purpose of privacy analysis.
Definition 6.1 (Sequential mechanism). We define a sequential mechanismM consisting of a sequence
of adaptive mechanismsM1,M2, · · · ,Mk whereMi :

∏i−1
j=1Rj ×D → Ri.

Here, we give the definition of privacy loss, which measures the strength of privacy on a sequential
mechanism.
Definition 6.2 (Privacy loss). For neighboring databases D,D′, a sequential mechanismM, auxiliary
input aux, and an outcome o ∈ R, we define the privacy loss c as the following

c(o;M, aux, D,D′) := log
Pr[M(aux, D) = o]

Pr[M(aux, D′) = o]
.

In our work, the privacy analysis of Algorithm 1 relies on bounding moments of loss of privacy in
the sequential mechanism. Thus, we introduce α(λ) to denote the logarithm of moments of loss of
privacy.
Definition 6.3. We define the logarithm of moment generating function of c(o;M, aux, D,D′) as the fol-
lowing

αM(λ; aux, D,D′) := log E
o∼M(aux,D)

[expλc(o;M, aux, D,D′)].

Definition 6.4. We define the maximum of αM(λ; aux, D,D′) taken over all auxiliary inputs and neighbor-
ing databases D,D′ as the following

αM(λ) := max
aux,D,D′

αM(λ; aux, D,D′).

Finally, we introduce truncatedGaussian noisewe used to ensure the privacy ofAlgorithm 1. Unlike
[89], which utilized standard Gaussian noise, we use truncated Gaussian instead. This is because
truncated Gaussian noise could ensure that that error of Algorithm 1 caused by adding noise can
be bounded by the accuracy parameter ξ, see details in Appendix E.4.
Definition 6.5 (Truncated Gaussian). We say that a random variable zn is from a truncated Gaussian
distribution with mean 0 and variance σ2 over the interval [−0.5, 0.5], i.e., zn ∼ N T (0, σ2, [−0.5, 0.5]) , if
its probability density function is defined as

µ0(zn) =
1

σ

ϕ( znσ )

Φ( 0.5σ )− Φ(−0.5
σ )

for zn ∈ [−0.5, 0.5],

where ϕ and Φ are pdf and cdf of the standard Gaussian.
Similarly, we use µ1(zn) to denote the pdf of N T (β, σ2, [−0.5, 0.5]),

µ1(zn) =
1

σ

ϕ( zn−β
σ )

Φ( 0.5−β
σ )− Φ(−0.5−β

σ )
for zn ∈ [−0.5, 0.5].

To simplify the pdf of truncatedGaussian, we defineCσ, Cβ,σ, γβ,σ asCσ := Φ(0.5/σ)−Φ(−0.5/σ), Cβ,σ :=
Φ((0.5− β)/σ)− Φ((−0.5− β)/σ), and γβ,σ := Cσ/Cβ,σ.

6.2. Differential Privacy Optimization
Then, we can proceed to the privacy analysis of Algorithm 1. In Lemma 6.6, we show a general
result on the upper bound about the moment of adding truncated Gaussian noise in a sequential
mechanism.
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Lemma 6.6 (Bound of α(λ), informal version of Lemma D.6). Let D,D′ ∈ D be the ϵ0-close neighbor-
hood polytope in Definition 1.2. Suppose that f : D → Rn with ∥f(D) − f(D′)∥2 ≤ β. Let z ∈ Rn be a
truncated Gaussian noise vector in Definition D.4. Let σ = mini σi and σ ≥ β. Then for any positive integer
λ ≤ γβ,σ/4, there exists C0 > 0 such that the mechanismM(d) = f(d) + z satisfies

αM(λ) ≤
C0λ(λ+ 1)β2γ2

β,σ

σ2
+O(β3λ3γ3

β,σ/σ
3).

Proof Sketch of Lemma D.6. Our goal is to bound the logarithm of the moment αM(λ). This is equiv-
alent to the bound

E
zn∼µ1

[(µ1(zn)/µ0(zn))
λ] =

λ+1∑
t=0

(
λ+ 1

t

)
E

zn∼µ0

[(
µ1(zn)− µ0(zn)

µ0(zn)
)t]. (2)

By basic algebra, the sum of the first two terms of Eq. (2) is 1. The third term can be bounded by
C0λ(λ+ 1)β2γ2

β,σ

σ2
.

To bound the rest of the summation for t ≥ 4, we consider 3 cases: zn ≤ 0, 0 ≤ zn ≤ β, zn ≤ β ≤ 0.5.
We bound each term of Eq. (2) by separating them into the summation of the three cases. We derive
that for the term t = 4, it could be bounded by

O(β3λ3γ3
β,σ/σ

3).

With our choice of λ ≤ 1/4γβ,σ and σ ≥ β, we find that all the higher order terms are dominated by
the third term. Thus, we derive the upper bound for αM(λ).

αM(λ) ≤
C0λ(λ+ 1)β2γ2

β,σ

σ2
+O(β3λ3γ3

β,σ/σ
3).

Therefore, combining Lemma 6.6 and the result of our Lipschitz analysis in Theorem 5.1, we demon-
strate that Algorithm 1 achieved (ϵ, δ)-differential privacy.
Theorem 6.7 (John Ellipsoid DP main theorem, informal version of Theorem D.7). Suppose that
the input polytope in Algorithm 1 represented by A ∈ Rn×d satisfies σmax(A) ≤ poly(n) and σmin ≥
1/ poly(d). There exists constants c1 and c2 so that given number of iterations T , for any ϵ ≤ c1Tγβ

2γLϵ0,σ ,
Algorithm 1 is (ϵ, δ)-differentially private for any δ > 0 if we choose

σ ≥ c2
Lϵ0

√
T log(1/δ)

(1− 2Lϵ0)ϵ

Proof Sketch of Lemma D.7. Since in Theorem 5.1, we demonstrate that ϵ0-close polytope can be
bounded by Lϵ0. Thus, we substitute β in Lemma 6.6 with Lϵ0. Since Algorithm 1 has T itera-
tion, we could apply the composition lemma for adaptive mechanism, described in Appendix D.4,
to Lemma 6.6. Therefore, we have

α(λ) ≤ TC0L
2ϵ20λ

2γ2
Lϵ0,σσ

−2.

To satisfy the tail bound in Appendix D.4 and Lemma 6.6, we need to satisfy
TC0L

2ϵ20λ
2γ2

Lϵ0,σσ
−2 ≤ λϵ/2,

exp(−λϵ/2) ≤ δ.

Therefore, by solving the system of inequality, we can show that Algorithm 1 is (ϵ, δ)-DP with our
choice of σ

Remark 6.8. [89] achieved differential privacy on stochastic gradient descent with privacy loss defined on
sequential mechanism. To control the gradient perturbation, our moment bound αM(λ) uses the difference
between the output of neighborhood datasets, while the moment bound in [89] needs the gradient to be less
than or equal to 1. In addition, [89] only works when the algorithm adds noise for a small portion of datasets.
In our setting, we derive the moment bound by adding noise for each data.

9



7. John Ellipsoid Algorithm Convergence
In this section, we demonstrate that our Algorithm 1 could converge to a good approximation of
exact John Ellipsoid with high probability under efficient running time.

First, we define ŵk+1,i := ∥(B⊤
k Bk)

−1/2√wk,iai∥22 and w̃k+1,i := ∥(B⊤
k DkBk)

−1/2√wk,iai∥22. Intu-
itively, ŵk+1,i represents the ideal Lewis weight, and w̃k+1,i denotes the Lewis weight computed
using the leverage score sampling matrix. Then we introduce the technique of telescoping, which
we utilize to separate the total relative error into ideal error ŵk+1,i/ŵk,i, leverage score sampling
error ŵk,i/w̃k,i, sketching error w̃k,i/wk,i, and error from truncated Gaussian noise wk,i/wk,i.
Lemma 7.1 (Telescoping lemma, informal version of Lemma E.3). Let T denote the number of main
iterations executed in our fast JE algorithm. Let u be the vector generated during Algorithm 1. Then for each
i ∈ [n], we have

ϕi(u) ≤
1

T
log

n

d
+

1

T

T∑
k=1

log
ŵk,i

w̃k,i
+

1

T

T∑
k=1

log
w̃k,i

wk,i
+

1

T

T∑
k=1

log
wk,i

wk,i
.

Then, we proceed to our convergence main theorem, which demonstrates that Algorithm 1 could
converge a good approximation of John Ellipsoid with high accuracy.
Theorem 7.2 (Convergence main theorem, informal version of Theorem E.12). Let u ∈ Rn be
the non-normalized output of Algorithm 1, δ0 be the failure probability. For all ξ ∈ (0, 1), when T =
Θ(ξ−2(log(n/δ0) + (Lϵ0)

−2)), it holds that for all i ∈ [n],
Pr[hi(u) ≤ (1 + ξ)] ≥ 1− δ0.

Moreover, it holds that
n∑

i=1

vi = d.

Therefore, Algorithm 1 finds (1 + ξ)-approximation to the exact John ellipsoid solution.

Proof Sketch of Theorem 7.2. Our goal is to show the leverage score hi(u) is less than or equal to (1+ξ)
with probability 1 − δ0. Therefore, we need to bound each term in Lemma 7.1 by ξ. With the use
of concentration inequality, we derive the high bound probability bound for the error of sketch-
ing, leverage score sampling, and truncated Gaussian noise. Combining the bound for each term
together, we observe that when

T = Θ(ξ−2 log(n/δ0)),

we have

log hi(u) ≤ log(1 + ξ),∀i ∈ [n].

Next, by our choice of vi in Line 27 of Algorithm 1, we use the definition of leverage score hi(v) to
show that

hi(v) ≤ (1 + ϵ).

8. Conclusion
We presented the first differentially private algorithm for fast John ellipsoid computation, integrat-
ing noise perturbation with sketching and leverage score sampling. Our method provides (ϵ, δ)-
differential privacy while converging to a (1 + ξ)-approximation in O(ξ−2(log(n/δ0) + (Lϵ0)

−2))
iterations. This work demonstrates a robust approach for balancing utility and privacy in geometric
algorithms, opening avenues for future research in privacy-preserving optimization techniques.
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Appendix
Roadmap. In Section A, we introducemore relatedwork in linear programming and privacy. Next,
in Section B, we introduce background knowledge and tools involved in our work. Then, in Sec-
tion C, we demonstrate the analysis about Lipschitz of ϵ0-close polytope. In Section D, we show
that Algorithm 1 satisfies the DP guarantee. In Section E, we analyze the convergence and correct-
ness of our John Ellipsoid algorithm. Finally, in Section F, we demonstrate our main theorem by
combining privacy guarantee and correctness of Algorithm 1.

A. More Related Work

In this section, we introduce more related work that inspires our research.

Linear Programming andSemidefinite Programming Linear programming is a fundamental com-
puter science and optimization topic. The Simplex algorithm, introduced in [90], is a pivotalmethod
in linear programming, though it has an exponential runtime. The Ellipsoidmethod, which reduces
runtime to polynomial time, is theoretically significant but often slower in practice compared to the
Simplex method. The interior-point method, introduced in [91], is a major advancement, offering
both polynomial runtime and strong practical performance on real-world problems. This method
opened up a new avenue of research, leading to a series of developments aimed at speeding up
the interior point method for solving a variety of classical optimization problems. John Ellipsoid
has deep implication in the field of linear programming. For example, in interior point method,
John Ellipsoid is utilized to find path to solutions [7]. The interior point method has a wide impact
on linear programming as well as other complex tasks, such as [7, 92–104]. Moreover, the interior
method and John ellipsoid are fundamental to solving semidefinite programming problems, such
as [104–108].

Linear programming and semidefinite programming are widely applied in the field of machine
learning theory, particularly in topics such as empirical riskminimization [99, 109, 110] and support
vector machines [111, 112].

Privacy and Security Data privacy and security have become a critical issue in the field of machine
learning, particularly with the growing use of deep neural networks. As there is an increasing
demand for training deep learning models on distributed and private datasets, privacy concerns
have come to the forefront.

To address these concerns, various methods have been proposed for privacy-preserving deep learn-
ing. These methods often involve sharing model updates [113] or hidden-layer representations
[114] rather than raw data. Despite these precautions, recent studies have shown that even if raw
data remains private, sharing model updates or hidden-layer activations can still result in the leak-
age of sensitive information about the input, referred to as the victim. Such information leakage
might reveal the victim’s class, specific features [115], or even reconstruct the original data record
[116–118]. This privacy leakage presents a significant threat to individuals whose private data have
been utilized in training deep neural networks. Moreover, privacy and security have been studied in
other fields in machine learning, such as attacks and defenses in federated learning [119–122], deep
net pruning [123], language understanding tasks [124], alternating direction method of multipliers
(ADMM) [125], and distributed learning [126].

B. Baisc Tools

Fact B.1 (Cauchy-Schwarz inequality). For vectors u, v ∈ Rn, we have

⟨u, v⟩ ≤ ∥u∥2 · ∥v∥2
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Definition B.2 (Moment Generating Function of Gaussian). LetZ ∼ N (µ, σ2), the moment generating
function of Z is:

MZ(t) = E[etZ ] = exp(tµ+
t2σ2

2
)

Lemma B.3 (Hoeffding’s bound, [127]). Let X1, X2, ..., Xn denote n independent bounded variables in
[ai, bi].Let X =

∑n
i=1 Xi,then we have

Pr[|X − E[X]| ≥ t] ≤ 2 exp(−2t2/
n∑

i=1

(bi − ai)
2).

C. Lipschitz Analysis on Neighborhood Polytopes
In this section, we delve into our analysis of the Lipschitz of ϵ0-close polytope. This analysis is
crucial in showing the differential privacy guarantee of Algorithm 1. Firstly, in Section C.1, we
provide some facts on matrix norm. Then, in Section C.2, we derive more matrix norm bounds on
advanced matrix operation. Next, we demonstrate the bound on the norm of leverage score for
neighborhood datasets in Section C.3.

C.1. Basic Facts on Matrix Norm
In this section, we list basic facts about matrix norm.
Fact C.1. Let A ∈ Rn×d be a matrix. Then we have

∥A∥ ≤ ∥A∥F .

Fact C.2. Let A ∈ Rn×d be a matrix where a⊤i is the i-th row of A. Then we have
∥ai∥2 ≤ σmax(A).

Fact C.3. Let A,B ∈ Rn×d, x ∈ Rd. Then the following two statements are equivalent:

• ∥BB⊤ −AA⊤∥ ≤ ϵ.
• ∥x⊤BB⊤x− x⊤AA⊤x∥ ≤ ϵ · x⊤x.

LemmaC.4 (Perturbation of singular value, [128]). LetA,B ∈ Rn×d. Let σi(A) denote the i-th singular
value of A, then we have for any i ∈ [d],

∥σi(A)− σi(B)∥ ≤ ∥A−B∥.

Lemma C.5 (Perturbation of pseudoinverse, [129]). Let A,B ∈ Rn×d. Then we have
∥A† −B†∥ ≤ 2max{∥A†∥2, ∥B†∥2} · ∥A−B∥.

Fact C.6. Let A,B ∈ Rn×d, x ∈ Rd. Then we have

• Part 1. ∥A∥ = ∥A⊤∥ = σmax(A) ≥ σmin(A).
• Part 2. ∥A−1∥ = ∥A∥−1.
• Part 3. σmax(B)− ∥A−B∥ ≤ σmax(A) ≤ σmax(B) + ∥A−B∥.
• Part 4. σmin(B)− ∥A−B∥ ≤ σmin(A) ≤ σmin(B) + ∥A−B∥.
• Part 5. ∥Ax∥2 ≤ ∥A∥ · ∥x∥2.

C.2. Bounds on Matrix Norm
In this subsection, given constraints on the spectral norm of the difference of matrices, we derive
upper bounds on the spectral norm of operations defined by matrices.

Firstly, we show the constraints on the effect of perturbation on singular values.
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Lemma C.7. If the following conditions hold:

• ∥A−B∥ ≤ ϵ0.
• ϵ0 ≤ 0.1σmin(A).

Then we have

• σmax(B) ∈ [0.9σmax(A), 1.1σmax(A)].
• σmin(B) ∈ [0.9σmin(A), 1.1σmin(A)].

Proof. We can show

σmax(B) ≤ σmax(A) + ∥A−B∥
≤ σmax(A) + ϵ0

≤ σmax(A) + 0.1σmax(A)

= 1.1σmax(A)

where the first step follows from Fact C.6, the second and third steps follow from conditions, and
the last step follows from basic algebra.

Next, we can show

σmax(B) ≥ σmax(A)− ∥A−B∥
≥ σmax(A)− ϵ0

≥ σmax(A)− 0.1σmax(A)

= 0.9σmax(A)

where the first step follows from Fact C.6, the second and third steps follow from conditions, and
the last step follows from basic algebra.

Hence, we have

σmax(B) ∈ [0.9σmax(A), 1.1σmax(A)].

Similarly, we can show

σmin(B) ∈ [0.9σmin(A), 1.1σmin(A)]

using similar steps.

Then, we demonstrate the effect of singular value perturbation on gram matrix.
Lemma C.8. If the following conditions hold:

• ∥A−B∥ ≤ ϵ0.
• ϵ0 ≤ 0.1σmin(A).

Then we have
∥(B⊤B)−1∥ ∈ [0.7σmax(A)−2, 1.3σmin(A)−2]

Proof. First, we show that

∥B⊤B∥ ≤ ∥B⊤∥ · ∥B∥
≤ σmax(B)2

≤ 1.3σmax(A)2.
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where the first step follows from basic algebra, the second step follows from Part 1. of Fact C.6, and
the last step follows from Lemma C.7.

Hence, we have
∥(B⊤B)−1∥ = ∥B⊤B∥−1

≥ (1.3σmax(A)2)−1

≥ 0.7σmax(A)2.

where the first step comes from Part 2. of Fact C.6, the second step follows from ∥B⊤B∥ ≤
1.3σmax(A)2, and the last step follows from basic algebra.

Next, we can show
∥B⊤B∥ ≥ ∥B⊤∥ · ∥B∥

≥ σmin(B)2

≥ 0.8σmin(A)2.

where the first step comes from basic algebra, the second step comes from Part 1. of Fact C.6, and
the last step follows from Lemma C.7.

Hence, we have
∥(B⊤B)−1∥ = ∥B⊤B∥−1

≤ (0.8σmin(A)2)−1

≤ 1.3σmin(A)2.

where the first step derives from Part 2. of Fact C.6, the second step comes from ∥B⊤B∥ ≥
0.8σmin(A)2, and the last step comes from basic algebra.

Next, we demonstrate the effect of perturbations on the spectral norm of the difference between
matrices.
Lemma C.9. If the following conditions hold

• ∥A−B∥ ≤ ϵ0

• ϵ0 ≤ 0.1σmin(A)

Then we have

• ∥A⊤A−A⊤B∥ ≤ σmax(A) · ϵ0

• ∥A⊤B −B⊤B∥ ≤ 1.1σmax(A)ϵ0

Proof. We can show that
∥A⊤A−A⊤B∥ ≤ ∥A⊤∥ · ∥A−B∥

= σmax(A) · ∥A−B∥
≤ σmax(A) · ϵ0

where the first step follows from simple algebra, the second step follows from Fact C.6, and the last
step follows from the assumption in the Lemma statement.

We can show that
∥A⊤B −B⊤B∥ ≤ ∥B∥ · ∥A⊤ −B⊤∥

≤ 1.1σmax(A) · ∥A−B∥
≤ 1.1σmax(A) · ϵ0

where the first step uses simple algebra, the second step utilizes Fact C.6, and the last step derives
from the assumption in the Lemma statement.
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Following the above lemma, we proceed to demonstrate the difference between two-gram matrices
caused by perturbation on the singular value.
Lemma C.10. If the following conditions hold

• ∥A−B∥ ≤ ϵ0

• ϵ0 ≤ 0.1σmin(A)

Then, we have
∥A⊤A−B⊤B∥ ≤ 2.1σmax(A) · ϵ0

Proof. We can show that

∥A⊤A−B⊤B∥ = ∥A⊤A−A⊤B +A⊤B −B⊤B∥
≤ ∥A⊤A−A⊤B∥+ ∥A⊤B −B⊤B∥
≤ σmax(A)ϵ0 + 1.1σmax(A)ϵ0

= 2.1σmax(A) · ϵ0

where the first step derives from simple algebra, the second step is by the triangle inequality, the
last step derives from Lemma C.9, and the last step comes from basic algebra.

Then, we introduce condition numbers to bound the spectral norm on the inverse of the difference
of two-gram matrices.
Lemma C.11. If the following conditions hold

• ∥A−B∥ ≤ ϵ0.
• ϵ0 ≤ 0.1σmin(A).

Then we have
∥(AA⊤)−1 − (BB⊤)−1∥ ≤ 8κ(A)σ−3

min(A)ϵ0.

Proof. We can show

∥(A⊤A)−1 − (B⊤B)−1∥ ≤ 2max{∥(A⊤A)−1∥2, ∥(B⊤B)−1∥2} · ∥(A⊤A)− (B⊤B)∥
≤ 2 · (1.3/σmin(A)2)2 · ∥(A⊤A)− (B⊤B)∥
≤ 2 · (1.3/σmin(A)2)2 · (2.1σmax(A) · ϵ0)
≤ 8κ(A)σmin(A)−3ϵ0,

where the first step is by Lemma C.5, the second step is by Lemma C.7, the third step comes from
Lemma C.10, the last step derives from κ(A) = σmax(A)

σmin(A) and 2.1 · (1.3)2 · 2.1 ≤ 8.

C.3. Bounds of Lewis Weights on Neighborhood Datasets
In this subsection, we discuss bounds on Lewis weight and finally derive the Lipschitz bound for
ℓ∞ Lewis weights of ϵ0-close polytope.

Firstly, we derive the effect of the perturbation on one row of matrix A on the spectral norm of the
difference between weighted matrices.
Lemma C.12. If the following conditions hold

• Let A,A′ ∈ Rn×d.
• Let a⊤i denote the i-th row of A for i ∈ [n].
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• Suppose A and A′ is only different in j-th row, and ∥aj − a′j∥2 ≤ ϵ0.
• Suppose thatWk = diag(wk) where wk,i ∈ [Ω(1), 1] for every i ∈ [n].

Then we have
∥W 1/2

k A−W
1/2
k A′∥ ≤ ϵ0.

Proof. Let B = W
1/2
k A and B′ = W

1/2
k A′. We have

∥B −B′∥ = ∥W 1/2
k A−W

1/2
k A′∥

≤ ∥W 1/2
k A−W

1/2
k A′∥F

≤

√√√√ n∑
i=1

∥wk,iai − wk,ia′i∥22

= ∥wk,iaj − wk,ia
′
j∥2

≤ |wk,i|∥aj − a′j∥2
= ϵ0

where the first step comes from the definition of B,B′, the second step is the result of Fact C.1, the
third step comes from the definition of Frobenius norm, the fourth step utilizes that A and A′ only
differs in j-th row, the fifth step derives from basic algebra, and the last step is from wk,i ∈ [0, 1] and
∥aj − a′j∥2 ≤ ϵ0.

Followed from Lemma C.12, we derive the bound for perturbation on (A⊤WKA)−1

Lemma C.13. If the following conditions hold

• Let A,A′ ∈ Rn×d.
• Let a⊤i denote the i-th row of A for i ∈ [n].
• Suppose A and A′ is different in j-th row, and ∥aj − a′j∥2 ≤ ϵ0

• Suppose thatWk = diag(wk) where wk,i ∈ [Ω(1), 1] for every i ∈ [n].
• Suppose that ϵ0 ≤ O(σmin(A)).

Then we have
∥(A⊤WkA)−1 − (A′⊤WkA

′)−1∥ ≤ O(8κ(A)σ−3
min(A)ϵ0).

Proof. By Lemma C.12, we have

∥W 1/2
k A−W

1/2
k A′∥ ≤ ϵ0.

We can show that

∥(A⊤WkA)−1 − (A′⊤WkA
′)−1∥ ≤ 8κ(W

1/2
k A)σ−3

min(W
1/2
k A)ϵ0

≤ O(8κ(A)σ−3
min(A)ϵ0).

where the first step is the result of Lemma C.11 and the second step is fromwk,i ∈ [Ω(1), 1] for every
i ∈ [n].

Next, we introduce f , an algorithm that computes Lewis weight. And we derive the upper bound
of change in f caused by perturbation on input A.
Lemma C.14. If the following conditions hold
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• Let A,A′ ∈ Rn×d.
• Let a⊤i denote the i-th row of A for i ∈ [n].
• Suppose A and A′ is different in j-th row, and ∥aj − a′j∥2 ≤ ϵ0

• Suppose thatWk = diag(wk) where wk,i ∈ [Ω(1), 1] for every i ∈ [n].
• Let f(wk, A) := (f(wk, A)1, . . . , f(wk, A)n)

• Let f(wk, A)i := wia
⊤
i (A

⊤WkA)−1ai for i ∈ [n].
• Suppose that ϵ0 ≤ O(σmin(A)).
• Let ϵ1 = Θ(8κ(A)σ−3

min(A)ϵ0).

Then we have

• Part 1. For i ̸= j, |f(wk, A)i − f(wk, A
′)i| ≤ ϵ1 · σmax(A)2.

• Part 2. |f(wk, A)j − f(wk, A
′)j | ≤ ϵ1(σmax(A) + ϵ0)

2 + ϵ0σmin(W
1/2
k A)2(2σmax(A) + ϵ0)

Proof. Proof of Part1. For i ̸= j, we have

|f(wk, A)i − f(wk, A
′)i| = |wk,ia

⊤
i (A

⊤WkA)−1ai − wk,iai
⊤(A′⊤WkA

′)−1ai|

≤ |wk,i| · |a⊤i (A⊤WkA)−1ai − ai
⊤(A′⊤WkA

′)−1ai|

≤ |a⊤i (A⊤WkA)−1ai − ai
⊤(A′⊤WkA

′)−1ai|
≤ ϵ1 · a⊤i ai
= ϵ1 · ∥ai∥2

≤ ϵ1 · σmax(A)2

where the first step follows from the definition of f , the second definition comes from basic algebra,
the third step comes from wk,i ∈ [0, 1], the fourth step derives from Lemma C.13 and Fact C.3, the
fifth step utilizes basic algebra, and the last step derives from Fact C.2.

Proof of Part 2. Next, we define

C1 := a⊤j (A
⊤WkA)−1aj − a′j

⊤
(A⊤WkA)−1a′j ,

C2 := a′j
⊤
(A⊤WkA)−1a′j − a′j

⊤
(A′⊤WkA

′)−1a′j .

We first bound C1. We can show that

|C1| = |a⊤j (A⊤WkA)−1aj − a′j
⊤
(A⊤WkA)−1a′j |

= |a⊤j (A⊤WkA)−1aj − a′j
⊤
(A⊤WkA)−1aj + a′j

⊤
(A⊤WkA)−1aj − a′j

⊤
(A⊤WkA)−1a′j |

= | (aj − a′j)
⊤(A⊤WkA)−1ai︸ ︷︷ ︸

C3

+ a′j
⊤
(A⊤WkA)−1(ai − a′j)︸ ︷︷ ︸

C4

|

≤ |C3|+ |C4|.

where the first step follows from the definition of C1, the second and third steps follow from basic
algebra, and the last step follows from the triangle inequality.

For C3, we have

|C3| = |(aj − a′j)
⊤(A⊤WkA)−1ai|

≤ ∥(aj − a′j)∥2 · ∥(A⊤WkA)−1ai∥
≤ ∥(aj − a′j)∥2 · ∥(A⊤WkA)−1∥ · ∥ai∥2
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≤ ϵ0 · σmin(W
1/2
k A)2 · σmax(A)

where the first step comes fromdefinition ofC3, the second step utilizes Cauchy-Schwarz inequality,
the third step derives from Part 5 of Fact C.6, and the last step comes from Lemma assumptions,
Fact C.2 and Part 2 of Fact C.6.

For C4, we have

|C4| = |a′j
⊤
(A⊤WkA)−1(aj − a′j)|

≤ ∥a′j∥2 · ∥(A⊤WkA)−1(aj − a′j)∥
≤ ∥a′j∥2 · ∥(A⊤WkA)−1∥ · ∥aj − a′j∥2
≤ (∥aj∥2 + ϵ0) · σmin(W

1/2
k A)2 · ϵ0

≤ (σmax(A) + ϵ0) · σmin(W
1/2
k A)2 · ϵ0

where the first step comes from the definition of C3, the second step is from Cauchy-Schwarz in-
equality, the third step derives from Part 5 of Fact C.6, and the fourth step is from ∥aj − a′j∥ ≤ ϵ0
and Part 2 of Fact C.6, and the last step comes from Fact C.2.

Combining the bounds of |C3| and |C4|, we have

|C1| ≤ ϵ0 · σmin(W
1/2
k A)2 · (2σmax(A) + ϵ0)

We next bound C2. We can show that

|C2| = |a′j
⊤
(A⊤WkA)−1a′j − a′j

⊤
(A′⊤WkA

′)−1a′j |

≤ ϵ1a
′
j
⊤
a′j

≤ ϵ1∥a′j∥2

≤ ϵ1(∥aj∥+ ϵ0)
2

≤ ϵ1(σmax(A)2 + ϵ0)
2

where the first step follows from the definition ofC2, the second step follows from Lemma C.11 and
Fact C.3, and the third step follows from basic algebra, and the last step follows from ∥aj−a′j∥ ≤ ϵ0.

We can show that

|f(wk, A)j − f(wk, A
′)j | = |wk,ia

⊤
i (A

⊤WkA)−1ai − wk,ia
′
j
⊤
(A′⊤WkA

′)−1a′j |
= |wk,iC1 + wk,iC2|
= |wk,i||C1 + C2|
≤ |C1|+ |C2|

≤ ϵ1(σmax(A)2 + ϵ0)
2 + ϵ0σmin(W

1/2
k A)2(2σmax(A) + ϵ0)

where the first step stems from the definition of f , the second step comes from the definition of
C1, C2, the third step is from basic algebra, the fourth step comes from wk,i ≤ 1 and triangle in-
equality, and the last step derives from the bounds of |C1| and |C2|.

Finally, we could bound the max difference between outputs for f for two ϵ0-close input polytopes
A,A′.
Theorem C.15 (Lipschitz Bound for ℓ∞ Lewis weights of ϵ0-close polytope, formal version of The-
orem 5.1). If the following conditions hold

• Let A,A′ ∈ Rn×d where a⊤i and a′i⊤ denote the i-th row of A and A′, respectively, for i ∈ [n].
• Suppose that A and A′ are only different in j-th row, and ∥aj − a′j∥2 ≤ ϵ0

• Suppose that Wk = diag(wk) where wk,i ∈ [0, 1] for every i ∈ [n].
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• Let f(wk, A) := (f(wk, A)1, . . . , f(wk, A)n)

• Let f(wk, A)i := wia
⊤
i (A

⊤WkA)−1ai for i ∈ [n].
• Suppose that ϵ0 ≤ O(σmin(A)).
• Let L = poly(n, d, κ(A), σ−1

min(A), σmax(A))

Then, we can show
∥f(wk, A)− f(wk, A

′)∥2 ≤ L · ϵ0.

Proof. For proof purpose, we set ϵ1 = 8(W
1/2
k A)σ−3

min(W
1/2
k A)ϵ0. We can show that

∥f(wk, A)− f(wk, A
′)∥22 =

n∑
i=1

|f(wk, A)i − f(wk, A
′)i|2,

= (
∑

i∈[n]\{j}

|f(wk, A)i − f(wk, A
′)i|2) + |f(wk, A)j − f(wk, A

′)j |2

≤ (n− 1)(ϵ1 · σmax(A)2)2 + (ϵ1(σmax(A) + ϵ0)
2 + ϵ0σmax(A)2(2σmax(A) + ϵ0))

2

= L2ϵ20

where the first step is from the definition of ℓ2 norm, the second step comes from basic algebra, the
third step derives from Lemma C.14, and the last step comes from observing that the right-hand-
side is the product of ϵ20 and a polynomial in other parameters.

D. Differentially Private John Ellipsoid Algorithm
Firstly, in Section D.1, we present tools used in the proof of our main Lemma D.6 about bound-
ing moments. Then, in Section D.2, we introduced truncated Gaussian noise and derived moments
bound on truncated Gaussian about differential privacy. Next, in Section D.3, we proceed to our
main theorem about the privacy of Algorithm 1. Finally, in Section D.4, we introduce the composi-
tion lemma used in our privacy proof.

D.1. Facts and Tools
In this subsection, we demonstrate basic numerical and probability tools utilized in later proofs.
Lemma D.1. Let µ0 be the probability density function of N(0, 1), z is a random variable with distribution
µ0. For any a ∈ R,

E
z∼µ0

[exp(
2az

2σ2
)] = exp(

a2

2σ2
)

Proof. We proceed with the proof with the moment generating function of the Gaussian variable,
described in Definition B.2.

Recall Definition B.2, we have

MZ(t) = E[etZ ] = exp(tµ+
t2σ2

2
)

Therefore, we get

E
z∼µ0

[exp(
2az

2σ2
)] = E

z∼µ0

[exp(
az

σ2
)]

= exp(0 +
1

2
(
a

σ2
)2σ2)

= exp(
a2

2σ2
)
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where the first step stems from simplification, the second step is by setting µ = 0 and t = a
σ2 in

moment generating function of Gaussian variable, and the final step comes from basic algebra.

Fact D.2. For any σ ≥ 1, we have
1

2
(exp(1/σ2)− 1) ≤ 1

σ2

Proof. It’s easy to show the inequality using the Taylor expansion of the exponential function.

D.2. Moments Bound for Truncated Gaussian Noise
In this subsection, we first introduced the relevant definition of truncated Gaussian and defined
some variables. Then, we proceed to the proof of Lemma D.6 about moment bound with truncated
Gaussian noise.

Firstly, we introduce the truncated Gaussian we used to ensure the privacy of Algorithm 1.
Definition D.3 (Truncated Gaussian). Given a random variable zi with truncated Gaussian distribution
N T (µ, σ2, [−0.5, 0.5]), its probability density function is defined as

g(zi) =
1

σ

ϕ( zi−µ
σ )

Φ( 0.5−µ
σ )− Φ(−0.5−µ

σ )
for zi ∈ [−0.5, 0.5]

where ϕ and Φ are pdf and cdf of the standard Gaussian.
We also define constantsCσ, Cβ,σ, k to simplify the pdf ofN T (0, σ2, [−0.5, 0.5]) andN T (β, σ2, [−0.5, 0.5])

Cσ := Φ(0.5/σ)− Φ(−0.5/σ)
Cβ,σ := Φ((0.5− β)/σ)− Φ((−0.5− β)/σ)

γβ,σ :=
Cσ

Cβ,σ

Here, we give the definition of truncated Gaussian noise in vector form.
Definition D.4 (Truncated Gaussian vector). We define the truncated Gaussian noise vector z =
(z1, z2, · · · , zn), where each zi follows Definition 6.5

Now, we’ll derive the lower and upper bounds of γβ,σ for the purpose of differential privacy proof
of Algorithm 1.
Lemma D.5. Let γβ,σ be the one introduced in Definition 6.5. Given σ ≥ β, the following bound of γβ,σ
holds

1 ≤ γβ,σ ≤
1

1− 2β

Proof. According to the definition of γβ,σ , we have

γβ,σ =
Φ(0.5/σ)− Φ(−0.5/σ)

Φ((0.5− β)/σ)− Φ((−0.5− β)/σ)

Firstly, we consider the numerator,

Φ(0.5/σ)− Φ(−0.5/σ) = 1

2
(1 + erf(

0.5/σ√
2

))− 1

2
(1 + erf(−0.5/σ√

2
))

=
1

2
(1 + erf(

0.5/σ√
2

))− 1

2
(1− erf(

0.5/σ√
2

))
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=
1

2
(erf(

0.5/σ√
2

) + erf(
0.5/σ√

2
))

= erf(
0.5/σ√

2
)

where the first step comes from the definition of cdf for standard normal distribution, the second
step comes from the property erf(−x) = −erf(x), the third step utilizes basic algebra, and the last is
by simplification.

We simplify the denominator similarly,

Φ((0.5− β)/σ)− Φ((−0.5− β)/σ) =
1

2
(1 + erf(

(0.5− β)/σ√
2

))− 1

2
(1 + erf(

(−0.5− β)/σ√
2

))

=
1

2
(1− erf(

(0.5− β)/σ√
2

))− 1

2
(1− erf(

(0.5 + β)/σ√
2

))

=
1

2
(erf(

(0.5− β)/σ√
2

) + erf(
(0.5 + β)/σ√

2
))

where the first step comes from the definition of cdf for standard normal distribution, the second
step comes from the property erf(−x) = −erf(x), and the third step utilizes basic algebra.

Combine them together, we have

γβ,σ =
2erf( 0.5/σ√

2
)

erf( (0.5−β)/σ√
2

) + erf( (0.5+β)/σ√
2

)

For the lower bound of γβ,σ , we observe that as β approaches to 0, γβ,σ ≥ 1.

We can also derive the upper bound of γβ,σ ,

γβ,σ ≤
erf( 0.5/σ√

2
)

erf( (0.5+β)/σ√
2

)

≤ 1

1− 2β

where the first step comes from basic algebra, and the second step uses erf(x) ≈ 2√
πx
.

Here, we show our lemma on bounding the moment of privacy loss with our choice of truncated
Gaussian noise.
LemmaD.6 (Bound of α(λ) in sequential mechanism, formal version of Lemma 6.6). LetD,D′ ∈ D
be η-close neighborhood polytope in Definition 1.2. Suppose that f : D → Rn with ∥f(D)− f(D′)∥2 ≤ β.
Let z ∈ Rn be a truncated Gaussian noise vector in Definition D.4. Let σ = minσi and σ ≥ β.
Then for any positive integer λ ≤ 1/4γβ,σ , there exists C0 > 0 such that the mechanismM(d) = f(d) + z
satisfies

αM(λ) ≤
C0λ(λ+ 1)β2γ2

β,σ

σ2
+O(β3λ3γ3

β,σ/σ
3)

Proof. SinceD,D′ are neighborhood dataset, we can fixD′ and letD = D′∪{Di}i∈[n]. Without loss
of generality, we can assume f(Dn) = β and for any i ∈ [n− 1], f(Di) = 0. Thus,M(D) andM(D′)
have identical distributions other than the last coordinate. Then, we reduce it to a problem of one
dimension.

Let µ0(zn) denote the probability density function of N T (0, σ2, [−0.5, 0.5])

And let µ1(zn) denote the probability density function of N T (β, σ2, [−0.5, 0.5])
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Thus we have,

M(D′) ∼ µ0(zn),

M(D) ∼ µ1(zn)

Recall Definition 6.3,

αM(λ; aux, D,D′) = log E
o∼M(aux,D)

[expλc(o;M, aux, D,D′)]

And recall Definition 6.2,

c(o;M, D,D′) = log
Pr[M(D) = o]

Pr[M(D′) = o]

We omit aux in Definition 6.2 becauseM here does not involve any auxiliary input.

Substitute µ0 and µ1 into c(o;M, D,D′), we get

c(o;µ0, µ1, D,D′) = log
Pr[µ1 = o]

Pr[µ0 = o]
(3)

Plug Eq. (3) into Definition 6.3, we get

αM(λ;D,D′) = log E
o∼M(d)

[exp(λ log
Pr[µ1 = o]

Pr[µ0 = o]
)] (4)

Thus,

αM(λ;D,D′) = log E
zn∼µ1

[(µ1(zn)/µ0(zn))
λ]

≤ E
zn∼µ1

[(µ1(zn)/µ0(zn))
λ]

where the first step follows from simplifying Eq. (4), the second step uses the property of logarithm.

We want to show that

E
zn∼µ1

[(µ1(zn)/µ0(zn))
λ] ≤ αM(λ)

and E
zn∼µ0

[(µ0(zn)/µ1(zn))
λ] ≤ αM(λ)

for some explicit αM(λ) to be determined later.

Since in our setting, both µ0(zn) and µ1(zn) are Gaussian variables, we only need to bound one of
them by symmetry of Gaussian.

We consider

E
zn∼µ1

[(µ1(zn)/µ0(zn))
λ] = E

zn∼µ0

[(µ1(zn)/µ0(zn))
λ+1].

The above equality is obtained by the change of variable method in probability theory.

Using binomial expansion, we have

E
zn∼µ0

[µ1(zn)/µ0(zn))
λ+1] = E

zn∼µ0

[(1 + (µ1(zn)− µ0(zn))/µ0(zn))
λ+1]

=

λ+1∑
t=0

(
λ+ 1

t

)
E

zn∼µ0

[(
µ1(zn)− µ0(zn)

µ0(zn)
)t]. (5)

where the first step utilizes basic algebra, and the second step is by binomial expansion.

The first term in Eq. (5) is 1 by simple algebra, and the second term is

E
zn∼µ0

[
µ1(zn)− µ0(zn)

µ0(zn)
] =

∫ 0.5

−0.5

µ0(zn)
µ1(zn)− µ0(zn)

µ0(zn)
dzn
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=

∫ 0.5

−0.5

µ1(zn) dzn −
∫ 0.5

−0.5

µ0(zn) dzn

= 1− 1 = 0.

where the first step is from the definition of expectation, the second step stems from basic algebra,
and the last step utilizes the property of probability density function.

Recall Lemma D.1, for any a ∈ R, Ez∼µ0 exp(2az/2σ
2) = exp(a2/2σ2), thus

E
zn∼µ0

[(
µ1(zn)− µ0(zn)

µ0(zn)
)2] = E

zn∼µ0

[(1− γβ,σ · exp(
2znβ

2σ2
− β2

2σ2
))2]

= 1− 2γβ,σ E
zn∼µ0

[exp(
2znβ

2σ2
− β2

2σ2
)] + E

zn∼µ0

[γ2
β,σ exp(

4znβ

2σ2
− 2β2

2σ2
)]

= 1− 2γβ,σ exp(
β2

2σ2
) · exp(−β

2

2σ2
)) + γ2

β,σ exp(
4β2

2σ2
) · exp(−2β

2

2σ2
)

= γ2
β,σ exp(

β2

σ2
) + 1− 2γβ,σ (6)

where the first step comes from substituting the density function of µ0 and µ1, the second step
follows from expanding the square, the third step comes from Lemma D.1, and the final step comes
from basic algebra.

Thus, the third term in the binomial expansion Eq. (5)

(
1 + λ

2

)
E

zn∼µ0

[(
µ1(zn)− µ0(zn)

µ0(zn)
)2] ≤ λ(λ+ 1)

2
E

zn∼µ0

[(
µ1(zn)− µ0(zn)

µ0(zn)
)2]

=
λ(λ+ 1)

2
(γ2

β,σ exp(
β2

σ2
) + 1− 2γβ,σ)

=
λ(λ+ 1)

2
(γ2

β,σ exp(
β2

σ2
) + (γβ,σ − 1)2 − γ2

β,σ)

≤ λ(λ+ 1)

2
(γ2

β,σ(exp(
β2

σ2
)− 1) + (γβ,σ − 1)2)

≤
λ(λ+ 1)β2γ2

β,σ

σ2
+

λ(λ+ 1)(γβ,σ − 1)2

2

where the first step utilizes the definition of combination, the second step is the result of Eq. (6), the
third step is by basic algebra, the fourth step comes from combining like terms, and the final step
follows from basic algebra.

By our choice of σ ≥ β, there exists C0 > 0 to bound the third term in Eq. (5)(
1 + λ

2

)
E

zn∼µ0

[(
µ1(zn)− µ0(zn)

µ0(zn)
)2] ≤

C0λ(λ+ 1)β2γ2
β,σ

σ2

To bound the remaining terms, we first note that by standard calculus, we can bound |µ0(zn) −
µ1(zn)| by separating it into 3 parts.

Firstly, we have the following bound for all zn ≤ 0.

|µ0(zn)− µ1(zn)| =
1

σ
|ϕ(zn/σ)

Cσ
− ϕ((zn − β)/σ)

Cβ,σ
|

=
1

σ
| 1
Cσ
· 1√

2πσ
exp(− z2n

2σ2
)− 1

Cβ,σ
· 1√

2πσ
exp(− (z − β)2

2σ2
)|

=
1√
2πσ2

|exp(−z
2
n/2σ

2)

Cσ
− exp(−(zn − β)2/2σ2)

Cβ,σ
|
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=
1√
2πσ2

|exp(−z
2/2σ2)

Cσ
− exp(−(z2 − 2βz + β2)/2σ2)

Cβ,σ
|

=
1√
2πσ2

exp(− z2n
2σ2

)| 1
Cσ
− 1

Cβ,σ
· exp(2βzn − β2

2σ
)|

=
1

Cσ

1√
2πσ2

exp(− z2n
2σ2

)|1− Cσ

Cβ,σ
· exp(2βzn − β2

2σ
)|

= µ0(zn)|1−
Cσ

Cβ,σ
· exp(2βzn − β2

2σ
)|

≤ µ0(zn)
Cσ

Cβ,σ
· −2βzn + β2

2σ2

≤ −Cσ(βzn − β2)µ0(zn)

Cβ,σσ2
(7)

where the first step comes from the definition of µ0, µ1, the second step is from the probability
density function of truncated Gaussian, the third step stems from basic algebra, the fourth step is
from expanding the square, the fifth step uses basic algebra, the sixth step is from basic algebra, the
seventh step derives from the definition of µ0, the eighth step follows by Taylor series, and the final
step derives from basic algebra.

Similarly, for all zn such that β ≤ zn ≤ 0.5, we have

|µ0(zn)− µ1(zn)| =
1√
2πσ2

(
1

Cβ,σ
exp(− (zn − β)2

2σ2
)− 1

Cσ
exp(− z2n

2σ2
))

=
1√
2πσ2

(
1

Cβ,σ
exp(− (zn − β)2

2σ2
)− 1

Cσ
exp(− (zn − β)2 + 2znβ − β2

2σ2
))

=
1

Cβ,σ

1√
2πσ2

exp(
−(zn − β)2

2σ2
)(1− Cβ,σ

Cσ
exp(−2znβ − β2

2σ2
))

= µ1(zn)(1−
Cβ,σ

Cσ
exp(−2znβ − β2

2σ2
))

≤ µ1(zn)
2znβ − β2

2σ2

Cβ,σ

Cσ

≤ β(zn − β)µ1(zn)

σ2

Cβ,σ

Cσ

≤ Cβ,σznβµ1(zn)

Cσσ2
(8)

where the first step derives from the definition of µ0, µ1, the second step is from the probability
density function of truncated Gaussian, the third step uses basic algebra, the fourth step comes
from the definition of µ1, the fifth step is the result of Taylor series, the sixth step follows by basic
algebra, and the final step comes from reorganization.

For all zn such that 0 ≤ zn ≤ β, we have

|µ0(zn)− µ1(zn)| ≤
Cσβ

2µ0(zn)

Cβ,σσ2
(9)

where we derive the bound by pluging zn = 0 in Eq. (7).

We can then divide the expectation into three parts and bound them individually,

E
zn∼µ0

[(
µ1(zn)− µ0(zn)

µ0(zn)
)t] ≤

∫ 0

−0.5

µ0(zn)|(
µ1(zn)− µ0(zn)

µ0(zn)
)t|dzn

+

∫ β

0

µ0(zn)|(
µ1(zn)− µ0(zn)

µ0(zn)
)t|dzn
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+

∫ 0.5

β

µ0(zn)|(
µ1(zn)− µ0(zn)

µ0(zn)
)t|dz.

Notice the fact that Ezn∼N (0,σ2)[|zn|t] ≤ σt(t − 1)!! by Gaussian moments. Therefore, the first term
can then be bounded by∫ 0

−0.5

µ0(zn)|(
µ1(zn)− µ0(zn)

µ0(zn)
)t|dzn ≤

∫ 0

−0.5

µ0(zn)|(
−Cσ(βzn − β2)

Cβ,σσ2
)t|dz

≤ Ct
σβ

t

Ct
β,σσ

2t

∫ 0

−0.5

µ0(zn)|(zn − β)t|dzn

=
Ct−1

σ βt

Ct
β,σσ

2t

∫ 0

−0.5

ϕ(zn/σ)|(zn − β)t|dz

≤ (2β)tCt−1
σ (t− 1)!!

2Ct
β,σσ

t

where the first step is the result of Eq. (7), the second step is from factoring out constants, the third
step follows by the definition of µ0 andCσ , and the final step comes fromGaussianmoments bound.

The second term is at most∫ β

0

µ0(zn)|(
µ1(zn)− µ0(zn)

µ0(zn)
)t|dzn ≤

∫ β

0

µ0(zn)|(
Cσβ

2

Cβ,σσ2
)t|dzn

=
Ct

σβ
2t

Ct
β,σσ

2t

∫ β

0

µ0(zn)dzn

=
Ct−1

σ β2t

Ct
β,σσ

2t

∫ β

0

ϕ(zn/σ)dzn

≤ Ct−1
σ β2t

Ct
β,σσ

2t

where the first step derives fromEq. (9), the second step is from factoring out the constants, the third
step is from the definition of µ0 and Cσ , and the final step stems from the property of probability
density function.

Similarly, the third term is at most∫ 0.5

β

µ0(zn)|(
µ1(zn)− µ0(zn)

µ0(zn)
)t|dzn ≤

∫ 0.5

β

µ0(zn)|(
Cβ,σznβµ1(zn)

Cσσ2µ0(zn)
)t|dzn

=
Ct

β,σβ
t

Ct
σσ

2t

∫ 0.5

β

µ0(zn)|(
znµ1(zn)

µ0(zn)
)t|dzn

=
Ct

β,σβ
t

Ct
σσ

2t

∫ 0.5

β

(
Cσ

Cβ,σ
)t · µ0(zn) exp(

2βtzn − β2t

2σ2
)ztndzn

=
βt

σ2t

∫ 0.5

β

µ0(zn) exp(
2βtzn − β2t

2σ2
)ztndzn

=
βt

Cσσ2t

∫ 0.5

β

ϕ(z/σ) exp(
2βtzn − β2t

2σ2
)ztndzn

≤ βt exp(β2(t2 − t)/2σ2)

Cσσ2t

∫ 0.5

0

ϕ(
zn − βt

σ
)ztndzn

≤ (2β)t exp(β2(t2 − t)/2σ2)(σt(t− 1)!! + (βt)t)

2Cσσ2t

where the first step is the result of Eq. (8), the second step derives from factoring out constants,
the third step is from plugging the density function of µ0 and µ1 into the expression, the fourth
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step is by simplification, the fifth step derives from the definition of µ0 the sixth step comes from
U -substitution in calculus, and the final step follows by Gaussian moment bound.

Finally, we can show that our choice of parameters is valid. By plugging above bounds into Eq. (5),
we observe that with constraints on σ, β, λ, γβ,σ in the Lemma statement, it’s obvious that higher-
order terms with t > 3 will be dominated by the t = 3 term. Therefore, we conclude that

αM(λ) ≤
C0λ(λ+ 1)β2γ2

β,σ

σ2
+O(β3λ3γ3

β,σ/σ
3)

D.3. Privacy of Fast John Ellipsoid Algorithm with Truncated Noise
By combining the above moment bounds in Lemma D.6 and tail bounds in Theorem D.8, we can
proceed to derive our main theorem, which demonstrates that the John Ellipsoid algorithm is dif-
ferentially private.
Theorem D.7 (John Ellipsoid DP Main Theorem, formal version of Theorem 6.7). Suppose the input
polytope in Algorithm 1 represented by A ∈ Rn×d satisfies σmax(A) ≤ poly(n) and σmin(A) ≥ 1/ poly(n).
Under our definition of ϵ0-close neighborhood polytope, described in Definition 1.2, let L be the Lipschitz
of such polytope. Then there exists constants c1 and c2 so that given number of iterations T , for any ϵ ≤
c1TL

2ϵ20(1− 2Lϵ0)
−1, Algorithm 1 is (ϵ, δ)-differentially private for any δ > 0 if we choose

σ ≥ c2
Lϵ0

√
T log(1/δ)

(1− 2Lϵ0)ϵ

Proof. According to Lemma D.6, we have σ ≥ β and λ ≤ 1/4γβ,σ . According to Theorem C.15, we
can set β = Lϵ0.

According to Lemma D.5 and substituting β with Lϵ0, we have

γLϵ0,σ ≤
1

1− 2Lϵ0

By the composability of moment bounds in TheoremD.8 and Lemma D.6, we have the following by
substituting γβ,σ with γLϵ0,σ and β with Lϵ0

α(λ) ≤ TC0L
2ϵ20λ

2γ2
Lϵ0,σσ

−2

According to Theorem D.8, we need to ensure the followings so that Algorithm 1 is (ϵ, δ)-
differentially private.

TC0L
2ϵ20λ

2γ2
Lϵ0,σσ

−2 ≤ λϵ/2,

exp(−λϵ/2) ≤ δ.

Therefore, when ϵ = c1TL
2ϵ20(1− 2Lϵ0)

−1, we can satisfy all of these conditions by setting

σ ≥ c2
Lϵ0

√
T log(1/δ)

(1− 2Lϵ0)ϵ

D.4. Composition Lemma for Adaptive Mechanisms
In this section, we list the powerful composition lemma for the adaptive mechanism proposed
in [89], which we utilized to demonstrate the privacy guarantee on Algorithm 1.
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TheoremD.8 (Theorem 2 in [89]). Let k be an integer, representing the number of sequential mechanisms
inM. We define αM(λ) as

αM(λ) := max
aux,D,D′

αM(λ; aux, D,D′),

where the maximum is taken over all auxiliary inputs and neighboring databases D,D′. Then

1. [Composability] Suppose that a mechanismM consists of a sequence of adaptive mechanisms
M1, · · · ,Mk whereMi :

∏i−1
j=1Rj ×D → Ri. Then, for any λ > 0

αM(λ) ≤
k∑

i=1

αMi
(λ)

2. [Tail bound] For any ϵ > 0, we have the mechanismM is (ϵ, δ)-differentially private where
δ = min

λ
exp(αM(λ)− λϵ)

E. Convergence Proof for DP John Ellipsoid Algorithm
Firstly, in Section E.1, we include the previous proposition and corollary used to show the conver-
gence of our John Ellipsoid algorithm. Then, in Section E.2, we introduce our telescoping lemma.
In Section E.3, we demonstrate the high probability bound in the error caused by leverage score
sampling and sketching in Algorithm 1. Next, in Section E.4, we discuss the high probability bound
on the error caused by adding truncated Gaussian noise. Then, we show the upper bound of ϕ in
Section E.5. Finally, we demonstrate the convergence and correctness of Algorithm 1 in Section E.6.

E.1. Previous Work in John Ellipsoid Algorithm
In this subsection, we list some findings in previous work that help us to show the convergence of
Algorithm 1.
Proposition E.1 (Bound on ŵ(k), Proposition C.1 in [10]). For completeness we define ŵ(1) = w(1). For
k ∈ [T ] and i ∈ [n], 0 ≤ ŵ

(k)
i ≤ 1. Moreover, ∑n

i=1 ŵ
(k)
i = d.

Corollary E.2 (Corollary 8.5 in [9]). Let ξ0 denote the accuracy parameter defined as Algorithm 1. Let δ0
denote the failure probability.
Then we have with probability 1− δ0, the inequality below holds for all i ∈ [n]

(1− ξ)w̃i ≤ ŵi ≤ (1 + ξ)w̃i.

E.2. Telescoping Lemma
In this subsection, we demonstrate the telescoping lemma, a technique we choose to show the con-
vergence proof. We demonstrate the convergence and accuracy of Algorithm 1 by deriving the
upper bound of the logarithm of the leverage score.

Now, we present the telescoping lemma for our fast JE algorithm. While the telescoping lemma
(Lemma 6.1 [9]) deals with sketching and leverage score sampling, our lemma considers the cir-
cumstance where the truncated Gaussian noise is included to ensure the privacy of John Ellipsoid
algorithm.
Lemma E.3 (Telescoping, Algorithm 1, formal version of Lemma 7.1). Let T denote the number of
iterations in the main loop in our fast JE algorithm. Let u be the vector obtained in Algorithm 1. Thus for
each i ∈ [n], we have

ϕi(u) ≤
1

T
log

n

d
+

1

T

T∑
k=1

log
ŵk,i

w̃k,i
+

1

T

T∑
k=1

log
w̃k,i

wk,i
+

1

T

T∑
k=1

log
wk,i

wk,i
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Proof. We define u and w as the following

u := (u1, u2, · · · , un).

For k ∈ [T − 1], we define

wk := (wk,1, · · · , wk,n)

and

wk+1 := (wk,1h1(wk), · · · , wk,nhn(wk)).

Now we consider ϕi(u), defined in Lemma 3.9

ϕi(u) = ϕi(
1

T

T∑
k=1

wk)

≤ 1

T

T∑
k=1

ϕi(wk)

=
1

T

T∑
k=1

log hi(wk)

=
1

T

T∑
k=1

log
ŵk+1,i

wk,i

=
1

T

T∑
k=1

log
ŵk+1,i

ŵk,i
· ŵk,i

w̃k,i
· w̃k,i

wk,i
· wk,i

wk,i

=
1

T
(

T∑
k=1

log
ŵk+1,i

ŵk,i
+

T∑
k=1

log
ŵk,i

w̃k,i
+

T∑
k=1

log
w̃k,i

wk,i
+

T∑
k=1

log
wk,i

wk,i
)

where the first step is from the definition of u, the second step is from Lemma 3.9, the third step
utilizes the definition of hi, the fourth step derives from the definition of wk+1, the fifth step derives
from basic algebra, the last step is from logarithm arithmetic.

E.3. High Probability Bound of Sketching and Leverage Score Sampling
In this subsection, we first demonstrate the high probability bound for leverage score sampling.
Then, we demonstrate the high probability bound for the error of sketching in Algorithm 1.
Lemma E.4. Let δ be the failure probability. Then for any ξ0 ∈ [0, 0.1], if T > ξ−1

0 log(n/d), with probability
1− δ, we have

1

T

T∑
k=1

log
ŵk,i

w̃k,i
≤ ξ0

Proof. By Corollary E.2, we have with probability of 1− δ, we can derive

1

T

T∑
k=1

log
ŵk,i

w̃k,i
≤ log(1 + ξ0)

≤ ξ0

Now, we proceed to derive the high probability bound of sketching. Here, we list a Lemma from [9]
on the error of sketching.
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Lemma E.5 (Lemma 6.3 in [9]). We have the following for failure probability for sketching δ ∈ [0, 0.1]

Pr[
w̃k,i

wk,i
≥ 1 + ξ] ≤

(nd )
α
T e

4α
s

(1 + ξ)α
.

Furthermore, with appropriate s, T , we have the following hold with large n and d:

Pr[
w̃k,i

wk,i
≥ 1 + ξ] ≤ δ

n

Applying the above lemma, we derive the error caused by sketching in our setting.
Lemma E.6. Let δ be the failure probability. Then for any ξ1 ∈ [0, 0.1], if T > ξ−1

1 log(n/d), we have the
following hold for all i ∈ [n] with probability 1− δ:

1

T

T∑
k=1

log
w̃k,i

wk,i
≤ ξ1

Proof. By Lemma E.5, we have with high probability

log
w̃k,i

wk,i
≤ log(1 + ξ1).

By the central limit theorem, with probability 1− δ, we have

1

T

T∑
k=1

log
w̃k,i

wk,i
≤ log(1 + ξ1)

≤ ξ1

E.4. High Probability Bound of Adding Truncated Gaussian Noise
In this subsection, we demonstrate the error bound of adding Truncated Gaussian noise. Here is
the fact about the upper bound of the logarithm.
Fact E.7. For z ∈ [−0.5, 0.5], then

log(
1

1 + z
) ≤ 2|z|.

Proof. It is clear that log( 1
1+z ) ≤ 2|z| holds when z ∈ [0, 0.5] since log( 1

1+z ) ≤ 0 and 2|z| ≥ 0 for
z ∈ [0, 0.5]. Next, we show that this also holds when z ∈ [−0.5, 0]. Let h(z) = −2z − log( 1

1+z ).
Then h′(z) = 1

1+z − 2 ≤ 0. Hence h is decreasing on [−0.5, 0] and h(−0.5) = 1− log(2) > 0. Hence
log( 1

1+z ) ≤ 2|z|when z ∈ [−0.5, 0].

Then, we derive the upper bound on the expectation of truncated Gaussian noise.
Lemma E.8. For any σ ∈ [0, 0.1], let Z ∼ N T (0, σ2; [−0.5, 0.5]). Then

E[|Z|] ≤ σ.

Proof. The pdf of Z is

f(z) =
1

σ

ϕ(z/σ)

Φ(0.5/σ)− Φ(−0.5/σ)
for z ∈ [−0.5, 0.5]

where ϕ and Φ are pdf and cdf of the standard Gaussian.
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Then we have

E[|Z|] =
∫ 0.5

−0.5

|z| 1
σ

ϕ(z/σ)

Φ(0.5/σ)− Φ(−0.5/σ)
dz

=

∫ 0.5

0

2z
1

σ

ϕ(z/σ)

Φ(0.5/σ)− Φ(−0.5/σ)
dz

=
1

σ

2

Φ(0.5/σ)− Φ(−0.5/σ)

∫ 0.5

0

zϕ(z/σ)dz

=
2σ

Φ(0.5/σ)− Φ(−0.5/σ)

∫ 0.5/σ

0

uϕ(u)du

where the first step follows from the definition of expectation, the second step follows from the
symmetry of Z, the third step follows from simple rearranging, and the last step follows from u :=
z/σ.

Now, we evaluate the following integral:∫ 0.5/σ

0

uϕ(u)du =
1− e−(0.5/σ)2/2

√
2π

≤ 1√
2π

.

From standard Gaussian table, for σ ≤ 0.1, we have
Φ(0.5/σ)− Φ(−0.5/σ) ≥ Φ(5)− Φ(−5) ≥ 0.999.

Hence

E[|Z|] ≤
√

2/π

Φ(0.5/σ)− Φ(−0.5/σ)
σ ≤ σ.

Combining previous bounds, we can show that the error is caused by adding noise in one certain
iteration.
Lemma E.9. We have

E[log
wk,i

wk,i
] ≤ 2σ

where the randomness is derived from the truncated Gaussian noise in wk,i.

Proof. By Fact E.7 and Lemma E.8, we have

E[log
wk,i

wk,i
] = E[log

wk,i

wk,i(1 + zk,i)
]

= E[log
1

1 + zk+1,i
]

≤ E[2 · |zk+1,i|]
≤ 2σ

where the first step is from wk,i := wk,i(1+ zk,i), the second step stems from basic algebra, the third
step comes from Fact E.7, the last step follows from Lemma E.8.

Finally, applying concentration inequality, we can show the total error caused by truncatedGaussian
noise in Algorithm 1.
Lemma E.10. Let δ be the failure probability. Then for any ξ2 ∈ [0, 0.1], if T > ξ−2

2 log(1/δ), with proba-
bility 1− δ, we have

1

T

T∑
k=1

log
wk,i

wk,i
≤ ξ2.

where the randomness is from the truncated Gaussian noise in wk,i.

38



Proof. The range of log wk,i

wk,i
is [log(2/3), log 2]. Applying Hoeffding’s inequality shows that for t > 0,

Pr[

T∑
k=1

log
wk,i

wk,i
≥ 2σT + t] < exp(− 2t2

T (log 3)2
).

Pick t = 2σT . Then we get

Pr[

T∑
k=1

log
wk,i

wk,i
≥ 4σT ] < exp(− 8σ2T

(log 3)2
).

It implies that if T > σ−2 log(1/δ), with probability 1− δ, we have
T∑

k=1

log
wk,i

wk,i
≤ 4σT.

Set ξ2 = 4σ, we have

1

T

T∑
k=1

log
wk,i

wk,i
≤ ξ2

E.5. Upper Bound of ϕi

In this subsection, we derive the upper bound of ϕi by combining the error bound for truncated
Gaussian noise and the error bound of leverage score sampling and sketching.
Lemma E.11 (ϕi). Consider the vector u generated in Algorithm 1, and let the number of iterations in the
main loop of the algorithm be T and s = 1000/ξ1. With probability 1− δ, the following inequality holds for
all i ∈ [n]

ϕi(u) ≤
1

T
log(

n

d
) + ξ0 + ξ1 + ξ2.

Proof. To begin with, by Lemma E.3, we have that

ϕi(u) ≤
1

T
log

n

d
+

1

T

T∑
k=1

log
ŵk,i

w̃k,i
+

1

T

T∑
k=1

log
w̃k,i

wk,i
+

1

T

T∑
k=1

log
wk,i

wk,i

By Lemma E.4, we have with probability 1− δ/3, for all i ∈ [n]:

1

T

T∑
k=1

log
ŵk,i

w̃k,i
≤ ξ0

By Lemma E.6, with probability 1− δ/3, the following holds for all i ∈ [n]:

1

T

T∑
k=1

log
w̃k,i

wk,i
≤ ξ1

Next, by Lemma E.10, with probability 1− δ/3, for all i ∈ [n]:

1

T

T∑
k=1

log
wk,i

wk,i
≤ ξ2.

Putting everything together, with 1− δ, for all i ∈ [n], we have

ϕi(u) ≤
1

T
log(

n

d
) + ξ0 + ξ1 + ξ2.
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E.6. Convergence Result
Finally, we proceed to the convergence main theorem, which demonstrates that Algorithm 1 could
find a good approximation of John Ellipsoid with our choice of parameters.
Theorem E.12 (Convergence main theorem, formal version of Theorem 7.2). Let u ∈ Rn be the
non-normalized output of Algorithm 1, δ0 be the failure probability. For all ξ ∈ (0, 1), when T =
Θ(ξ−1 log(n/d) + ξ−2 log(1/δ)), we have

Pr[hi(u) ≤ (1 + ξ),∀i ∈ [n]] ≥ 1− δ0

In addition,
n∑

i=1

vi = d

Thus, Algorithm 1 finds (1 + ξ)-approximation to the exact John ellipsoid solution.

Proof. We set

ξ0 = ξ1 = ξ2 =
ξ

8

and

T = Θ(ξ−1 log(n/δ) + σ−2 log(1/δ))

By Lemma E.11, with succeed probability 1− δ. We have for all i ∈ [n],

log hi(u) = ϕi(u)

≤ 1

T
log(

n

d
) + ξ0 + ξ1 + ξ2

≤ ξ

2
≤ log(1 + ξ)

where the first step comes from the definition of ϕ, the second step utilizes Lemma E.11, the third
step comes from our choice of T and ξ, and the last step follows by for all ξ ∈ [0, 1], ξ

2 ≤ log(1 + ξ)

Since we choose vi = d∑n
j=1 uj

ui, then we have

n∑
i=1

vi = d.

Next, we have

hi(v) = a⊤i (A
⊤V A)−1ai

= a⊤i (
d∑n

i=1 ui
A⊤UA)−1ai

=

∑n
i=1 ui

d
hi(u)

≤ (1 + ϵ) · hi(u)

≤ (1 + ϵ)2

where the first step comes from the definition of hi(v), the second step follows by the definition of
V , the third step comes from the definition of hi(u), the fourth step comes from Lemma E.1, the last
step derives from hi(u) ≤ 1 + ϵ.

Thus, we complete the proof.
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F. Proof of Main Theorem

In this section, we introduce our main theorem, which shows that while satisfying privacy guaran-
tee, our Algorithm 1 achieves high accuracy and efficient running time.
Theorem F.1 (Main Results, formal version of Theorem 4.1). Let v ∈ Rn be the result fromAlgorithm 1.
Define L as in Theorem 5.1. For all ξ, δ0 ∈ (0, 0.1), when T = Θ(ξ−2(log(n/δ0)+(Lϵ0)

−2)), the inequality
below holds for all i ∈ [n]:

Pr[hi(v) ≤ (1 + ξ)] ≥ 1− δ0

In addition,
n∑

i=1

vi = d

Thus, Algorithm 1 gives (1 + ξ)-approximation to the exact John ellipsoid.
Furthermore, suppose the input polytope in Algorithm 1 represented by A ∈ Rn×d satisfies σmax(A) ≤
poly(n) and σmin(A) ≥ 1/poly(n). Let ϵ0 ≤ O(1/ poly(n)) be the closeness of the neighboring polytopes
defined in Definition 1.2 and L ≤ O(poly(n)) be the Lipschitz defined in Theorem 5.1. Then there exists
constant c1 and c2 so that given number of iterations T , for any ϵ ≤ c1TL

2ϵ20(1 − 2Lϵ0)
−1, Algorithm 1 is

(ϵ, δ)-differentially private for any δ > 0 if we choose

σ ≥
c2Lϵ0

√
T log(1/δ)

(1− 2Lϵ0)ϵ

The runtime of Algorithm 1 achieves O((nnz(A) + dω)T ), where ω ≈ 2.37 represent the matrix-
multiplication exponent.

Proof. It derives from Theorem E.12 and Theorem D.7. The running time analysis is the same as
Algorithm 1 in [9].
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