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Abstract. Learning recipe and food image representation in common
embedding space is non-trivial but crucial for cross-modal recipe re-
trieval. In this paper, we propose a new perspective for this problem by
utilizing foundation models for data augmentation. Leveraging on the
remarkable capabilities of foundation models (i.e., Llama2 and SAM),
we propose to augment recipe and food image by extracting alignable
information related to the counterpart. Specifically, Llama2 is employed
to generate a textual description from the recipe, aiming to capture the
visual cues of a food image, and SAM is used to produce image segments
that correspond to key ingredients in the recipe. To make full use of
the augmented data, we introduce Data Augmented Retrieval frame-
work (DAR) to enhance recipe and image representation learning for
cross-modal retrieval. We first inject adapter layers to pre-trained CLIP
model to reduce computation cost rather than fully fine-tuning all the
parameters. In addition, multi-level circle loss is proposed to align the
original and augmented data pairs, which assigns different penalties for
positive and negative pairs. On the RecipelM dataset, our DAR outper-
forms all existing methods by a large margin. Extensive ablation studies
validate the effectiveness of each component of DAR. Code is available
at https://github.com/Noah888 /DAR.
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1 Introduction

With the rapidly increasing amount of multimodal food data (e.g., recipes, food
images and cooking videos) from various sources, the demand for food com-
puting [19] to analyze the food data has grown, ranging from food recogni-
tion [5}/16,20], cross-modal recipe retrieval |25,/26,/42], food recommendation [39)
and food logging [21,[24]. In this paper, we focus on cross-modal recipe retrieval,
which aims to search for recipe given a food image as query and vice versa.
Great progress has been achieved in cross-modal recipe retrieval by advancing
the architectures from convolutional neural network and LSTM |[261381/46,47] to
transformer [25] and pre-trained vision and language models [22,27,34]. While

* Co-first author. Email: fangzhousong@mail.ustc.edu.cn, binzhu@smu.edu.sg
T Corresponding author. Email: haoyanbinGhotmail.com.


https://orcid.org/0009-0004-5390-4115
https://orcid.org/0000-0002-9213-2611
https://orcid.org/0000-0002-0695-1566
https://orcid.org/0000-0002-4881-9344

2 F. Song et al.

Image Recipe
Title: classic layered salad
Ingredients:iceberg

| . |lettuce, onion, peas, ham,
N\ | Alignment | /tomatoes..

. =" | Instructions:layer lettuce,
/

v A4 onions, peas and ham in
straight-sided clear glass

1 1
i T | bowl..
1 1
1 1
P —— 1
G = H i Imagination: colorful and
\,

layered salad featuring

D S
P ‘/‘_ | ! chopped iceberg lettuce, g LLM

SAM
= ({11
= Y \[_1 sliced onion rings .. The i
% | B  layers are neatly arranged Imagln_e how
| e N in a large, straight-sided the food will look
\ ‘ clear glass bowl...... like based on recipe.

Segments Imagination

Augmentation Augmentation

Fig. 1: Illustration of our proposed data augmentation paradigm using foundation
models. LLM generates textual descriptions from the recipe to capture the dish’s visual
cues, while SAM produces image segments aligned with recipe ingredients.

encouraging, these works pay little attention to a fundamental perspective, i.e.,
the data misalignment. To be specific, a recipe and its corresponding image
could contain misaligned information to each other, which is potentially harmful
to retrieval performance. On the one hand, a recipe is a long document describing
the process of cooking a dish, while a food image is the consequence of following
the recipe to cook. As a result, the recipe usually contains redundant information
that is irrelevant to the visual appearance of the corresponding image, e.g.,
“preheat the oven 350°F” and “Marinate the chicken in the refrigerator for 1
hour”. On the other hand, the food image usually contains irrelevant information
to the recipe as well, such as the background and the food container, etc.

This paper proposes a novel data augmentation paradigm by leveraging foun-
dation models to address the limitation. Inspired by the remarkable capabilities
of foundation models , we introduce language and visual foundation
models to augment the recipe and food image data, respectively. Specifically,
as shown in Fig. 1, to augment the recipe, large language model Llama?2 is
instructed to act as a helpful assistant to generate a description of the visual ap-
pearance of the dish based on recipe as input, which we call “visual imagination
description”. Compared to the original recipe, the visual imagination description
concentrates on the content relevant to the visual appearance of a dish image,
eliminating the redundant and cumbersome information in the recipe. To aug-
ment food image, segment anything (SAM) [17] is utilized to segment the image
into multiple segments, which usually correspond to the key ingredients in the
recipe. In this way, a fine-grained relationship between food image segments and
ingredients in the recipe could be established for cross-modal alignment, while
alleviating the impact of irrelevant visual information, such as the background
in the image. It is worth noting that the augmented image segments and visual
imagination description can be used not only for training but also for evaluation.

We propose a Data Augmented Retrieval (DAR) framework that utilizes data
augmentation to enhance cross-modal recipe retrieval performance. We aim to
take advantage of the powerful ability of pre-trained CLIP to encode original
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image-recipe pairs as well as augmented data with efficient computational cost.
As a result, instead of fully fine-tuning the CLIP model as in [27},34], we keep
the parameters of CLIP frozen and inject lightweight adapter layers [8] into
the CLIP. In addition, we propose a multi-level circle loss to learn cross-modal
alignment across original and augmented data during training. The multi-level
circle loss is based on the circle loss [29], which assigns different penalties for
positive and negative pairs, thus making the training more flexible compared
to the widely used triplet loss. The circle loss is adopted to both original and
augmented data pairs. Consequently, our DAR manages to make full use of the
data augmented by the foundation model and achieve state-of-the-art retrieval
performance on RecipelM [26] dataset.
In summary, our contributions are as follows:

— We propose a new data augmentation paradigm for cross-modal recipe re-
trieval with foundation models. The recipe is augmented as visual imagi-
nation description to focus on visual cues by LLM, and the food image is
augmented as segments capturing the key ingredients by SAM. The augmen-
tation can be adopted in both training and testing phrases.

— We introduce Data Augmented Retrieval framework to fully utilize the aug-
mented data using CLIP encoder with lightweight adapter layers and more
flexible multi-level circle loss for cross-modal alignment.

— Our proposed model outperforms existing methods by a large margin on the
RecipelM [26] dataset. Extensive ablation studies verify the effectiveness of
the proposed techniques.

2 Related Work

2.1 Cross-Modal Recipe Retrieval

Cross-modal recipe retrieval aims at mutual retrieval between recipes and cor-
responding food images. Earlier works [4}14}23,|261|41}45},/46] use a pre-trained
textual representation (e.g., word2vec |18] for word embedding, skip-thought 13|
for sentence embedding), followed by LSTM to obtain the final recipe embed-
dings. [36] introduces StyleGAN2 [11] to generate images and aligns them in
latent space with text for data enhancement. The recipe retrieval performance
is further advanced by transformer-based works [7,25](28]37]. [27}/28,[34] have
introduced CLIP-based models and achieved promising performance, but they
all fully fine-tuned the image encoder of the pre-trained CLIP to encode food
images with extensive computation cost. Different from existing methods, we
propose a new data augmentation paradigm to enhance the cross-modal recipe
retrieval performance.

2.2 Foundation Model

Large language models (LLMs) |1H3L[31L[32] have demonstrated strong language
abilities and achieved great success by training with large-scale data. In computer
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vision, the recently proposed Segment Anything Model (SAM) [12], a visual
foundation model can segment the specified content of an image for a given
prompt (e.g., box, point, or mask), thus providing semantic visual information
for downstream tasks. These foundation models have been attempted for data
augmentation. For example, SAM is used in [44] to obtain priority maps for
medical image segmentation enhancement. [40] explores data augmentation on
multilingual commonsense datasets with powerful instruction-tuned LLMs, and
diffusion model is used to enhance image diversity in [33]. In this paper, we
employ Llama2 [32] and SAM to generate visual imagination description from
recipe to capture visual cues of food images and image segments corresponding
to ingredients in recipe respectively.

3 Method

3.1 Overview

Given an image as a query, image-to-recipe retrieval aims to find the most rele-
vant recipe from a recipe corpus, and vice versa. Assume a set of N image-recipe
pairs {(it, )} are given, where i; is a food image and r; is the corresponding
recipe. iy € V and r, € R, where V, R represent the visual and recipe modal
spaces, respectively. As the image and recipe belong to different modalities, they
cannot be directly compared. As a result, the key to cross-modal recipe retrieval
is to learn a mapping function ¥(V, R) — (Ey, Er) that maps recipes and im-
ages into a common embedding space for similarity measurement, where Ey and
FEr are image and recipe embeddings, respectively.

This paper aims to explore a new data augmentation paradigm using founda-
tion models to enhance cross-modal recipe retrieval performance. The overview
of our proposed model is depicted in Fig. 2] Firstly, we propose to employ foun-
dation models to produce augmented data from recipe and image respectively.
Specifically, on the one hand, image segments are extracted from the original
food image by the visual foundation model SAM, which corresponds to the key
ingredients in the recipe at the semantic level. On the other hand, for the recipe,
Llama2 is instructed to imagine the visual description of the food based on the
recipe, the result of which we refer to “visual imagination description”, denoted
as d. Furthermore, inspired by [30], we propose to adopt adapters based on pre-
trained CLIP model to encode both original and augmented data, then we further
introduce a multi-level circle loss function to align original and augmented recipe
and image data in the common embedding space.

3.2 Data Augmentation by Foundation Models

Augment recipe with LLM. A recipe contains a list of ingredients and a set
of instructions to prepare a particular dish. As a food image is the consequence
of the corresponding recipe rather than a caption to describe the image, some
information in the recipe is redundant with respect to the visual appearance of
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Fig.2: (a) Overview of the DAR framework architecture. (b) Architecture of the
adapter in the Transformer layer of CLIP. (c¢) Prompt of the LLM to generate visual
imagination description.

the image, for instance, “preheat the oven to 400 degrees F” and “Place yogurt
in the strainer and allow it to drain for 15 to 20 minutes”. The misalignment
between recipe and image could hinder cross-modal recipe retrieval. In order to
address this issue, unlike previous approaches in designing better encoders for
recipe , we propose a new paradigm by employing Llama2-13b-chat ,
one of the latest Large Language Models (LLM) to extract the visually aligned
information from the recipe for textual data augmentation.

By leveraging the powerful language generation capabilities of the LLM, we

aim to produce a description that is visually aligned with a food image, using a
recipe as input. As shown in Fig. 2] (c¢), we carefully design a “visual imagination”
prompt to instruct LLM to play the role of a helpful assistant who can imagine
what the food will look like based on a recipe. The generated visual imagination
description is limited to approximately 30 words to fit the maximum number of
input tokens of CLIP. Furthermore, to mitigate the hallucination, we instruct
the LLM to generate “objective” and “informative”’ responses “according to this
recipe” in the prompt.
Augment food image with SAM. In a food image, ingredients are the
most informative component, which can be matched to the ingredient section
in a recipe. However, irrelevant information with the corresponding recipe is in-
evitable to be introduced to food images, such as the food plate and background.
To mitigate this issue, the visual foundation model SAM is adopted to seg-
ment the key ingredients from the food image for visual data augmentation.

We use the “everything” |f| mode to obtain multiple segments from each food
image from SAM. i.e., Zero-Shot object proposal generation. SAM samples a

T https://segment-anything.com/demo
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large number of points on the image as the prompt, then filters and de-duplicates
the generated prediction masks, and finally generates all the prediction masks
for the whole image. Note that not all the segments are useful. For instance,
there are a large number of background and decorative noises that are not re-
lated to food, and there are also many segments that are too small with less
semantic information. As a result, we filter out valuable segments by setting an
area threshold and semantically consistent matching of segments with text em-
beddings of {a picture of food} using the CLIP model. As shown in Fig. [2| the
image segments extracted from the food image are the key ingredients to cook
the dish. We use the top-n segments as the image augmented data based on the
filtering scores.

3.3 Data Augmented Retrieval(DAR)

To fully make use of augmented data, i.e., visual imagination description and
image segments, we propose Data Augmented Retrieval (DAR) framework to
enhance cross-modal recipe retrieval performance. We aim to make the model
efficient without significantly increasing computational cost and introduce a flex-
ible cross-modal alignment learning strategy for the rich set of data.
Fine-tune CLIP with lightweight adapter. CLIP has demonstrated strong
capabilities in various vision-language tasks via contrastive learning on large-
scale image-text pairs. There has been some work [27},/34] all fine-tuning CLIP
with lots of parameters. To reduce the cost, we propose injecting lightweight
adapter layers into the CLIP while keeping all the pre-trained CLIP parameters
frozen. As a result, the trainable parameters can be reduced significantly and the
adapter layers are trained to enhance the ability of CLIP for cross-modal recipe
retrieval. As shown in Fig. [2| (a), we introduce CLIP image and text encoders
with adapter layers to obtain image and recipe embeddings, respectively, i.e.,
Eyv = Gimgaea(t), ER = ¢recga(r), where &A stands for adding adapter to the
encoders. Fig. [2| (b) presents the details of one transformer layer in CLIP with
adding the adapter layers. Specifically, the adapter consists of a downsampling
projection and an upsampling projection, as well as a residual connection.

The CLIP image encoder can be directly applied to encode the food image.
In contrast, a recipe is a long document with three parts: title, ingredients and
instructions, denoted as r = (i, Ting, Tins), CLIP text encoder is incapable to
model a recipe in one shot. To address this issue, we propose to use three in-
dependent CLIP text encoders to encode the three parts separately. As title
is usually one sentence, we can directly use title encoder ¢iitg,a to obtain title
features Er,,, . Different from title, the ingredients and instructions sections gen-
erally consist of multiple sentences, thus we encode each sentence independently
with the CLIP text encoder with adapter layers to get the sentence-level features.
Moreover, to learn the compact features of ingredients and instructions, we pro-
pose to use a two-layer transformer encoder to learn the interactions among the
sentences in ingredient and instruction as follows:

ER,,, = Trans (qﬁing&A ([Tilng, e, rﬁfé“ﬂ)) , (1)
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Eg,,. = Trans (¢irls&A ([Tilnsa e 77"11;{;“5])) ) (2)

where Ming and Mi,s are the maximum number of sentences that can be accept-
able for ingredients and instructions, [rl,--- ,7M~] form the list of sentences for
ingredients or instructions, and Trans represents the transformer structure.
The features of the three parts of the recipe are then concatenated together,
which is subsequently fed into a fully-connected (FC) layer to get the final recipe

embedding Er, which can be formalized as follows:
Er = Tanh(FC(Concat( ER,,,, ER,,,» ERrin.)))- (3)

Similar to the operation for the recipe, we employ CLIP text encoder with
the adapter to compute the output of the visual imagination description d as
follows:

ED = ¢dec&A (d) (4)

Considering that there are several image segments and to prevent the effect
of partially noisy samples from increasing, we use the fully frozen CLIP image
encoder ¢ge, to encode each image segment first. The final segment embedding
E is obtained by averaging the embeddings of the n segments. The formula can
be written as:

1 n
Es = E Zd):eg(si)’ (5)
i=1
where s; is the image segment and n is the number of segments. ¢}, refers to
frozen segment encoder.
Multi-level circle loss with multiple embeddings. The cross-modal recipe
retrieval performance depends on the effectiveness of common embedding space
between recipe and image. We propose multi-level alignment using circle loss 29|
to regulate cross-modal embedding space based on raw and augmented data,
including recipe (Fr), food image (Ey ), image segments (Eg) and visual imag-
ination description (Ep).

Existing works typically employ triplet loss and its variants for cross-modal
embedding space learning [6}25,[27,38,|47], Given a query, triplet loss aims to
push distance between the query and positive samples larger than that of nega-
tive pairs with a pre-defined margin, but this means that increasing the cosine
similarity score ¢, between a query and its positive sample is equivalent to de-
creasing the cosine similarity score ¢, between the query and negative sample,
e.g. when ¢, is small and ¢,, approaches 0, it keeps on penalizing c¢,, with a large
gradient, thus the optimization lacks flexibility.

To address this issue, we first introduce circle loss [29] for cross-modal recipe
retrieval. Specifically, the key idea is to employ different penalties for ¢, and ¢,
as follows:

Leireie(A, B) = log[1 + Elee'y[c#rmh-(ci;*m)Zfilev[vrm—c;]ﬁ—‘(lfm—c;)]’ (6)

*
seg

where m € [0, 1] represents the relaxation factor, and + is the scale factor used
to rescale the cosine similarity score. For the set of data pairs (A, B), K and L
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denote the number of positive and negative pairs for all queries. In addition, to
improve the robustness of the model, we use the symmetric bidirectional circle
loss, with the following equation:

L(A7 B) = Lcircle(Aa B) + Lcircle(Bv A) (7)

We then build the cross-modal embedding space with multiple alignment
objectives, including recipe and image L(Ey, Eg), image segment and recipe
L(Es, ER), and image and visual imagination L(Ey, Ep). Furthermore, as there
are three sections in a recipe, i.e., title, ingredients and instructions, we are
inspired by [25] to align any two sections of a recipe in a self-supervised manner
to encourage semantic consistency within the recipe. We define the recipe loss
Lyec using circle loss as follows:

v = § 30 30 LA LN (R ) ), ®

where a,b € [tit,ing,ins], 6(a,b) = 1 if a # b otherwise 0 and LN(-) is a linear
projection. Er, and Eg, are two different content embeddings in a recipe.

Finally, we can obtain the overall multi-level circle loss by combining the
above losses as follows:

Linuiti-cirele = L(Ev, ER) + aL(Es, Er) + SL(Ev, Ep) + 0 Lyec, 9)

where «, 8 and o are hyperparameters to balance the losses.

4 Experiments

4.1 Setups

Dataset. In line with previous works, RecipelM [26] dataset is used to train
and evaluate our method. The recipes with corresponding images are split into
238,408, 51,119 and 51,303 for training, validation and testing respectively. In
addition to utilizing these pairs of data, following 25|, we also utilize unpaired
482,231 training recipes from the rest of the dataset for the recipe loss Lyec.
Evaluation. Following previous works [25,26,41], median rank (medR) and
recall rate at top K (RQK) are employed to evaluate the performance of our
model. MedR represents the median position of the true positives in the distance
ranking in the database, and R@QK measures the ranking of the percentage of
the top K (with K € {1,5,10}) containing true positive results. During testing,
we randomly sample 1,000 image-recipe pairs and 10,000 image-recipe pairs in
the test set as the test subset of two scales (1k set up and 10k set up). In the
test subset, the embedding of one modality is treated as a query to compute
the cosine distance with the candidate embeddings of the other modality in the
database, and finally the retrieval results are obtained based on the distance
ranking. The final reported results are averaged over the 10 sampled subsets.
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For evaluation protocols, the augmented data can be not only used for train-
ing but also pre-computed for evaluation. Existing works |28}34] generally com-
pute the cosine similarity between recipe and image as a measure to evaluate the
retrieval performance. In contrast, we introduce two extra evaluation protocols
based on the augmented visual imagination description and image segments as
follows:

— DAR. Similar to previous works, DAR only utilizes the distance between
image and recipe for evaluation, i.e., dist = dist;_.

— DAR-+ adds visual imagination description into the evaluation, which calcu-
lates the distance between image and visual imagination description dist;_g4,
and multiplies by dist;_, to get the distance, i.e., dist = dist;_q - dist;_,.

— DAR++ adds both visual imagination and image segments for evaluation,
which computes the distance dists;_, between segments embeddings and
recipe embeddings, then multiplies by the distance metric of DAR+, i.e.,
dist = dists_, - dist,_q - dist;_,.

Implementation Details. The downsampled dimension of the bottleneck adapter
architecture is set to 64. In addition, following [25/[27], the CLIP encoder used in
our model is the pre-trained CLIP ViT-B/16 model and the output embedding
dimension d = 512. For the recipe encoder, ingredients and instructions text
can accept a maximum number of sentences Mi,g, Mins = 15, and the maximum
length of each sentence is 20 tokens. The trainable transformer is 2 layers with
4 attention heads. The dimensionality of the Recipe embedding obtained after
the FC layer is also 512.

In the training phase, we set the relaxation factor m = 0.25 and scale factor
v = 32 for circle loss. The weight factors for multi-level circle loss are set to
be a = 1, p = 1, 0 = 1. Following the baseline settings, we train the model
with batch size =128 and optimize the parameters using Adam optimizer. The
initial learning rate Ir is set to 10~* and every 30 epochs step decays to 0.1 of
the previous Ir. The model is trained for a total of 100 epochs, and the model
parameter with the highest R@1 in validation is selected for testing.

4.2 Performance Comparison

As shown in Table [T} we compare the cross-modal recipe retrieval performance
of our DAR with state-of-the-art methods. Our DAR outperforms all existing
methods for the majority of the metrics in both 1k and 10k setups, including
CLIP-based methods [9}/27,28,/34,/35]. All of these methods simply fine-tune the
entire image encoder of the CLIP to improve the performance. In contrast, by
inserting lightweight adapter layers, the number of trainable parameters in our
image encoder is only 8% of theirs. Compared to MALM [34], the image-to-
recipe retrieval performance in 1k testing is boosted by 0.9%, 3.4% and 3.2%
in terms of R@1, R@5 and R@10 respectively. The results show that our DAR
learns more discriminative recipe and image embeddings, enhancing cross-modal
recipe retrieval through data augmentation.
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Table 1: Cross-modal recipe retrieval performance comparison with existing methods.
The results are reported in terms of medR (}) and RQK (1).

1k 10k
Methods . . . . . . . .
image-to-recipe recipe-to-image image-to-recipe recipe-to-image

medR R@1 R@5 R@10 medR R@1 R@5 R@10 medR R@1 R@5 R@10 medR R@Q1 R@5 R@10
Adamine |4 2.0 40.2 68.1 78.7 2.0 39.8 69.0 774 13.2 14.8 34.6 46.1 14.2 14.9 353 45.2
R2GAN [47] 20 39.1 71.0 81.7 2.0 40.6 72.6 83.3 13.9 13.5 33.5 449 12.6 14.2 35.0 46.8
MCEN |6 2.0 482 758 83.6 1.9 484 76.1 83.7 7.2 203 43.3 544 6.6 21.4 44.3 55.2
ACME |38] 1.0 51.8 80.2 87.5 1.0 52.8 80.2 97.6 6.7 229 46.8 57.9 6.0 24.4 479 59.0
SCAN (37| 1.0 54.0 81.7 83.8 1.0 54.9 81.9 89.0 5.9 23.7 49.3 60.6 5.1 253 50.6 61.6
X-MRS |7| 1.0 64.0 8.3 926 1.0 639 87.6 926 3.0 329 606 71.2 3.0 33.0 60.4 70.7
H-T |25] 1.0 60.0 87.6 929 1.0 60.3 87.6 93.2 4.0 279 56.4 681 4.0 283 56.5 68.1
H-T (ViT) |25] 1.0 642 89.1 934 1.0 64.5 89.3 93.8 3.0 33.5 621 728 3.0 33.7 62.2 727
T-Food (ViT) |27 1.0 682 87.9 91.3 1.0 683 87.8 91.5 2.0 40.0 67.0 759 2.0 41.0 67.3 75.9
T-Food (CLIP-ViT) [27| 1.0 72.3 90.7 93.4 1.0 72.6 90.6 93.4 2.0 434 70.7 79.7 2.0 44.6 71.2 79.7
CREAMY (ViT) [48] 1.0 733 925 956 1.0 73.2 925 958 2.0 44.6 71.6 804 2.0 45.0 71.4 80.0
VLPCook [28| 1.0 73.6 90.5 93.3 1.0 74.7 90.7 93.2 2.0 45.3 724 80.8 2.0 46.4 73.1 80.9
FARM |35] 1.0 73.7 90.7 93.4 1.0 73.6 90.8 93.5 2.0 44.9 71.8 80.0 2.0 44.3 71.5 80.0
MALM |34] 1.0 74.0 91.3 943 1.0 73.0 91.0 939 2.0 459 72.3 80.5 2.0 44.2 71.7 80.1
CIP(no-Rerank) [9 1.0 73.1 941 971 1.0 725 93.7 97.0 - - - - - - - -
CIP |9 1.0 77.1 942 972 1.0 77.3 944 97.0 2.0 449 72.8 82.0 2.0 452 73.0 818
DAR 1.0 749 94.7 97.5 1.0 75.7 95.4 97.9 2.0 442 732 824 2.0 44.8 739 83.1
DAR+ 1.0 769 949 974 1.0 77.795.4 97.9 2.0 474 753 83.8 2.0 48.375.9 84.4
DAR++ 1.0 77.395.3 97.7 1.0 77.1 95.4 97.9 2.0 47.875.9 84.3 2.0 474 755 84.1

In addition, we also report the results with data augmentation in test time.
By adding visual imagination description, the retrieval performance of DAR+
can be further improved with noticeable margins in terms of all the metrics than
DAR. Furthermore, by adding both augmented image segments and visual imag-
ination description during testing, i.e., “DAR+-+", image-to-recipe performance
is slightly boosted than DAR-, but the recipe-to-image retrieval performance
is inferior to DAR+. We believe the reason is the limitation of image segments,
which is analyzed in Sec Regarding CLP [9], the re-ranking step during in-
ference is essential for achieving higher R@Q1 than our DAR and DAR+, yet
it remains inferior to our DAR++. Moreover, our DAR, DAR+ and DAR++
consistently outperform CLP.

4.3 Ablation Study

We conduct the ablation study to validate the key components of our proposed
method DAR, including the adapters in CLIP encoders, augmented data from
foundation models and training losses. Unless otherwise specified, all the results
are reported in 10K testing for evaluation with original image-recipe pairs.

Effect of adapter layers. Our DAR is built upon CLIP encoders with adapter
layers for cross-modal recipe retrieval. As shown in Table 2] we firstly show
the zero-shot cross-modal recipe retrieval performance using pre-trained CLIP
model, where the recipe embedding is averaged over the title, ingredients and
instructions embeddings. By adding adapter layers to either CLIP image encoder
¢img Or recipe encoder ¢rec, the retrieval performance is boosted significantly
than frozen CLIP. The results show that the introduced adapter layers to CLIP
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Table 2: Ablation study for adapters in CLIP encoders for cross-modal recipe retrieval.
&A refers to adding adapter layers to CLIP encoder. The operations are all added to
the Zero-shot Retrieval model based on CLIP. All the results are reported in 10K
testing with original recipe-image pairs for evaluation.

Model Operation image-to-recipe recipe-to-image
medR R@1 R@5 R@10 medR R@1 R@5 R@10
Zero-shot Retrieval 17.0 149 32.7 424 20.2 12.6 29.7 39.5
+ &A t0 Pimg 5.9 248 49.7 61.2 4.9 275 53.1 64.6
F &A to ¢Prec 4.0 282 554 66.7 4.0 282 554 66.7
+ &A in Gimg, Prec 2.0 392 68.7 79.0 2.0 40.7 69.7 79.8
Baseline + &A in Qimg, Prec, + Lrec 2.0 42.3 71.8 81.5 2.0 43.4 72.8 82.3

Table 3: Ablation study for augmented data. The operations are all added to the
Baseline model. w/ (with) ¢* and ¢ga represent the introduction of augmentation
data with a frozen CLIP encoder or a CLIP encoder added to the adapter layers
respectively. All the results are reported in 10K testing with original recipe-image
pairs for evaluation.

Model Operation image-to-recipe recipe-to-image
medR R@1 R@5 R@10 medR R@1 R@5 R@10
Baseline 2.0 423 718 815 2.0 434 728 823
t description W/ ¢gec 2.0 429 722 817 2.0 434 727 823
+ description W/ @dece:a 2.0 43.7 72.6 82.0 2.0 44.7 739 83.1
+ segments W/ ¢leg 2.0 43.0 723 819 2.0 43.6 73.0 82.6
+ segments W/ PsegsA 2.0 421 712 81.0 2.0 430 723 819

+ segment w/ ¢;‘eg, description W/ @aeceen ( DAR) 2.0 44.2 73.2 82.4 2.0 44.8 73.9 83.1

Table 4: Performance comparison with different number of segments from SAM. All
the results are reported in 10K testing with the DAR++ evaluation.

Number of segments image-to-recipe recipe-to-image
medR R@1 R@5 R@10 medR R@1 R@5 R@10
n=1 2.0 477 755 84.1 2.0 46.2 74.6 83.7
n=2 2.0 477 757 84.3 2.0 46.7 75.0 84.0
n=4 2.0 47.8 75.9 84.3 2.0 47.4 75.5 84.1
n==~6 2.0 477 755 84.1 20 46.9 752 84.1

Table 5: Performance comparison between circle loss and triplet loss based on Baseline
model setup.

image-to-recipe recipe-to-image
medR R@Q1 R@5 R@10 medR R@1 R@5 RQ@10

Triplet loss 2.4 369 669 77.7 20 373 67 778
Circle loss 2.0 42.3 71.8 81.5 2.0 43.4 72.8 82.3

Loss function
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model is effective for cross-modal recipe retrieval. Further gains can be obtained
by employing adapter layers to both image and recipe encoders with recipe loss
with both paired and unpaired recipes, which is regarded as our baseline model.
Effect of data augmentation by foundation models. We next examine
the effectiveness of augmented data from recipe and image in Table [3| First, re-
trieval performance improvement can be observed by adding visual imagination
description with frozen encoder (i.e., + description w/ ¢}..) compared to base-
line. The performance is further boosted with adapter layers in the encoder (i.e.,
+ description W/ @gecga ). The results show the effectiveness of visual imagina-
tion description for cross-modal recipe retrieval. Second, we further add image
segments with frozen encoder (i.e., + segments w/ ¢.,) with performance gains.
Nevertheless, injecting the adapter layers for segment encoder (i.e., + segments
W/ ¢segsca) is inferior to frozen one. We believe the reason is the image segments
obtained from SAM still contain noise though we have filtered the outputs,
which could do harm to the segment embeddings with adapter layers. The best
performance is achieved by combining both visual imagination description with
adapter layers in encoder and image segments with frozen encoder, i.e., our DAR.
In addition, we conduct experiments by instructing LLM to generate a sum-
mary of recipe for data augmentation as well. The results show that visual
imagination description manages to outperform summary by 0.7% and 0.9%
in image-to-recipe and recipe-to-image retrieval respectively. Finally, as listed in
Table [4] we examine the performance with different numbers of segments from
SAM. When segments are too few (n=1 or 2), key ingredients may be excluded.
Conversely, a large number of segments (n=6) not only raises computational
costs but also increases the likelihood of introducing noise. Based on the results,
our DAR sets segment numbers to 4.
Effect of circle loss. As shown in Table[| we compare the retrieval performance
between triplet loss and circle loss under the same setting as our baseline model.
Circle loss significantly outperforms the triplet loss across all the metrics.

4.4 Qualitative Analysis

Fig. 3] and Fig. [] show the qualitative examples of recipe-to-image retrieval
and image-to-recipe retrieval respectively. The results are reported based on
DAR-++, which includes extra augmented image segments and visual imagina-
tion description for testing.

First, we show the result of retrieving the corresponding image using recipe
as query in Fig. [3] During inference, we can generate visual imagination descrip-
tion for each recipe query, which is combined as query to retrieve food images. In
the first example, the query recipe is “feta chicken bake”. We can see that all the
Top-5 retrieval images are chicken, which are semantically and visually similar.
Though our model DAR ranks the corresponding image in third position, our
model DAR+-+ manages to improve the rank to first place. The reason is that
our visual imagination description is capable of providing auxiliary visual-related
information “topped with fresh parsley” and “red pepper flakes ...” to further dis-
tinguish the similar image returned by DAR but where the chicken is topped



Enhancing Recipe Retrieval with Foundation Models 13

Query ! Top 5 retrieved images

Title: feta chicken bake

Ingredients: chicken breast, lemon juice crumbled, red |
pepper, parsley..... 1>
Instructions: preheat oven to 350 degrees. place
chicken in a 13x9 inch baking dish.....

1
Visual imagination: the Feta Chicken Bake: A delicious | |
chicken dish featuring tender boneless skinless chicken I
breast halves topped with crumbled feta cheese,
fresh parsley, and red pepper flakes...... 1

Title: ham strip potato green pepper stirfry rollups |
Ingredients: ham steak, green pepper, potatoes, onion,
corn tortillas. 1
Instructions: in large frying pan, heat 1 tbisp oil, add the
ham strips, brown slightly..... 1
Visual imagination: the ham strip potato green ) |
pepper sir fry rollups:...dish featuring thiny sliced |
ham strips, crispy hash browns....,, all wrapped up

ina warm and soft corn tortilla..... I
Title: boulettes de pomme de terre

Ingredients: potatoes, egg, onions, salt and pepper
Instructions: boil the potatoes in water until they are
tender..bake for about 30 minutes, or until the
outside starts to brown a bit.....

Visual imagination: Tender, fluffy potato balls with a
subtle hint of green onion flavor, coated in a light
layer of golden brown breadcrumbs.....

Fig. 3: Qualitative examples of recipe-to-image retrieval. The query in the left column
shows the recipe and the corresponding visual imagination description produced by
LLM. The right column shows the retrieved Top-5 food images from DAR++, where
blue boxes represent the ground truth. We also highlight the Top-1 retrieved results of
DAR with red bounding boxes.

with scallions. The same phenomenon can be observed in the second example as
well where “rollups” is interpreted as “...wrapped up in corn tortilla” to correct
the result that retrieves a picture of the rollups made of meat by DAR. As the
visual imagination description contains visual cues that do not exist in recipes,
the recipe-to-image retrieval could be more interpretable by incorporating visual
imagination description in the retrieval system. In the third example “boulettes
de pomme de terre”, which means “potato dumplings”’, compared to DAR, our
DAR+-+ is not able to rank higher than DAR, it is because the visual imagi-
nation provides misleading information “coated in a light layer of golden brown
breadcrumbs” whereas in the recipe the color is described as “brown a bit” and
there are no ingredients for “breadcrumbs”.

As shown in Fig. [d] we present examples of Top-5 retrieved recipes using
food image as query of DAR+-. Following , the recipes are shown with
word clouds for better visualization. Given a query image, our DAR+-+ employs
SAM to obtain image segments, which are subsequently combined as query as
well. Multiple segments are combined as one image for visualization purpose.
It can be observed that there is a correspondence between the segments and
key ingredients in the corresponding recipe. For instance, as the most notable
ingredients, “ribs” in the first example and “beef”, “carrots” in the second example
can be found in the segment picture and the first ranked retrieved recipes. As
a result, our method potentially provides better interpretability for cross-modal
recipe retrieval with the image segments.

Limitation of image segments. Though image segments produced by SAM
manage to boost the retrieval performance in both training and testing time, we
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Top 5 retrieved recipes

d slo’w .Gooker remove] “barbecue iéces
grillui g5 1'ps sau bbp
ninure “onion water 1. cUps
(oolkqlu; shegét bueg Sa;’cle‘( p d thko-eé:: i1 S ‘iilet
slaebs““ ope |;,Sl',”0<p' ::Sidept 2 chicken
PEPDErr 1bS ANeRour g CUpSEaste  olnd ook
SEd SO0 salce fleou\ 3 pepper (;:vr;
— 3 whi
€& L] teaspoon I f s
g tbs; G .pepper auce pay
contar] Tamb™neck S “Jiced wab;nre'j*m'u;m‘m
L1 Ge| SWRapiessidts BESECUP iFad et
cocktail sTicel) w.vhipped Sisis ‘sugar‘z.'g_ Qunce o
ni [ Ta e (W] cregmo g
g e
G bowlisiblender ghler h§lf
cordlal 1L : ingefii 7, cha
. easpoon
1 Limess 52eR30e Pinsgpple

Fig. 4: Qualitative examples of image-to-recipe retrieval. The first two columns are
image query and segments from SAM. The DAR+-+’s Top-5 retrieved recipes are rep-
resented by word clouds. The blue boxes represent the ground truth and red boxes
represent the Top-1 retrieved recipe of DAR.

are aware of the limitations as well. Similar to , we also note that SAM
may miss small and irregular objects. Moreover, the “everything” mode samples
a large number of point prompts for automatic segmentation, which results in
SAM sometimes over-segmenting the fine-grained features of large and complex
objects while neglecting their wholeness. In the third example in Fig. the
“cream” with a large area is missing from the segments, which causes DAR++
to focus on the “lemon”, thus DAR++ fails to rank the ground-truth recipe in
the first place. Please see supplementary material for more details.

5 Conclusion

We have presented a new data augmentation paradigm for cross-modal recipe
retrieval via foundation models. Leveraging the augmented data from SAM and
Llama2, we propose DAR framework, which achieves state-of-the-art perfor-
mance on RecipelM dataset. We introduce lightweight adapter layers in CLIP
to encode the original and augmented recipe and image data. Furthermore, we
propose multi-level circle loss to perform multi-objective optimization to regular-
ize the common embedding space. Importantly, we demonstrate that augmented
data can not only be beneficial during training, but also can be used for test-time
augmentation. While encouraging, it is inevitable to generate imperfect image
segments which could limit the boost of cross-modal retrieval performance, which
will be our future work.
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