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Abstract

Document retrieval-augmented generation
(RAG) systems have shown great promise
for enhancing language models with exter-
nal knowledge, but their evaluation has so far
been limited to synthetic or unimodal bench-
marks lacking real-world complexity. To
address this gap, we introduce CDOCRAG-
BENCH, the first large-scale, multilingual, mul-
timodal benchmark designed specifically for
document RAG. Our benchmark assembles
over 62,000 pages of multilingual, multi-type
documents and synthesizes 2,000 single-hop
and 2,000 multi-hop queries with exhaustive
evidence labels using fine-grained guidelines
and a knowledge-graph-driven pipeline. All
ground-truth annotations are refined through
expert review to ensure high precision. We
evaluate seven state-of-the-art embedding
models, and three end-to-end RAG frame-
works, demonstrating that multimodal em-
beddings yield significant retrieval gains of
up to 15.48% compared to textual embed-
dings. Current frameworks still struggle with
effective pipelines for multi-page understand-
ing. By diagnosing key shortcomings and
offering a comprehensive evaluation frame-
work, CDOCRAG-BENCH provides a rigor-
ous foundation for future research in multi-
modal document retrieval-augmented gener-
ation. The source code and dataset are pub-
licly available at https://anonymous.4open.
science/r/DocRAG_Bench-7D34.

1 Introduction

Retrieval-Augmented Generation (RAG)(Lewis
et al.,, 2020) is a technique that enhances the
accuracy of Large Language Models (LLMs)
by integrating an information retrieval system,
particularly for knowledge-intensive NLP tasks.
Documents, including scanned files(Breci et al.,
2024; Crosilla et al., 2025; Gervais et al., 2024),
charts(Yang et al., 2025; Masry et al., 2022), and

slides (Wasserman et al., 2025; Tanaka et al., 2023),
are common information sources that traditionally
require significant manual effort to examine. Un-
like traditional text retrieval, these documents of-
ten contain multimodal information, and directly
parsing them to text can be time-consuming and
lead to information loss. Evaluating multimodal
document RAG systems(Mortaheb et al., 2025a,b;
Yu et al., 2024) is therefore essential: it uncovers
modality-specific weaknesses, ensures robustness
across real-world repositories, and guides the de-
velopment of retrieval and fusion strategies that
generalize beyond plain-text scenarios.

Nevertheless, existing evaluation bench-
marks(Friel et al., 2024) for document RAG
suffer from critical shortcomings in the context
of large-scale, multimodal corpora. Through a
pilot screening of popular datasets, we identify
three pervasive issues: (1) Unrealistic prior
knowledge assumptions. Many VQA-style
benchmarks(Wu et al., 2025; Li et al., 2024,
Adjali et al., 2024) presuppose that the target
page or document is already known, making
them unsuitable for global retrieval in a large
corpus. (2) Ambiguous or non-unique evidence.
Queries are often crafted from a single page and
assume a one-to-one mapping between question
and evidence, neglecting cases where multiple
pages—or multiple interpretations—could satisfy
the same informational need. (3) Trivial multi-hop
compositions. Synthetic multi-hop queries often
reduce to parallel single-hop unions, failing to test
true reasoning chains across diverse document
modalities. We provide a comprehensive compari-
son between existing document benchmarks and
CDOCRAG-BENCH in Table 1.

To overcome these limitations, we introduce
CDOCRAG-BENCH (Comprehensive Document
Retrieval Augmented Generation Benchmark),
built via a three-stage pipeline. First, we assemble
and preprocess a richly diverse document corpus
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Figure 1: Limitations of Existing Document Benchmarks For RAG Evaluation

spanning printed documents and PDFs, handwrit-
ten documents, slides and web pages, by applying
two-stage filtering and decomposing each page into
text, chart and image segments; next, we automati-
cally synthesize and rigorously label both single-
hop and multi-hop queries(Zhang et al., 2025; Tang
and Yang, 2024), using a combination of template-
driven drafting, knowledge-graph-guided composi-
tion and exhaustive evidence search; finally, expert
annotators review(Chiang et al., 2024; Chen et al.,
2024a; Pu et al., 2025) and correct all machine-
assigned evidence to ensure high-precision ground
truth for realistic, large-scale multimodal retrieval
evaluation.

Using CDOCRAG-BENCH, we perform an ex-
tensive empirical study of seven state-of-the-art
embedding models and three advanced document
RAG frameworks. Our findings demonstrate that
vision-language embeddings markedly improve
page retrieval, that end-to-end answer quality is
tightly coupled to retrieval performance, and that
current RAG frameworks still struggle with arrang-
ing effective pipelines for multi page information
retrieval and generation. In summary, our contribu-
tions are three-fold:

* We diagnose three major limitations in exist-
ing document-RAG benchmarks, including
unrealistic prior knowledge assumptions, am-
biguous or non-unique evidence, and weak
multi-hop query design.

¢ We introduce CDOCRAG-BENCH, the first
large-scale benchmark for multilingual, mul-
timodal RAG evaluation. It features a richly
diverse document corpus, fine-grained page
decomposition, and high-quality single-hop
and multi-hop QA pairs with exhaustively la-
beled supporting evidence.

* We conduct extensive experiments with seven
embedding models and three RAG frame-
works, uncovering that vision embeddings en-
hance retrieval, and current frameworks strug-
gle in multi-page understanding.

2 Pilot Study: Limitations of Existing
Benchmarks

2.1 Task Formulation

Let C be a large corpora consisting of documents
{di,da,...,d,}. Each document d; is stored by
page images {p},p,...,p,}. Given a query Q,
the objective is to retrieve top-k possible evidence
pages E,. from the entire corpora to formulate the
answer A.

For single-hop queries (), answer A can be
found if one or more evidence pages from the evi-
dence set F; is successfully retrieved. For multi-
hop queries 2,5, the requirement extends to hav-
ing one or more evidence page for every evidence
set E, ; of each query hop j.
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Table 1: Comparison between existing multimodal document benchmarks and the proposed CDOCRAG-BENCH,

where each symbol represents: B§ printed documents & PDFs B handwritten documents ~ &a slides 4
HTML pages. Half-tick denotes dependent on the specific benchmark component.
Benchmarks Queries Labels Document
Clarity i.i.d. Multi-Hop | GT Coverage  Multi-hop Chain | avg. # pages Multilingual Type
DocVQA X X X partial - 1.0 X .2
MMLongbench-Doc X v partial X 47.5 X
UDA-QA X v partial X 46.3 X B &
ViDoRe v X likely complete - 1.0 v B ksl
ViDoSeek v X v partial X 18.4 X &
CDOCRAG-BENCH | v v v complete v | 225 v . ml

k
(/\(EmEq,j#m) — Enable(A|Qu Br) (2)
j=1

2.2 Three Overlooked Issues for Document
RAG Evaluation

Practical document information retrieval typically
involves queries that clearly state an informa-
tional need, aiming to extract direct answers from
large document collections without requiring prior
knowledge about the specific documents. There-
fore, we start by investigating whether existing
benchmarks are fully appropriate for evaluating
real-world document RAG scenarios. By screen-
ing existing benchmarks with predefined concrete
rules, we describe our findings in Figure 1, and
report the evaluation results in Fig 6.

Benchmark design issues with prior knowl-
edge assumptions. VQA benchmarks, such
as DocVQA (Mathew et al.,, 2021) and
MMLongbench-Doc (Ma et al., 2024), are
inherently designed with a given page or document
as prior knowledge, rendering them insufficient
for effectively identifying the ground-truth page
within a global document corpus. Similarly,
manually inspected benchmarks designated for
RAG, such as ViDoSeek (Wang et al., 2025), have
significant gains in query information. However,
such benchmarks tend to insert the exact name
or page of the ground document, violating the
assumption that users do not have any prior
knowledge over the corpus. Such queries create
gaps between evaluation and real use.

Queries with multiple interpretations and scat-
tered evidence. Most benchmarks construct
queries by selecting a ground truth page before-
hand, and assume the evidence used is unique
(Chen et al., 2024b; Faysse et al., 2024; Tang and

Yang, 2024; Saad-Falcon et al., 2023). This gen-
erally holds true when the corpus is small enough,
such as individual benchmarks in ViDoRe, but the
problem grows when the corpus scales up. Some
queries may also have unexpected multiple inter-
pretations given different content in the same docu-
ment. This further undermines the unique assump-
tion.

The linearity in multi-hop query synthesis is
overlooked. Some multi-hop queries are trivial
conjunctions of single-hop queries. These queries
do not require reasoning to dismantle, and thus
could be processed in parallel (Hui et al., 2024).
Such queries fail to evaluate the reasoning abil-
ity of RAG frameworks, overstating actual perfor-
mance.

3 CDOCRAG-BENCH Benchmark

To address existing limitations, we introduce
CDOCRAG-BENCH, a benchmark with manu-
ally verified multi-modal, multi-lingual content
and an automatic benchmark construction suite.
CDOCRAG-BENCH includes 2,776 documents
(62,476 pages) in 6 languages, with 2,000 curated
single-hop and multi-hop queries spanning vision-
and-language content. Rigorous checklist-based
inspection and page-by-page examination yield
precise list-of-evidence and chain-of-evidence la-
bels, ensuring all relevant ground truth pages are
captured for accurate document retrieval system
evaluation. Detailed benchmark statistics can be
found in Table 5 and Figure 3. Figure 2 shows the
three-stage benchmark pipeline. We also provide
extensive metadata, such as queried modality, lan-
guage, evidence chains/lists, parsed page chunks,
to advance document RAG research.
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Figure 2: Overview of the construction pipeline for CDOCRAG-BENCH

3.1 Metadata Collection and Preprocessing

This section details the preprocessing steps applied
to the raw document corpus: (1) Collection, (2)
Two-stage Filtering, and (3) Modality Split.

Collect To ensure comprehensive evaluation, we
collect a diverse range of document types and lan-
guages. The initial database comprises four pop-
ular types of documents collected from various
sources.

¢ Printed Documents and PDFs: Includes
high-quality PDFs from DocVQA (Mathew
et al., 2021), MMLongBench-Doc (Ma et al.,
2024), and recent Arxiv papers', all known
for rich context and multimodal content.

* Handwritten Documents: Sourced from
DocVQA (Mathew et al., 2021) and Com-
moncrawl?, these present challenges due to
variability in size, font, and layout.

 Slides: A subset from SlideVQA (Tanaka
et al., 2023), augmented with multilingual
slides from the Commoncrawl corpus.

« HTML Pages: 600 Wikipedia entries, ran-
domly crawled across various topics, with

"https://arxiv.org/
2https ://commoncrawl.org/

equal non-overlapping samples per language
used.

Rule Based Coarse-grained Filter. Following
the initial collection, a coarse-grained, rule-based
filter(Pu et al., 2025) is applied to select docu-
ments meeting basic structural requirements. This
step exclusively retains documents with a page
count within the range of [10, 50], thereby exclud-
ing overly brief or excessively long content. For
documents originating from Commoncrawl, GPT-
40 (OpenAl, 2024) is utilized to analyze the ini-
tial three pages to identify and filter out harmful
topics(Ngo et al., 2021) and to determine the docu-
ment’s primary language. We filter out languages
other than English, Chinese, Japanese, French,
Spanish, and Arabic, since other lanuages mostly
receive limited support by existing document pars-
ing frameworks and multilingual embedding mod-
els.

Modality Split To achieve better accuracy and
queried modality control in the query formulation
process, each document undergoes a modality split-
ting process. Using Docling (Livathinos et al.,
2025) and MinerU (Wang et al., 2024), each docu-
ment page is parsed and decomposed into its con-
stituent modalities: text, charts, and images.

Fine-grained Content Filtering Parsed chunks
are provided with adjacent context to GPT-4o to
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determine if the semantics of the chunk fits into
the context. Chunks with no actual content or dif-
fers significantly from the context will be filtered
out. This step ensures that every chunk selected
for query formulation has enough semantics for
meaningful queries.

3.2 Single-hop Query Synthesis

The single-hop query synthesis process consists
of three steps: (1) query drafting based on given
modality and context (2) query quality inspection
with checklist (3) pagewise ground truth search.

Principles for Single-hop Question. ingle-hop
VQA queries often lack enough detail for pre-
cise document retrieval. We enhance them by
adding supportive descriptions, making queries
self-contained, focused on key unimodal informa-
tion, and diverse in type including factual and an-
alytical. Our method ensures queries are: 1) self-
contained and globally valid; 2) focused on sub-
stantive, unimodal key information (not superficial
or multimodal details); and 3) diverse in type (fac-
tual and analytical) to promote genuine understand-
ing, especially of visual content. This produces
robust queries for evaluating single-hop retrieval.

Quality Inspection With Checklist. The query
drafting module strives to generate high-quality
queries but requires a quality inspection to ensure
all criteria are met. We carefully curate a compre-
hensive checklist(Pu et al., 2025) consisting of four
key aspects: (a) Prohibition of Explicit Source Ref-
erencing (b) Answer Verifiability and Accuracy (c)
Question Self-Containment (d) Unimodal Focus of
Question Content. All queries that violate any of
the aspects listed are discarded.

Pagewise Ground Truth Search. For each val-
idated query, we locate its ground truth by thor-
oughly searching each document page. Pages are
marked as evidence only if they directly provide
or lead to the answer. To ensure all supporting
information is captured, we conduct a thorough
page-by-page search of the entire document. A
page is marked as evidence only if its content di-
rectly provides or leads to the query’s answer. This
process identifies the complete set of ground truth
pages for each single-hop query, facilitating the
evaluation of Eq.1.

3.3 Multi-hop Query Synthesis

Principles. While multi-hop queries benefit from
information across hops, mitigating the lack of
information problem, their direct generation by
LLMs is challenging, even with techniques like
Chain-of-Thought or inference scaling. Our multi-
hop query synthesis pipeline addresses this by
using knowledge graphs. This approach simpli-
fies sub-query linking by replacing key entities
with new sub-queries, forming linearly combined
queries. Additionally, we introduce a chain-of-
evidence labeling strategy to facilitate more accu-
rate evaluations of hop granularity.

Knowledge Graph Construction. For each fil-
tered document, a knowledge graph G = (E, R),
where E denotes entities and R denotes relation-
ships, is constructed using LightRAG(Guo et al.,
2024). Visual chunks are converted to descriptive
captions and combined with same-page textual con-
tent. GPT-4o then extracts important entities and
relationships per page. A masking procedure en-
sures unique relationship identifiability, meaning a
source entity and relationship uniquely determine
the target. While masked relationships count as
valid degrees, they are ineligible for query path
extension. This unique identifiability is crucial for
sub-query synthesis and combination, guarantee-
ing each sub-query has exactly one answer.

Query Path Selection. The generation of a multi-
hop query begins with the selection of a query path
through the constructed knowledge graph GG. The
intuition of the selection process is to provide the
LLM with connectivity information of adjacent
nodes to guide the iterative next node decision.
Specifically, we select the initial node ey € Ej,,
from entity nodes with top-n degrees. From the cur-
rent node ey, the algorithm identifies candidate
neighbour-relation pairs (ey,;, r) from the knowl-
edge graph that have valid relationships and are
unvisited by the current path P,,,.. The model then
decides the next hop ey.,; based on the content
depth of the candidate pair, and the degree of the
adjacent entity. This LLM-driven selection process
ensures that the chosen path forms a coherent and
logical reasoning chain, up to a predefined maxi-
mum number of hops H 4., forming the structural
basis for the multi-hop question.

Iterative Synthesis and Combination. Follow-
ing the selection of a query path through the knowl-
edge graph, the algorithm proceeds to synthesize



Table 2: Answer Accuracy Results of VLMs

Query Type ‘ Single Hop ‘ Multi Hop
Setting |  Model | X | v X
wo. RAG GPT-40 0.228 0.301 0.471 | 0.183 0.054 0.763
e Gemini 2.5 Pro | 0.157 0.373 0.470 | 0.202 0.053 0.745
Oracle GPT-40 0.791 0.092 0.117 | 0.677 0.105 0.218

Gemini 2.5 pro | 0.650 0.112 0.238 | 0.726 0.098 0.176

and combine sub-queries iteratively to form the
final multi-hop question. The synthesis starts from
drafting the initial query ()¢ with the name of the
initial entity eg as the answer. For hop ¢ in the se-
lected path (7, €;), a single-hop QA pair (Q;, A;)
is generated by querying on the relationship r; be-
tween the source and target entities e;_; and e;.
We then instruct the LLM to seemlessly integrate
the new generated sub-query @); into the cummu-
lative query (Qcum. This involves identifying the
source entity in (); that corresponds to the answer
of Qcum,» substuing the entity with ¢y, and rear-
range the extended )y, SO that it is grammatically
correct, natural-sounding, and preserves the logical
reasoning chain.

Multi-hop Query Inspection. Due to differ-
ences from single-hop queries, we created a sepa-
rate checklist for multi-hop query quality, assess-
ing: (a) Final question quality (clarity, specificity,
no explicit final answer); (b) Logical necessity and
correctness of intermediate reasoning steps; (c)
Uniqueness of step answers and rigor of relations;
and (d) Significance and relevance of the overall
query. Queries failing any criteria are discarded.

Chain-of-Evidence Labeling. With the single-
hop query splits and intermediate answers obtained,
we can process each sub-query in parallel and
obtain individual evidence sets. The individual
sets are subsequently chained together to produce
chain-of-evidence labels for each multi-hop query.

3.4 Human Refinement

To improve benchmark accuracy, we added a hu-
man refinement stage. Although automated evi-
dence labeling is accurate, human annotators re-
viewed and adjusted 8% of labels with discrep-
ancies. With 92% agreement, this step ensures
precise and reliable ground truth data, enhancing
CDOCRAG-BENCH ’s trustworthiness for docu-
ment RAG research.

4 Experiments

4.1 Evaluation Protocol

Retrieval Accuracy Following the task formula-
tion setting in Section 2.1, we define the hit criteria
for retrieval accuracy evaluation of single-hop and
multi-hop queries. For single-hop queries, hit@k
evaluates to 1 only if any of the top-k retrieved
pages hits the list of ground truth list. For multi-
hop queries, hit@k evaluates to 1 only if the pro-
cessed list of pages in a framework includes at least
one ground truth page for every hop of the query.

Answer Accuracy We prompt GPT-40 to eval-
uate the correctness of the generated answer com-
pared to the ground truth answer on a scale of 0 to
10. Scores not lower than 7 count as correct. [4, 6]
count as partial. Scores not higher than 3 count as
incorrect.

4.2 Evaluated Models and Frameworks

We evaluate 5 competitive open-source document
page embedding models, namely colpali(Faysse
et al.,, 2024), colqwen(Faysse et al., 2024),
gme(Zhang et al., 2024), vdr-2b(Llamalndex,
2025), mm-e5(Chen et al., 2025), and 3 ad-
vanced document RAG frameworks, namely
M3DocRAG(Cho et al., 2024), MDocAgent(Han
et al., 2025), VidloRAG(Wang et al., 2025). Base-
line results are reported with GPT-40 directly an-
swering the queries without RAG. The single-hopo
Oracle setting directly provides GPT-40 with the
exact golden page list to estimate the upper-bound
performance of the generation stage.

4.3 Experiment Setups

All experiments utilized an 8-card A100 server. For
embedding model evaluation, all 2000 single-hop
and 2000 multi-hop queries were assessed using
the entire corpus for retrieval. Text-based embed-
ding models used parsed document chunks, with



Table 3: Retrieval Accuracy Results of Embedding Models

Query Type ‘ Single Hop ‘ Multi Hop
Model | hit@1 hit@3 hit@5 | hit@1 hit@3 hit@5
Text-based Model
bge-m3 0.556 0.666 0.706 | 0.213 0.425 0.510
gte-Qwen2-7B-instruct 0.586 0.738 0.796 | 0.243 0.488 0.606
NV-Embed-v2 0.645 0.762 0.796 | 0.288 0.542 0.650
VL Embed Model
colpali-v1.3-merged 0.646 0.737 0.768 | 0.268 0.514 0.618
gme-Qwen2-VL-7B-Instruct | 0.687 0.815 0.850 | 0.251 0.498 0.606
vdr-2b-multi 0.733 0.836 0.866 | 0.260 0.518 0.623
colgwen2.5-3b-multilingual | 0.811 0.888 0.910 | 0.321 0.619 0.719
Table 4: Performance of RAG Frameworks
Query Type ‘ Single Hop ‘ Multi Hop
Accuracy Type ‘ Retrieval ‘ Answer ‘ Retrieval ‘ Answer
Framework |hit@1 hit@3 hit@5| v X |hit@1 hit@3 hit@5| v X
MDocAgent |0.768 0.876 0.904 | 0.742 0.092 0.166| 0.292 0.494 0.628 [0.556 0.124 0.320
ViDoRAG | 0.746 0.876 0.890 |0.546 0.073 0.381|0.283 0.448 0.684 |0.266 0.058 0.676
M3DOCRAG | 0.706 0.806 0.830|0.458 0.082 0.460|0.272 0.532 0.662 |0.402 0.090 0.508

graphs and figures converted to descriptive cap-
tions (generated by Qwen2.5-VL-32b-Instruct) be-
fore merging text. In RAG framework evaluation,
500 queries each for single-hop and multi-hop re-
trieval and answer evaluation were sampled, using
involved documents as the corpus. The same page
text was used by ViDoRAG and MDocAgent. Vi-
DoRAG could invoke each component up to twice
before final answer generation. All frameworks re-
trieved 5 pages before producing the final answer.

4.4 Main Results

VLM:s contain limited information on collected
documents, but can effectively identify criti-
cal information provided correct context and
pipeline. As shown in Table 2, the standalone
accuracy of VLMs like GPT-40 and Gemini with-
out context is modest. This indicates limited data
leakage within our curated benchmark, suggest-
ing it appropriate for rigorous RAG evaluations.
The results stand in stark contrast to their upper
bound performance, providing a 57.7% and xxx
accuracy improvement, respectively. Notably, the
robust performance observed in the upper bound
setting, which closely mirrors our benchmark cura-
tion pipeline, further suggests the robustness and
effectiveness of our pipeline in identifying correct

evidence pages of queries.

Performance of embedding models are clearly
stratified. CDOCRAG-BENCH provides a clear
differentiation in the retrieval performance of var-
ious embedding models, as detailed in Table 3.
Vision embedding models generally outperform
text embedding models, with a 15.48% average
hit improvement between best performing mod-
els, colgwen2.5 and NV-Embed. This reflects the
importance of visual information over textual de-
scriptions. Furthermore, our benchmark clearly
differentiates capabilities even among the visual
embedding models themselves, with colqwen2.5
establishing a significant lead. This robust strat-
ification underscores the benchmark’s ability to
resolve fine-grained performance tiers across dif-
ferent embedding architectures.

Document RAG frameworks rely heavily on
retrieval accuracy, while answer synthesis
pipeline is also a crucial aspect. The perfor-
mance of the evaluated RAG frameworks on table
4 show strong correlations between retrieval accu-
racy and answer accuracy. This emphasizes that
the ability of the RAG framework to generate cor-
rect answers is fundamentally gated by the quality
of its retrieval component. Moreover, while three



frameworks all exhibit similar accuracies in the
retrieval stage, the observed significant differences
in answer accuracies highlight the importance of
carefully designed answer synthesis pipelines. Vi-
DoRAG and MDocAgent frameworks trade higher
computational costs of agent components for no-
table answer accuracy improvement.

4.5 Analysis

Time efficiency of frameworks. Model api com-
plete times may vary, therefore Figure 4 reports
the normalized time efficiency of the evaluated
frameworks. Both MDocAgent and ViDoRAG
employ a linear agent cooperation pattern, which
considerably increases their inference time. Note
ViDoRAG dynamically controls the generation pro-
cess. We report the lower and upper bound theo-
retical time efficiency of ViDoRAG estimated by
number of api calls.

Inference patterns of VLMs. We also observe
interesting inference patterns in VLMs, shown by a
case study in Appendix. E. When directly provided
with a multi-hop query, VLMs tend not to process
them hop-by-hop, contrary to what might be in-
tuitively expected. Instead, they collect signature
information — the most distinguishing or identifi-
able pieces of information — from the various hops.
Following this, VLMs seem to perform a direct
inclusion based elimination to arrive at the final
answer. This observed mechanism differentiates
significantly from our conventional expectation of
how models might sequentially solve multi-hop
queries. Furthermore, this provides a compelling
point of view: merely increasing the number of
hops within a query may not inherently or pro-
portionally increase its difficulty. This hypothesis
warrants thorough investigation in future works.

5 Related Work

Multimodal Document Retrieval Different
from traditional text retrieval(Zhao et al., 2024,
Hambarde and Proenca, 2023; Gienapp et al.,
2024), documents(Masry et al., 2022; Mathew
et al., 2021; Tanaka et al., 2023) often contain
multimodal information, which may be time con-
suming and would cause information loss when
directly parsed to text. Therefore, recent works
have dedicated great effort to improve the accuracy
and efficiency of document retrieval with VLMs.
One line of work adopts high quality synthetic data
(Zhang et al., 2024; Zhou et al., 2024; Chen et al.,

2025), hardness aware training (Lan et al., 2025;
Lee et al., 2024) and retrieval-optimized network
architectures (Faysse et al., 2024) for more precise
embedding models. Another line of work leverages
LLM/MLLM agentic flows to process different
modalities in parallel (Han et al., 2025) and per-
form iterative inference steps for more grounded
and informative answers (Wang et al., 2025). De-
spite these advancements, our benchmarks indicate
that even the most powerful existing frameworks
struggle to achieve satisfactory accuracy, highlight-
ing significant room for improving RAG perfor-
mance within large corpora.

Document RAG Benchmarks The increasing
attention on Document RAG (Ma et al., 2024) and
VQA (Mathew et al., 2021) necessitates compre-
hensive multimodal retrieval benchmarks. Cur-
rent practices often use VQA dataset queries (Friel
et al., 2024; Faysse et al., 2024; Cho et al., 2024),
but these are document-specific and lack informa-
tion for global retrieval. Other benchmarks (Wang
et al., 2025; Dong et al., 2025) craft informative
queries from single pages, yet often only mark that
single page as relevant, ignoring other potential
matches and risking evaluation inaccuracies. We
introduce a novel benchmark to overcome these
identified limitations.

6 Conclusion

We introduce CDOCRAG-BENCH, a large-scale,
multimodal, multilingual benchmark designed to
reflect realistic retrieval-augmented generation sce-
narios, overcoming limitations of prior work such
as ambiguous evidence and trivial reasoning. Our
three-stage process—corpus assembly, automated
query synthesis with exhaustive evidence labels,
and human refinement—yields 4,000 high-quality
single- and multi-hop queries over diverse docu-
ments. Evaluations of leading embedding mod-
els and RAG frameworks reveal vision-language
embeddings’ clear benefits, a strong link between
retrieval accuracy and answer quality, and persis-
tent challenges in multi-page reasoning. By pro-
viding rigorous baselines and chain-of-evidence
annotations, CDOCRAG-BENCH lays a founda-
tion for future advances in retrieval architectures,
knowledge-graph integration, and dynamic query
decomposition.



Limitation

We leverage LLMs to revise our paper and serving
as metrics in our evaluation. We include human-
annotation in Appendix B to validate the LLM-as-
a-Judge process.
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A Detailed Benchmark Construction

A.1 Step 1: Data Collection and
Preprocessing

We collected rich documents from various
sources, including printed PDFs, handwritten
documents, slides, and HTML pages in multiple
languages. We then selected documents with
a length between 10-50 pages and eliminated
irrelevant content. Using tools such as Docling
and MinerU, we split each document into text,
diagrams, and images, ensuring that each modality
was processed separately. We further used
GPT-4o to filter out low-quality or irrelevant data
chunks and retain only important content for
query generation. Finally, the document data of
our benchmark is shown in the Table 5 and Figure 3

A.2  Step 2: One-Hop Query Synthesis

To generate single-hop queries, we utilized the
parsed document chunks. For textual content, we
concentrated on key entities and concepts, crafting
questions that were self-contained and indepen-
dent. For visual elements, we prioritized under-
standing critical visual components and patterns.
Each query was meticulously reviewed to ensure
clarity, relevance, and direct answerability from
the document.

A.3 Step 3: Multi-Hop Query Synthesis

To address the challenge of multi-hop questions
that require reasoning across multiple steps, we
employed a knowledge graph-based approach. Us-
ing LightRAG, we constructed knowledge graphs
for each document, extracting entities and relations
from both textual and visual content. These graphs
leveraged the connectivity of nodes and edges to
represent the relationships between different pieces
of information. We selected query paths through
these graphs, starting with high-dimensional enti-
ties and expanding paths based on content depth
and connectivity. Subqueries were synthesized for
each hop and iteratively combined into a coher-
ent multi-hop query. Each query was rigorously
checked to ensure its logical coherence, unique
answers, and overall relevance to the document.

A.4 Step 4: Post-Processing

After query synthesis, the generated queries
underwent model filtering using advanced models
to ensure they met quality standards, removing
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Figure 3: Statistics of the CDOCRAG-BENCH Dataset.
The dataset contains documents across six languages
with diverse page structures and visual content. The
data is distributed as follows: English (1,950, 51.6%),
Spanish (695, 18.4%), French (661, 17.5%), Chinese
(258, 6.8%), Japanese (235, 6.2%), and Arabic (201,
5.3%). Document types are categorized as: PDF &
Printed Documents (1,250, 66.0%), HTML Pages (350,
18.5%), Slides (250, 13.2%), and Handwritten Docu-
ments (150, 7.9%).

poorly structured or irrelevant queries. Evidence
pages for both single-hop and multi-hop queries
were annotated by VLMs like Qwen2.5-32B-VL,
ensuring that supporting evidence was accurately
identified. Finally, human annotators reviewed the
filtered queries and evidence pages for accuracy
and consistency. Human refinement addressed
potential discrepancies, thereby enhancing the
overall reliability of the benchmark..  This
comprehensive post-processing approach ensured
the robustness of the benchmark and its suitability
for evaluating multimodal document retrieval
systems.
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Figure 4: Time efficiency of Frameworks
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Figure 5: Human Annotation UI

Table 5: CDOCRAG-BENCH Dataset Statistics

Statistic Number
Documents 2776
Languages 6

Avg. pages per doc 22.5
Avg. words per page 289.9
Avg. tables per page 0.397
Avg. figures per page 1.078
Total Questions 4000
Single-hop questions 2000
Avg. evidence pages 2.91
Multi-hop questions 2000
Avg. hops 2.82

B Human Annotation Details

The annotation is conducted by 5 authors of this
paper and 1 volunteers independently. As acknowl-
edged, the diversity of annotators plays a crucial
role in reducing bias and enhancing the reliability
of the benchmark. These annotators have knowl-
edge in this domain, with different genders, ages,
and educational backgrounds. To ensure the anno-
tators can proficiently mark the data, we provide
them with detailed tutorials, teaching them how to
evaluate model responses more objectively. The
annotation UI is showed in Figure 5

100

80.95%

60.00%

52.00%

Pass Rate (%)

20.84%
16.54%

MMLongBench-Doc ViDoSeek Al Energy CDocRAG-Bench

Figure 6: Ratio of queries that meet evaluation stan-
dards.
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C Detailed Experiment Settings

C.1 Experimental Methodology

C.1.1 Experiment 1: Evaluation of
Embedding Models

To assess the recall capabilities of state-of-the-art
embedding models, we conducted experiments on
both multimodal and text embedding models. For
multimodal embedding models, we directly embed-
ded the visual and textual content of the documents.
In contrast, for text embedding models, we first ap-
plied OCR to extract text from images and then
embedded the extracted text. Additionally, for im-
ages and tables, we used a Vision-Language Model
(VLM) to generate descriptive captions, which
were subsequently embedded. This approach al-
lowed us to evaluate how effectively each type of
model could capture and recall relevant informa-
tion from multimodal documents.

C.1.2 Experiment 2: Performance of LLMs
with and without Golden Pages

We tested the performance of advanced Large Lan-
guage Models (LLMs), specifically GPT-40 and
Gemini, in two different contexts. First, we eval-
uated their performance when provided with the
exact golden pages as context, which allowed us
to assess their ability to generate accurate answers
with direct access to relevant information. Second,
we tested their performance without the golden
pages, relying solely on their inherent knowledge
and reasoning capabilities. This dual evaluation
provided insights into how these models perform
in both ideal and more challenging conditions.

C.1.3 Experiment 3: RAG Frameworks
Evaluation

To further evaluate the effectiveness of Retrieval-
Augmented Generation (RAG) frameworks, we
conducted experiments using MDocAgent, Vi-
DoRAG, and M3DOCRAG. We tested both the
recall capabilities of these frameworks in retrieving
relevant documents and their ability to generate ac-
curate answers based on the retrieved information.
In addition, we also analyzed the Time efficiency
of Frameworks,as shown in Figure 4.This compre-
hensive evaluation helped us understand how well
these frameworks integrate retrieval and generation
to address complex multimodal document retrieval
tasks.



C.2 Human Refinement Detail

To ensure the accuracy and reliability of our
benchmark, we incorporated a comprehensive
human refinement process. This process involved
meticulous human review and annotation of both
the generated queries and the evidence page labels.
By comparing model-generated outputs with
human annotations, we aimed to eliminate biases,
clarify ambiguous boundaries, and enhance the
overall quality of the benchmark. This dual-layer
approach was robust and suitable for rigorous
evaluation of multimodal document retrieval
systems.

C.2.1 Query Flitter Refinement

For the generated queries, we conducted a detailed
human review on a subsample to assess the
reasonableness of the model’s filtering process.
Human annotators carefully analyzed the queries
to ensure they were clear, relevant, and answerable
based on the document content. Through prompt
engineering, we refined the model’s prompts to
eliminate potential biases and improve the quality
of the generated queries. This iterative process of
human review and prompt refinement helped us
achieve a higher standard of query relevance and
clarity.

C.2.2 Evidence Page Labeling

In addition to query refinement, we also performed
a thorough human review of the evidence page la-
bels. Human annotators individually verified each
evidence page, comparing the model-generated
labels with their own annotations. This process
helped to resolve any ambiguities and ensured
that the evidence pages were accurately labeled
by Vision-Language Models, which are crucial for
evaluating the performance of retrieval systems.

D Prompt Templates

Full prompt templates and examples are provided
in Figure 7 to Figure 12.

E Case Study

A detailed case study is shown in Figure 13 .
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Query Reviewer Prompt

System Prompt: Task

I have some QA data here, and you can observe that the questions can be divided into two
categories:

The category #A: When you see this question alone without a given document, you are sure to
find a unique document in a corpus to provide a unique answer. The question having some key
words to help you locate the document from corpus.

The category #B: When you see this question alone without a given document, you will find
hard to locate a document to give a deterministic answer for this question, because you will find
multiple candidate documents in a corpus, which may lead to different answers for this question.
The question do not have any special key words to help you locate the document from corpus.

Examples

The number mentioned on the right of the leftside margin? #B

What is the date mentioned in the second table? #B

What is the full form of PUF? #A

What is the number at the bottom of the page, in bold? #B

Who presented the results on cabin air quality study in commercial aircraft? #A
What is the name of the corporation? #B

Which part of Virginia is this letter sent from? #B

who were bothered by cigarette odors? #A

which cigarette would be better if offered on a thicker cigarette? #A

Cigarettes will be produced and submitted to O/C Panel for what purpose? #A
What is the heading of first table? #B

What is RIP-6 value for KOOL KS? #A

Which test is used to evaluate ART menthol levels that has been shipped? #A

How much percent had not noticed any difference in the odor of VSSS? #A

What is the cigarette code of RIP-6(W/O Filter) 21/4SE? #A

What mm Marlboro Menthol were subjectively smoked by the Richmond Panel? #A
What are the steps of Weft Preparation between Spinning bobbin and Weaving? #A
What level comes between Middle Managers and Non-managerial Employees? #A
What are the six parts of COLLABORATION MODEL of the organization where James has a
role of leading the UK digital strategy? #A

User Prompt:

Query: {Query Description}

Figure 7: Prompt of Query Reviewer.
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Single hop QA Generator Prompt

System Prompt You are a professional cross-document retrieval dataset assistant. Read the
information on the given page and generate a high-quality QA pair"

Text-based QA Generator Prompt Generate one QA pair based on the following guideline:
Question Requirements: - Create self-contained questions requiring no contextual knowledge
from other pages - Focus on explicitly mentioned key entities, concepts, or processes - Avoid
page-specific references (e.g., "in this section" or "as mentioned above") - Include both factual
questions (who/what/when) and explanatory questions (how/why)

Answer Specifications: - Answers may be moderately summarized but must strictly adhere to
source content - Prohibit any speculation or supplementation beyond original text

Format Rules: - Response must be in JSON format containing "question" and "answer" fields
example response: { "question": "What are the clinical diagnostic criteria for Parkinson’s disease?",
"answer": "Diagnosis requires bradykinesia combined with either resting tremor or rigidity, often
presenting with asymmetric onset." }

User Prompt:

Query: {Query Description}

J

Multi hop QA Generator Prompt

Candidate Nodes Selection Prompt:
You are an expert in knowledge graph reasoning. Your task is to evaluate relationship candidates
and select the best one for constructing an unambiguous reasoning question.
The ideal relationship should uniquely identify the target entity. When forming a question like
"What entity [relation] with [current entity]?", the answer should be specific enough that only one
reasonable entity fits. It is strictly forbidden to select vague relationships such as "is related to"
For example, "is the capital of" is a strong relation for a country-city pair, while "is located in" is
weaker as many cities could be located in the same country
Given the current entity ’${current_node}’, I have the following candidate entities and their
relations to the current entity:
${candidates_json}
Please evaluate each relationship and select the ONE that would create the most unambiguous and
specific reasoning question. The chosen relationship should make it possible to uniquely identify
the target entity when given the current entity and the relationship.
Return your response as a JSON object with:

1. "reasoning": brief explanation of why this relationship is the most specific/unique

2. "selected_index": the index (0-based) of the chosen candidate
Example response format:

{

"reasoning": "This relationship ’is the inventor of’ creates the most unique connection...",
"selected_index": 2

}

Figure 8: Prompt template used for QA generating behavior.
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Answer Evaluation Prompt

You are a comprehensive judge evaluating the LLM generated answer based on the reference
answer. You should first collect similarities and differences between the reference answer and
the generated answer. Then, give a score from O to 10 based on the correctness of the generated
answer. Do allow the generated answer to include additional information if the correct information
in the reference answer is already provided. Return your answer in strict JSON format. Your
output will be directly parsed, so do not add any other text that hinders the parsing process.

Example 1:

Query: "How do educational backgrounds influence congressional vote preferences among
registered voters?"

Reference Answer: "Registered voters with postgraduate degrees favor Democrats by 62
Generated Answer: "Registered voters’ preference for Democrats increases with higher levels of
education: 53% among those with a four-year degree and 62% among those with a postgraduate
degree, contrasting with the more divided opinions of those without a college degree."

Output:

{{

"evaluation": "The generated answer accurately contains the ratio of registered voters with
postgraduate degrees favoring Democrats, and the ratio of registered voters with four-year degrees
supporting Democrats. The answer also mentions divided preferences among those without a
college degree, which is consistent with the reference answer.",

"score": 10
1
Example 2:

Query: "What specifications differentiate the video output capabilities across different models of
Roku devices?"

Reference Answer: "Roku devices vary in their video output capabilities, with Roku 1 and Roku 2
supporting up to 1080p, Roku LT up to 720p, and Roku 3 and Roku 4 supporting up to 4K Ultra
HD."

Generated Answer: "The video output capabilities differentiate across Roku devices as follows:
Roku 1, Roku 2, and Roku LT support video output up to 720p, while Roku 3 and Roku 4 support
video output from 1080p to 4K Ultra HD."

Output:

{{

"evaluation": "The generated answer correctly states the video output capabilities of Roku LT,
Roku 3, and Roku 4. However, it incorrectly states that Roku 1 and Roku 2 support video output
up to 720p instead of 1080p. The answer has 3 correct points and 2 incorrect points.”,

"score": 6

1

Input:

Query: ${query}

Reference answer: ${reference}
Generated answer: ${generated }

Figure 9: Prompt template used for answer evaluation.
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Multi hop QA Generator Prompt

Candidate Nodes Selection Prompt:
You are an expert in knowledge graph reasoning. Your task is to evaluate relationship candidates
and select the best one for constructing an unambiguous reasoning question.
The ideal relationship should uniquely identify the target entity. When forming a question like
"What entity [relation] with [current entity]?", the answer should be specific enough that only one
reasonable entity fits. It is strictly forbidden to select vague relationships such as "is related to"
For example, "is the capital of" is a strong relation for a country-city pair, while "is located in" is
weaker as many cities could be located in the same country
Given the current entity ’${current_node}’, I have the following candidate entities and their
relations to the current entity:
${candidates_json}
Please evaluate each relationship and select the ONE that would create the most unambiguous and
specific reasoning question. The chosen relationship should make it possible to uniquely identify
the target entity when given the current entity and the relationship.
Return your response as a JSON object with:

1. "reasoning": brief explanation of why this relationship is the most specific/unique

2. "selected_index": the index (0-based) of the chosen candidate
Example response format:
{

"reasoning": "This relationship ’is the inventor of” creates the most unique connection...",
"selected_index": 2

}

Figure 10: Prompt template used for Multi hop QA Generation.
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Single hop Prompt

You are an expert document-based question answering system. Your task is to provide accurate,
well-structured, and comprehensive answers based solely on the provided document content.
Key Requirements:

1. Content-Based Response

* Base your answer EXCLUSIVELY on the provided document content
* Do not incorporate external knowledge or assumptions

* If you are not exactly sure about the answer, use the answer you have most confidence
on, but the answer must be based on the content

* If the content does not contain any likely answer, explicitly state: "The provided content
does not contain enough information to answer this question"

2. Answer Quality

* Be precise, concise, and directly address the question
* Structure your response in a clear, logical manner

* Use bullet points or numbered lists when appropriate
* Maintain academic rigor and professional tone

3. Content Handling

* Consider all provided content sections equally

* If content appears contradictory, try to identify the most reliable source as the basis for
your answer

4. Response Format

* Return with strict JSON format. Your output will be directly parsed, so do not add any
other text that hinders the parsing process.

* Begin with a "thought" key. Collect relevant information here, together with your
reasoning process if necessary.

» After completing the thought, add a "final_answer" key. This is the final answer to the
question.

* Do not include any other keys or information in the response.

5. Example Assume the given image is a document with a graph about the sales of a product
over time. The question is "What was the sales trend in Q1 2023?"  Your answer should be:

{ "thought": "The document contains a graph showing the sales trend over time. In Q1
2023, the sales were steadily increasing.", "final_answer": "The sales trend in Q1 2023
was steadily increasing." }

. J

Figure 11: Prompt template used for instructing single-hop reasoning behavior.
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Multi hop Prompt

You are an expert document-based multihop question answering system. Your task is to provide
accurate, well-structured, and comprehensive answers based on a series of reasoning steps that
build upon each other.

Key Requirements:

1. Language Consistency

* Always respond in the same language as the input question

* For English questions, use English in all steps and final answer

* For Chinese questions, use Chinese in all steps and final answer

* For other languages, maintain consistent language usage throughout
* Never mix languages in your response

2. Reasoning Chain Construction

* Break down complex questions into logical reasoning steps
* Each step should build upon previous steps

* Use evidence from the provided content to support each step
* Maintain clear logical connections between steps

3. Content-Based Response

* Base your reasoning EXCLUSIVELY on the provided document content

* Do not incorporate external knowledge or assumptions

* If you are not exactly sure about a step, use the information you have most confidence in
* If the content does not contain enough information for a step, explicitly state this

4. Answer Quality

* Each reasoning step should be precise and directly relevant
* The final answer should integrate all reasoning steps

* Maintain academic rigor and professional tone

* Acknowledge any uncertainties in the reasoning chain

5. Response Format

* Return with strict JSON format. Your output will be directly parsed, so do not add any
other text.

* Include a "relevant_question_list" key containing the reasoning steps
* Include a "final_answer_prediction" key for the final answer
* Each step in relevant_question_list should be clearly labeled (e.g., "Step 0: " for English)

6. Examples English Example (Multihop Reasoning): Question: "In which series does a
member of the team that Freefall is part of and serves as the Geraldine, Montana appear as
a supporting character?" Content: [Document sections about G.I. Joe team members and
their appearances] Your answer should be: { "relevant_question_list": [ "Step O: Freefall is a
member of the G.I. Joe Team.", "Step 1: Sci-Fi is a member of the G.I. Joe Team who serves
as the Geraldine, Montana.", "Step 2: Sci-Fi appears as a supporting character in the Marvel
Comics G.I. Joe series." ], "final_answer_prediction": "Marvel Comics G.I. Joe series" }

Figure 12: Prompt template used for instructing multi-hop reasoning behavior.
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Case Study:

Multi hop Question:
What disease does the entity that launched its first nationwide public service campaign in 1980

implement programs to prevent, which causes blindness in children due to vitamin A deficiency?

VLM response:
The disease that the entity likely implemented programs to prevent, which
causes blindness in children due to vitamin A deficiency, is Xerophthalmia. = Note: This

discussion is missing the step of identifying the first nationwide public service campaign in 1980
that implemented such prevention programs.

While pinpointing a single entity that launched its ' first nationwide public service campaign
specifically in 1980 in the United States focused solely on preventing xerophthalmia through
vitamin A sufficiency proves challenging based on available search information, the 1980s were a
crucial period for understanding and combating vitamin A deficiency and its impact on childhood
blindness and mortality.

Research in the 1980s, significantly contributed to by organizations like Helen Keller Intl in
collaboration with researchers such as Dr. Alfred Sommer, highlighted the profound impact
of vitamin A supplementation in preventing not only blindness but also reducing childhood
deaths from common illnesses. This groundbreaking evidence galvanized international health
organizations and NGOs to expand their efforts in vitamin A distribution and public health
initiatives in areas where deficiency was prevalent.

Therefore, while a specific US-based "first nationwide public service campaign in 1980" by a
named entity for this exact issue wasn’t definitively identified, organizations like Helen Keller Intl
were actively working on implementing programs to prevent xerophthalmia due to vitamin A
deficiency during this period, likely as part of broader public health or nutritional initiatives that
may have included public awareness components. The impact of their work and the research
from that era significantly contributed to the global understanding and efforts to combat this
preventable cause of childhood blindness.

Figure 13: Case study showing VLM’s shortcut reasoning behavior on a multi-hop query.
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