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Abstract
Hypothetical induction is recognized as the main
reasoning type when scientists make observations
about the world and try to propose hypotheses
to explain those observations. Past research on
hypothetical induction is under a constrained set-
ting: (1) the observation annotations in the dataset
are carefully manually handpicked sentences (re-
sulting in a close-domain setting); and (2) the
ground truth hypotheses are mostly commonsense
knowledge, making the task less challenging. In
this work, we tackle these problems by propos-
ing the first dataset for social science academic
hypotheses discovery, with the final goal to create
systems that automatically generate valid, novel,
and helpful scientific hypotheses, given only a
pile of raw web corpus. Unlike previous settings,
the new dataset requires (1) using open-domain
data (raw web corpus) as observations; and (2)
proposing hypotheses even new to humanity. A
multi-module framework is developed for the task,
including three different feedback mechanisms
to boost performance, which exhibits superior
performance in terms of both GPT-4 based and
expert-based evaluation. To the best of our knowl-
edge, this is the first work showing that LLMs
are able to generate novel (“not existing in liter-
ature”) and valid (“reflecting reality”) scientific
hypotheses1.

1. Introduction
Logical reasoning is central to human cognition (Goel et al.,
2017). It is widely recognized as consisting of three com-

1Nanyang Technological University 2University of Texas at Dal-
las 3Huazhong University of Science and Technology 4Singapore
University of Technology and Design. Correspondence to: Zonglin
Yang <zonglin.yang@ntu.edu.sg>.

Originally accepted by ACL 2024, to present at the ICML 2024 AI
for Science workshop. Copyright by the authors.

1Dataset, code, and generated hypotheses are available at
https://github.com/ZonglinY/MOOSE.git.

(a) Current paradigm to propose research hypotheses

(b) New paradigm to propose research hypotheses with copilot for scientists
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Figure 1. Comparison of the two paradigms for scientific hypothe-
ses formulation. The new paradigm shows the role of the MOOSE
framework (scientist’s copilot) and the new task setting of hypo-
thetical induction.

ponents, which are deductive, inductive, and abductive rea-
soning (Yang et al., 2023b). Hypothetical induction is con-
sidered to be an important sub-type of inductive reason-
ing (Norton, 2003). It is recognized as the main reasoning
type when scientists make observations about the world and
try to propose hypotheses to explain the observations.

For example, the proposal of Geocentrism, Heliocentrism,
and Newton’s law of universal gravitation based on the ob-
servations of the motion of (celestial) objects can be seen as
a result of hypothetical induction. Hypothetical induction
is a process of knowledge exploration from observations to
hypotheses: it is challenging because it involves the explo-
ration of knowledge that is even new to humanity. Recent
research on this has two main limitations (Yang et al., 2024).
Firstly, the observations in their dataset have already been
manually selected from the raw web corpus, resulting in a
close-domain setting. As a result, a developed system for
this dataset relies on already manually selected observations,
and cannot utilize the vast raw web corpus to propose hy-
potheses. Secondly, the ground truth hypotheses are mostly
commonsense knowledge (e.g., Newton’s law), making the
task less challenging since LLMs might have already seen
them during pretraining. To this end, we propose a new
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task setting of hypothetical induction, which is to generate
novel and valid research hypotheses targeting being help-
ful to researchers while only given (vast) raw web corpus
(Figure 1).

This hypothesis formation process is seen as the first step
for scientific discovery (Wang et al., 2023a). We call
this task as “auTOmated open-doMAin hypoThetical in-
ductiOn (TOMATO)”. It is “automated” since a method for
this task should automatically propose hypotheses with few
human efforts; It is open-domain since it is not restricted by
any manually collected data.

For the TOMATO task, we constructed a dataset consisting
of 50 recent social science papers published after January
2023 in top social science journals. For each paper, social
science experts collect its main hypothesis, identify its back-
ground and inspirations, find semantically similar contents
for its background and inspirations from the web corpus,
collect the full passage for each matched content, and use
all collected web passages as raw web corpus. Although the
new dataset involves many manual selection processes, the
manually selected contents are used more as benchmarking
human performance for comparison. In the TOMATO task,
a method is required to only utilize the raw web corpus
in the dataset to propose hypotheses. In addition, the raw
web corpus is mostly from common news, Wikipedia, and
business reviews, which means it can easily expand in scale
without much human involvement.

To tackle the TOMATO task, we develop a multi-module
framework called MOOSE based on large language model
(LLM) prompting (Figure 4). To further improve the quality
of the generated hypotheses, we also propose three differ-
ent feedback mechanisms (present-feedback, past-feedback,
and future-feedback) to use LLMs to retrospect and im-
prove the LLM-generated hypotheses for better quality. For
present-feedback, the intuition is that, for some modules,
their generation can be evaluated by other LLMs and be
provided with feedback, which can be utilized by the mod-
ules to refine their generation by taking the feedback and
previous generation as input and generating again. Some
modules can have feedback instantly after their generation
to improve themselves. But just like the reward mechanism
in reinforcement learning, some rewards (feedback) might
be hard to obtain instantly, but need to wait for feedback for
a future module. Similarly, we develop past-feedback where
a module can benefit from the feedback for a future module.
The last one is future-feedback, where a current module can
provide justifications for the current module’s generation
to help a future module’s generation, or can provide some
initial suggestions which a future module can build upon to
further provide more in-depth generation.

Both GPT-4 (OpenAI, 2023) evaluation and expert eval-
uation indicate that MOOSE performs better than an

LLM (Ouyang et al., 2022) based baseline, and each of
the three feedback mechanisms can progressively improve
the base framework. During expert evaluation, many hy-
potheses generated by MOOSE are recognized by social
science researchers to be both novel (“not existing in the
literature”) and valid (“reflecting reality”). To the best of our
knowledge, this is the first work showing that LLMs can be
leveraged to generate novel and valid research hypotheses,
indicating the potential for LLMs to serve as a “copilot” for
scientists.

2. Related Work
2.1. NLP Methods for Scientific Discovery

Zhong et al. (2023) propose a dataset where each data con-
sists of a research goal, a corpus pair, and a discovery. How-
ever, (1) their task needs a human-provided research goal
and a pairwise corpus for discovery, which is not an au-
tomated setting and has a limited application scope; (2)
the discovery is not from recent publications. Wang et al.
(2023b) is a concurrent work of ours. Compared the first
version of two papers, they do not have an iterative feedback
for novelty, reality, and clarity. Later they add for novelty,
but still lack the other two. These aspects are required by in-
ductive reasoning, and there’s an implicit trade-off between
reality and novelty. Only stressing on novelty might lead to
incorrect and vague generation. Bran et al. (2023) focuses
on integrating computational tools in the chemistry domain,
but not on providing novel chemistry findings or hypotheses.
Boiko et al. (2023) focuses on using LLMs to design, plan,
and execution of scientific experiments, but not on finding
novel hypotheses.

2.2. LLM-based Self Feedback

Self-refine (Madaan et al., 2023) investigates feedback but
it only focuses on present-feedback (our framework also
proposes past-feedback and future-feedback), and it is not
specially designed for inductive reasoning tasks. Other
similar works to self-refine (Press et al., 2022; Peng et al.,
2023; Yang et al., 2022; Shinn et al., 2023) also only focus
on present-feedback, and their feedback is not multi-aspect
nor iterative compared to ours.

Our present-feedback is developed upon a multi-aspect over-
generate-then-filter mechanism (Yang et al., 2024). How-
ever, they only utilize LLMs to “filter” but not to provide
feedback.

3. Dataset Collection
In this section, we take one publication (Gao et al., 2023) in
our dataset as an example to illustrate the dataset collection
process. In total, there are 50 papers published after January
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ease of use (Venkatesh et al. 2003) and the adoption 
and use of technology (Venkatesh 2000). That is, social 
presence may cause privacy concerns and then nega-
tively affect an individual’s adoption and use of tech-
nology. For example, using in-store surveillance data, 
Zhang et al. (2014) show that consumer density around 
the target consumer reduces their probability of touch-
ing and purchasing a product, especially when the 
product in question is an accessory, suggesting that cus-
tomers may require more privacy, particularly when 
buying accessories.

In our setting, when customers step up to a self- 
checkout POS machine in surroundings in which stran-
gers may be watching, they are impacted by this social 
presence. When they only need to scan a QR code on 
their mobile phones, they do not need to perform in 
front of a webcam as they would need to do when 
using FR payment technology, thereby experiencing 
less technology anxiety caused by social presence when 
strangers are around. Consumers may also be con-
cerned about their privacy when their actions of taking 
a photo and, sometimes, doing additional body move-
ment for a liveness test, are recorded and shared by 
those strangers around them. The effect of social pres-
ence on the user’s technology anxiety and privacy con-
cerns should increase with the number of customers 
waiting in line behind the focal customer and watching. 
Therefore, we expect that customers would experience 
greater technology anxiety and privacy concerns caused 
by social presence using FR payment technology than 
using QR payment technology when more people are 
waiting in line behind them. Hence, we develop the fol-
lowing hypothesis.

Hypothesis 1. Customers are less likely to use FR payment 
technology than QR payment technology for their transac-
tions when they have more people in line behind them.

2.2. Herding Effect
A customer’s decision on payment technology use may 
be affected by the preceding customers before him or 
her as well. Unlike the customers behind him or her, 
the focal customer can observe the payment choice of 
the preceding customers. Such observation may influ-
ence the choice of payment technology for the focal 
customer.

Herding theory argues that people tend to herd be-
cause they believe the choice of the majority is the best, 
thus reducing the uncertainty of their own choice (Bane-
rjee 1992, Sunder et al. 2019). In the process of herding, 
an individual’s own belief regarding the quality of dif-
ferent choices is discounted or even ignored (Banerjee 
1992). Herding behaviors have been widely documented 
in various settings in prior literature on information 
systems (IS), for example, in crowdfunding (Zhang and 
Liu 2012), crowdsourcing (Chen et al. 2020), and online 

auctions (Simonsohn and Ariely 2008). In particular, 
Sun (2013) proposes a conceptual model of herding 
behavior in the adoption and continued use of technol-
ogy. Duan et al. (2009) investigate software adoption 
using the information cascades framework and find that 
decision makers ignore private information when fol-
lowing the crowd for popular products but not when 
they adopt less popular products.

In our setting, when a customer watches his or her 
preceding customers use FR payment technology to 
check out, his or her own belief regarding the quality of 
FR and QR payment technologies may be discounted. 
When a customer steps up to the self-checkout POS 
machine next, he or she is more likely to follow the pre-
ceding customers and choose FR payment technology. 
Hence, we develop the following hypothesis.

Hypothesis 2. Customers whose preceding customers use 
FR payment technology are more likely to use FR payment 
technology than those whose preceding customers do not 
use FR payment technology.

2.3. The Moderating Effect of Experience on the 
Social Presence Effect

The social presence effect, as we hypothesized in 
Hypothesis 1, may be moderated by an individual’s 
experience. When an individual’s experience in using 
the technology grows, that individual has more confi-
dence and less anxiety when using the technology. 
The evidence for such moderation has been documen-
ted in the performing arts (e.g., Steptoe and Fidler 
1987) and education (e.g., Meijer and Oostdam 2007). 
In the retail setting, Dahl et al. (2001) find that famil-
iarity with purchasing embarrassing products reduces 
the embarrassment caused by the social presence in both 
the selection and commitment stages of the purchase 
process. The literature suggests that experience in using 
a technology can also increase self-efficacy (Crossler and 
Bélanger 2019) and thus increase perceived control over 
the technology (Hui and Bateson 1991), which then 
reduces users’ privacy concerns over using the technol-
ogy. In our case, by accumulating more experience in 
using FR in front of other customers, the focal customer’s 
technology anxiety and privacy concern caused by the 
social presence effect is expected to decrease, which is 
similar to the findings of studies of music performers, 
test takers, retail shoppers, mobile app users in the lit-
erature, whose performance anxiety/privacy concern 
reduced as their experience increased. This means that 
the experience of customers in using FR payment tech-
nology negatively moderates their social presence effects. 
Hence, we have the following hypothesis:

Hypothesis 3. Customers with more experience in using 
FR payment technology have less social presence effect 
when using this technology than those with less experience 
in using FR payment technology.

Yao et al.: Facial Recognition Payment Technology in Retail 
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Figure 2. A selected hypothesis in a social science publication
collected in our dataset.

payment technologies is that they must go through dif-
ferent steps during the payment process.

For FR payments, customers do not need to use their 
phones at all; instead, they stand in front of a built-in 
webcam on the self-checkout POS machine that verifies 
their identity. After the consumer chooses the FR option 
on the self-checkout POS machine, a frame located at the 
center of the screen of the self-checkout machine will be 
prompted. The customer needs to position his or her 
face in the frame for the built-in camera to scan. This pro-
cess is similar to taking a selfie that requires the custo-
mers to position themselves so that their faces are within 
the frame for the identification process to proceed. In 
addition, customers may need to perform certain live-
ness test gestures sometimes, such as slightly shaking 
their head or winking,3 so that the FR payment technol-
ogy can determine that it is a live person and not a 
photo. The alignment and liveness test gestures required 
for the customers can be a performance-like action. A 
complex yet fast identification process runs in the back-
end using algorithms to match the person in front of the 
machine with the photo on the ID card in the database. 
The transaction is authorized once there is a match.

Both QR and FR require sensitive private information 
from the user and need to be executed in public spaces 
in our setting. According to the literature, privacy con-
cerns arise from “access management,” including access 
to information (informational privacy) or access to inter-
action (physical privacy) (Laufer and Wolfe 1977). In 
our context, privacy concerns may be related to both 
access to information and access to interaction. The enti-
ties involved are the payment platform, the retail stores, 
and other (not focal) customers.

Based on the privacy literature and the specific con-
text of our research, we summarize the three sources 
from which privacy concerns for the focal customer 
who uses self-checkout POS machines may emanate.4
First, a customer may be concerned about his or her 
personal information that is captured and stored in the 
account, as literature shows that users oftentimes do 
not want to adopt a new technology because of the per-
sonal information collected to set up the technology 
(Angst and Agarwal 2009, Tsai et al. 2011). Second, a 
customer may be concerned about his or her digital 
facial data that are captured when the customer uses FR 
to pay. Users’ privacy concerns may rise from their per-
ception of how private information is collected, con-
trolled, and protected (Malhotra et al. 2004) since how 
the facial data collected will be used (or not used) is 
uncertain to the users. Third, a customer may be con-
cerned about the customers behind him or her watching 
and even recording while he or she is using the FR pay-
ment technology. Consumers may consider the actions 
of taking a photo and doing additional body movement 
for a liveness test as private behaviors and view the dis-
play of such behaviors to other stranger shoppers around 

as a violation of physical privacy (Laufer and Wolfe 1977), 
and they may consider the videos recorded and shared 
by those strangers around them as a violation of informa-
tional privacy (Choi et al. 2015). The first privacy concern 
is common to both QR and FR, whereas the last two apply 
to FR only. We discuss how we deal with these privacy 
concerns in Online Appendix A3.

2. Hypothesis Development
In this section, we develop hypotheses associated with 
FR payment usage. A literature review is included in 
Online Appendix A1.

2.1. Social Presence Effect
Based on the social impact theory, an individual’s behav-
ior is impacted by real, implied, or even imagined social 
presence, and the magnitude of the impact is determined 
by social size, immediacy, and social source strength. The 
amount of social presence is a multiplicative function of 
the strength, immediacy, and number of people who eval-
uate an individual’s performance as a member of an audi-
ence (Latané 1981). This theory is tested and supported by 
empirical evidence in the field of psychology (e.g., Jackson 
and Latané 1981) and is expanded in other fields. Along a 
similar line, when social impact exists, the social cognitive 
theory argues that an individual’s self-efficacy and emo-
tions, such as technology affect and technology anxiety, 
play an important role in the individual’s decision on 
technology use.

In retail, a public setting, social presence exists and can 
create a feeling of embarrassment for customers (Dahl 
et al. 2001). Using several laboratory experiments, Dahl 
et al. (2001) find that awareness of social presence during 
purchase selection and commitment increases a subject’s 
self-reported sense of embarrassment in both labora-
tory settings and in field studies. Argo et al. (2005) inves-
tigate the impact of two social forces—social size and 
proximity—on customer emotions and self-presentation 
behaviors in two field experiments, finding that cus-
tomer emotion and behavior (e.g., brand choice) can be 
negatively affected by the presence of others in the sur-
roundings during a shopping session. Using a laboratory 
experiment, Dabholkar and Bagozzi (2002) document 
that social anxiety resulting from imagined social pres-
ence negatively affects customer attitudes toward and 
intention to use self-service technology.

Customers may have privacy concerns because of 
the social presence too. Some studies in the literature 
have found that social presence is a factor that could 
prevent individuals from using a certain technology. 
They show that social presence negatively affects cus-
tomers’ perceived control (Hui and Bateson 1991), 
which is a factor for privacy concerns (Schmidt and 
Keating 1979). The customer’s perceived control is 
positively associated with the customer’s perceived 
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ease of use (Venkatesh et al. 2003) and the adoption 
and use of technology (Venkatesh 2000). That is, social 
presence may cause privacy concerns and then nega-
tively affect an individual’s adoption and use of tech-
nology. For example, using in-store surveillance data, 
Zhang et al. (2014) show that consumer density around 
the target consumer reduces their probability of touch-
ing and purchasing a product, especially when the 
product in question is an accessory, suggesting that cus-
tomers may require more privacy, particularly when 
buying accessories.

In our setting, when customers step up to a self- 
checkout POS machine in surroundings in which stran-
gers may be watching, they are impacted by this social 
presence. When they only need to scan a QR code on 
their mobile phones, they do not need to perform in 
front of a webcam as they would need to do when 
using FR payment technology, thereby experiencing 
less technology anxiety caused by social presence when 
strangers are around. Consumers may also be con-
cerned about their privacy when their actions of taking 
a photo and, sometimes, doing additional body move-
ment for a liveness test, are recorded and shared by 
those strangers around them. The effect of social pres-
ence on the user’s technology anxiety and privacy con-
cerns should increase with the number of customers 
waiting in line behind the focal customer and watching. 
Therefore, we expect that customers would experience 
greater technology anxiety and privacy concerns caused 
by social presence using FR payment technology than 
using QR payment technology when more people are 
waiting in line behind them. Hence, we develop the fol-
lowing hypothesis.

Hypothesis 1. Customers are less likely to use FR payment 
technology than QR payment technology for their transac-
tions when they have more people in line behind them.

2.2. Herding Effect
A customer’s decision on payment technology use may 
be affected by the preceding customers before him or 
her as well. Unlike the customers behind him or her, 
the focal customer can observe the payment choice of 
the preceding customers. Such observation may influ-
ence the choice of payment technology for the focal 
customer.

Herding theory argues that people tend to herd be-
cause they believe the choice of the majority is the best, 
thus reducing the uncertainty of their own choice (Bane-
rjee 1992, Sunder et al. 2019). In the process of herding, 
an individual’s own belief regarding the quality of dif-
ferent choices is discounted or even ignored (Banerjee 
1992). Herding behaviors have been widely documented 
in various settings in prior literature on information 
systems (IS), for example, in crowdfunding (Zhang and 
Liu 2012), crowdsourcing (Chen et al. 2020), and online 

auctions (Simonsohn and Ariely 2008). In particular, 
Sun (2013) proposes a conceptual model of herding 
behavior in the adoption and continued use of technol-
ogy. Duan et al. (2009) investigate software adoption 
using the information cascades framework and find that 
decision makers ignore private information when fol-
lowing the crowd for popular products but not when 
they adopt less popular products.

In our setting, when a customer watches his or her 
preceding customers use FR payment technology to 
check out, his or her own belief regarding the quality of 
FR and QR payment technologies may be discounted. 
When a customer steps up to the self-checkout POS 
machine next, he or she is more likely to follow the pre-
ceding customers and choose FR payment technology. 
Hence, we develop the following hypothesis.

Hypothesis 2. Customers whose preceding customers use 
FR payment technology are more likely to use FR payment 
technology than those whose preceding customers do not 
use FR payment technology.

2.3. The Moderating Effect of Experience on the 
Social Presence Effect

The social presence effect, as we hypothesized in 
Hypothesis 1, may be moderated by an individual’s 
experience. When an individual’s experience in using 
the technology grows, that individual has more confi-
dence and less anxiety when using the technology. 
The evidence for such moderation has been documen-
ted in the performing arts (e.g., Steptoe and Fidler 
1987) and education (e.g., Meijer and Oostdam 2007). 
In the retail setting, Dahl et al. (2001) find that famil-
iarity with purchasing embarrassing products reduces 
the embarrassment caused by the social presence in both 
the selection and commitment stages of the purchase 
process. The literature suggests that experience in using 
a technology can also increase self-efficacy (Crossler and 
Bélanger 2019) and thus increase perceived control over 
the technology (Hui and Bateson 1991), which then 
reduces users’ privacy concerns over using the technol-
ogy. In our case, by accumulating more experience in 
using FR in front of other customers, the focal customer’s 
technology anxiety and privacy concern caused by the 
social presence effect is expected to decrease, which is 
similar to the findings of studies of music performers, 
test takers, retail shoppers, mobile app users in the lit-
erature, whose performance anxiety/privacy concern 
reduced as their experience increased. This means that 
the experience of customers in using FR payment tech-
nology negatively moderates their social presence effects. 
Hence, we have the following hypothesis:

Hypothesis 3. Customers with more experience in using 
FR payment technology have less social presence effect 
when using this technology than those with less experience 
in using FR payment technology.

Yao et al.: Facial Recognition Payment Technology in Retail 
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Figure 3. Hypothetical development section and a particular theory
subsection for developing hypotheses.

2023. Table 1 shows the statistics of the subject distribution.

Most social science publications highlight their hypotheses.
Figure 2 shows our selected main hypothesis in the exam-
ple publication. The research backgrounds are given in the
introduction section. In this example paper, the background
is about facial recognition payment technology’s usage in
society. Most social science publications also have a “Hy-
pothesis Development” section (some may call it by other
names, e.g., “Theoretical Development”). For example, the
left part (“Hypothesis Development”) in Figure 3 shows
the title of this section in the example paper. In this sec-
tion, several theories used to develop the main hypothesis
are separately introduced. Usually, each theory takes one
subsection. For example, the right part (“Herding Effect”)
in Figure 3 shows the title of a subsection, which is a par-
ticular theory being used as an inspiration, which with the
background can develop the hypothesis in Figure 2.

For each publication in our dataset, we identify its main
hypothesis, research background, and inspirations, where
the background and inspirations together provide enough in-
formation to be possible to develop the hypothesis. We also
abstract the reasoning process from background and inspira-
tions to hypothesis and note it down for each publication in
our dataset. In this selected example, the reasoning process
is easy, but it has medium difficulty for researchers to asso-
ciate the inspiration (herding effect) to the background. For
each publication, we include an expert-evaluated complexity
for both the reasoning process and the association of the
inspiration to the background (details in §A.3).

Instead of directly copying the background and inspirations

Social Science

Communication 5
Psychology 7
Human Resource Management 8
Information System 8
International Business 5
Management 6
Marketing 11

Table 1. Statistics of subject distribution of the dataset.

from the paper to construct the dataset, we try to find se-
mantically similar text contents from the web corpus as a
substitution to avoid data contamination and fit the require-
ment of TOMATO task that a system should propose novel
and valid research hypotheses only given raw web corpus.
In the example paper, we find news sentences reporting the
usage of facial recognition payment as ground truth back-
ground and a Wikipedia description of the herding effect
as ground truth inspiration. We also collect the web link
and the full text of the manually selected web passages for
backgrounds and inspirations to be used as raw web corpus.

In addition, we collect the link and the publication date for
all fifty papers. We also collected fourteen survey papers
in related fields that might help check the novelty of the
hypotheses. The dataset is fully constructed by a social
science PhD student. We illustrate why the dataset shouldn’t
be collected by automatic methods in §A.4.

4. Methodology
In general, our method consists of a base multi-module
framework and three feedback mechanisms (past-feedback,
present-feedback, and future-feedback). We call the full
framework as Multi-mOdule framewOrk with paSt present
future feEdback (MOOSE). The base framework without
any feedback is called MOOSE-base. MOOSE is described
in Figure 4 and Algorithm 1.

4.1. Base Framework

The base framework is developed based on the intuitive
understanding of how social science researchers propose an
initial research hypothesis.

Firstly, a researcher needs to find a suitable research back-
ground, e.g., facial recognition payment system’s impact.
This background should be proposed with a deep under-
standing of the societal world. Accordingly, we develop a
background finder module, which reads through raw web
corpus to find reasonable research backgrounds.

Secondly, since the proposed hypothesis should be novel,
directly copying from raw web corpus usually is not enough.
A good social science hypothesis should contain an indepen-
dent variable and a dependent variable, and describe how
the independent variable can influence the dependent vari-
able. Therefore, building connections between two variables
that have not been known for established connections con-
tributes to a novel hypothesis. We hypothesize that proper
inspiration can help this connection-building process, since
it might serve as one of the variables itself, or might help
to find such variables. However, it could consume lots of
computing resources and even be practically impossible if
the framework searches over the full web corpus for every
found background. Nevertheless, it could be much more vi-
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Figure 4. MOOSE: Our multi-module framework for TOMATO task. The black part is the base framework; orange part represents
past-feedback.; green part represents present-feedback; blue part represents future-feedback. Each capitalized letter represents the
generation of one of the modules. The same capitalized letter represents the same regardless of its color. If a module has an input arrow
pointing in with a capitalized letter, it represents that this module utilizes one of its previous modules’ generation (which has the same
letter pointing out) as input.

able if only searching over the titles of the corpus, and then
only finding inspirational sentences in the passages which
match the selected titles. Accordingly, we develop an inspi-
ration title finder module and an inspiration finder module,
together to find proper inspirations given a background.

Lastly, a hypothesis proposer module can utilize back-
grounds and inspirations for hypotheses.

In general, MOOSE-base consists of a list of serializable
generation modules M0,M1, ...,Mn that function sequen-
tially. The input of a module Mi is from the output of
previous modules Mj,j<i and a raw web corpus C (and op-
tionally a related survey corpus). Mi’s output is represented
as oi. Feedback to oi is represented as fi.

4.2. Present-Feedback

LLMs are not perfect and can lead to flaws in the generation,
especially for those modules that undertake a difficult task.
Previous work on hypothetical induction (Yang et al., 2024)
tackles this problem by leveraging LLMs to identify flaws
in the generation and filters those with huge flaws. Here
we take a step further that instead of filtering, LLMs are
leveraged to provide feedback, so that a generation can be
improved rather than just filtered.

Accordingly, we define present-feedback as when an output
oi can be directly evaluated and provided feedback fi (by
LLMs or experts, here we use LLMs) in terms of some
aspects, oi and fi are used as additional inputs to Mi, so
that Mi can regenerate oi to refine the previous one with fi.

We implement present-feedback on the Hypotheses Pro-
poser module, since it is a key module that undertakes a
very difficult task. In terms of what aspects should the

feedback focus on, Yang et al. (2024) propose four aspects
according to the philosophical definition and requirement
for hypothetical induction (Norton, 2003). The aspects are
whether the hypothesis (1) is consistent with observations;
(2) reflects reality; (3) generalizes over the observations; (4)
is clear and meaningful.

In MOOSE, we basically adopt the four aspects but reframe
them to better fit the current task. Specifically, aspect (2)
contains aspect (1) most of the time (unless the observa-
tions are wrongly described). To save computing power, we
adopt aspect (2) but not aspect (1). In addition, we reframe
aspect (3) as whether the hypothesis is novel, and reframe
aspect (4) as whether the hypothesis is clear and provides
enough details. Accordingly, we develop a reality checker
module, a novelty checker module, and a clarity checker
module in Figure 4.

4.3. Past-Feedback

Just like the reward mechanism in reinforcement learning,
some modules’ generation can only be evaluated at a fu-
ture time point. For instance, it is hard to give feedback on
the selected inspirations unless we know what hypotheses
these inspirations could lead to. Accordingly, we develop
past-feedback as when it is hard to directly evaluate oi, the
framework continues to run until generating oj,j>i, where
oj is highly influenced by oi and can be directly evaluated
to obtain present-feedback fj . Then oi, oj , and fj are uti-
lized, possibly by an additional module implemented with
an LLM, to provide past-feedback fi to Mi, so that Mi can
regenerate oi with fi to refine the previous oi.

We implement past-feedback on the Inspiration Title Finder
module. The intuition is that improper inspirations can lead
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to low-quality hypotheses, and it is hard to directly evaluate
inspirations.

4.4. Future-Feedback

We also develop future-feedback, targeting at providing ad-
ditional useful information for a future module Mj to gen-
erate oj in better quality. Specifically, we develop future-
feedback-1 (FF1) and future-feedback-2 (FF2). FF1 is that
in addition to oi, justifications (reasons) of oi are also pro-
vided to Mj,j>i so that Mj can better leverage oi; FF2 is
that for a key module Mj that handles a very complex task,
an additional module Mj−0.5 is being placed before Mj , so
that Mj−0.5 can undertake some of the reasoning burdens of
Mj to improve the quality of oj . For example, in MOOSE,
Mj−0.5 is to provide preliminary suggestions for Mj .

Specifically in the MOOSE framework, for FF1, no addi-
tional modules are needed. Instead, we modify the prompt
to require Mi to not only generate oi but also provide the jus-
tification of oi. We implement it on the Background Finder
and the Inspiration Title Finder modules. The intuition is
that it could be helpful if the Inspiration Title Finder mod-
ule knows not only the background but also what possible
research topics could be conducted for this background so
as to select suitable titles; it could be also helpful for the
Inspiration Finder module to know why this background
was selected and what potentially helpful inspirations could
be found from the passage with the corresponding selected
titles. For FF2, we implement it on the Hypothesis Proposer
module, since proposing hypotheses is a very important
and complex task. Accordingly, we develop a Hypothesis
Suggestor module (as Mj−0.5) to provide some initial sug-
gestions on how to utilize the inspirations and background
first, and then Hypothesis Proposer (as Mj) can build upon
the suggestions to generate more novel and more compli-
cated hypotheses.

5. Experiments
5.1. Evaluation Metrics & Details

We conduct both automatic evaluation and human evaluation
for the experiments.

For automatic evaluation, we adopt validness, novelty, and
helpfulness as three aspects for GPT-4 to evaluate. We
choose validness and novelty because they are the two ba-
sic requirements for hypothetical induction illustrated in
philosophical literature (Norton, 2003; Yang et al., 2024).
In addition, these two scores also highly resemble the cur-
rent ACL review form, which requires reviewers to score
submitted papers on soundness and excitement aspects. We
choose helpfulness because the final goal of the TOMATO
task is to provide help and assistance for human scientists.

Validness Novelty Helpfulness

Baseline 3.954 2.483 3.489

MOOSE-base 3.907 3.081 3.859
w/ future-feedback 3.955 3.226 3.953
w/ future- and past-feedback 3.916 3.390 3.931

Table 2. Effect of MOOSE-base, future-feedback and past-
feedback (evaluated by GPT-4). MOOSE-related results are
averaged over iterations of present-feedback. Base model is
GPT-3.5.

Validness Novelty Helpfulness

MOOSE (w/o present-feedback) 3.823 3.114 3.809
w/ 1 iteration of present-feedback 3.918 3.199 3.900
w/ 2 iterations of present-feedback 3.951 3.293 3.956
w/ 3 iterations of present-feedback 3.969 3.270 3.962
w/ 4 iterations of present-feedback 3.970 3.329 3.951

Table 3. Effect of present-feedback (evaluated by GPT-4). Base
model is GPT-3.5.

In §A.5 we illustrate why we don’t adopt evaluation
metrics such as (1) relevance and significance, and (2)
BLEU (Papineni et al., 2002), ROUGE (Lin, 2004), or ME-
TEOR (Banerjee & Lavie, 2005).

For human (expert) evaluation, evaluation metrics are the
same. Three experts (social science PhD students) take
charge of the expert evaluation. They evaluate on 400 ran-
domly selected hypotheses from the baseline and variants of
the MOOSE framework. To avoid any bias, they are not told
which methods we are comparing; the order of generated
hypotheses to compare is also randomized. We introduce
how the 400 hypotheses are selected in §A.6, and the high
expert agreement in §A.7.

Each metric is on a 5-point Likert scale. Both experts and
GPT-4 are given the same description of the scale and eval-
uation standard of the three aspects (listed in §A.9).

Out of the metrics, we consider the novelty metric to be
relatively more important than the validness metric. Because
the goal of the TOMATO task is to assist human researchers,
but not to directly add the machine-proposed hypotheses to
the literature. If the hypotheses are fully valid but not novel,
then they are not helpful at all; but if the hypotheses are
novel but not valid, then they can still be possible to inspire
human researchers to develop novel and valid hypotheses.
Helpfulness is also an important metric since it could be
seen as an overall evaluation of a hypothesis.

In §A.8, we introduce the surprisingly high consistency
between expert evaluation and GPT4 evaluation, indicating
that GPT-4 might be able to provide a relatively reliable
evaluation for machine-generated social science hypotheses.
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Validness Novelty Helpfulness

Baseline 3.579 2.276 2.632

MOOSE-base 3.500 2.855 3.026
w/ future-feedback 3.645 3.105 3.303
w/ future- and past-feedback 3.750 3.197 3.368

Table 4. Effect of MOOSE-base, future-feedback and past-
feedback (evaluated by experts). MOOSE results are selected from
the 5th iteration of present-feedback. Base model is GPT-3.5.

Validness Novelty Helpfulness

MOOSE-base (w/o present-feedback) 3.342 2.382 2.500
w/ 2 iterations of present-feedback 3.539 2.803 2.934
w/ 4 iterations of present-feedback 3.500 2.855 3.026

MOOSE (w/o present-feedback) 3.224 2.737 2.855
w/ 2 iterations of present-feedback 3.579 3.250 3.342
w/ 4 iterations of present-feedback 3.750 3.197 3.368

Table 5. Effect of present-feedback (evaluated by experts). Base
model is GPT-3.5.

5.2. Baselines & Base Model Selection

Since the TOMATO task is to propose hypotheses given
only corpus, a natural baseline is to use a corpus chunk as
input, and directly output hypotheses.

Except for §6.3, we use gpt-3.5-turbo for each module
in MOOSE. To be fair, the baseline is also instantiated
with gpt-3.5-turbo. The training data of the model
checkpoint is up to September 2021, while all papers in
our dataset are published after January 2023, so the model
has not seen any of the collected papers in the dataset. In
§6.3, we investigate the effect of base model selection by
using Claude3-Opus (Anthropic, 2024) for each module
in MOOSE.

5.3. Main Results

In this subsection, we compare MOOSE-base with the base-
line and examine the effect of each of the three feedback
mechanisms to MOOSE-base.

We first introduce the number of generated hypotheses being
evaluated in §5.3 and §6. For experiments evaluated with
GPT-4, fifty backgrounds are selected for each method. For
MOOSE-related methods, for each background, on average
around 6 inspirations are extracted, resulting in 4 different
hypotheses. Each hypothesis leads to another 4 more refined
ones with present-feedback. Therefore on average for each
MOOSE-related method in GPT-4 evaluation tables, around
50*4*5=1000 hypotheses are evaluated. For experiments
evaluated with expert evaluation, in general, we randomly
select one hypothesis for each background, resulting in 50
hypotheses evaluated for each line of the method in expert
evaluation tables.

Table 2 shows GPT-4’s evaluation targeting at compar-
ing MOOSE-base and the baseline and shows the ef-
fect of future-feedback and past-feedback. In this table,
MOOSE-related results are averaged over iterations of
present-feedback to not be influenced by present-feedback.
MOOSE-base largely outperforms the baseline in terms of
both novelty and helpfulness, but slightly lower in terms
of validness. As illustrated in §5.1, since the purpose of
the TOMATO task is to inspire and help human researchers,
novelty and helpfulness metrics should be more important.
In practice, we find many hypotheses from baseline almost
only rephrasing some sentences in the input corpus, adding
little novelty content. MOOSE-base with future-feedback
comprehensively outperforms MOOSE-base in terms of
all three metrics. MOOSE-base with both future and past-
feedback largely outperforms MOOSE-base with future-
feedback in novelty and performs slightly lower in validness
and helpfulness metrics. One of the reasons is that the
past-feedback may focus more on the novelty aspect be-
cause the novelty checker module provides more negative
present-feedback than the reality checker module.

Table 3 shows the effect of present-feedback with GPT-4
evaluation. In this table, the results are averaged over three
experiments: MOOSE-base, MOOSE-base with future-
feedback, and MOOSE-base with both future and past-
feedback to focus on present-feedback. It shows that as
more iterations of present-feedback are conducted, valid-
ness and novelty steadily go up; helpfulness also steadily
goes up but reaches the best performance with 3 iterations
of present-feedback.

Table 4 shows expert evaluation results on the comparison
between MOOSE-base and the baseline, and the effect of
future-feedback and past-feedback. MOOSE-related results
are selected from the 5th iteration of present-feedback. Sim-
ilar to GPT-4 evaluation, MOOSE-base largely outperforms
the baseline in terms of Novelty and Helpfulness; MOOSE-
base with future-feedback comprehensively outperforms
MOOSE-base. Different from GPT-4 evaluation, MOOSE-
base with future and past-feedback also comprehensively
outperforms MOOSE-base with future-feedback. We think
one of the reasons could be that GPT-4 might grade valid-
ness based on how frequently it has seen relevant texts, but
not true understanding of the world. Therefore a more novel
hypothesis might tend to have a relatively lower score in
validness and helpfulness under GPT-4 evaluation.

Table 5 shows the expert evaluation of present-feedback.
MOOSE-base and MOOSE are both evaluated. Overall per-
formance generally goes up with more iterations of present-
feedback, but there might be an optimal number of itera-
tions.

6



ICML 2024 AI for Science workshop

Validness Novelty Helpfulness

Rand background 3.954 2.483 3.489
Rand background and rand inspirations 3.773 2.957 3.643
Rand background and BM25 inspirations 3.585 3.364 3.670
GPT-3.5 picked background and inspirations 3.812 2.818 3.733

Groundtruth background and inspirations 3.876 3.000 3.806
Groundtruth hypotheses 3.700 3.380 3.880

Table 6. Analysis of retrieval’s effect on generated hypothe-
ses (evaluated by GPT-4). No methods here utilize any feedback
mechanisms. Base model is GPT-3.5.

6. Analysis
6.1. Background and Inspirations

Here we try to answer “Is ChatGPT necessary for back-
ground and inspiration selection?”.

Table 6 shows various methods for background and inspira-
tion selection. In general, there might be a validness-novelty
trade-off that if a method reaches a high novelty score, then
it is usually hard for it to reach a high validness score. It
is surprising that a randomly selected background and ran-
domly selected inspirations can lead to hypotheses with
relatively comparable validness and novelty to ChatGPT-
picked background and inspirations. Empirically we hy-
pothesize the reason is that randomly picked inspirations
are mostly not related to the background, resulting in a high
novelty (but less validness and helpfulness). In addition,
BM25 (Robertson et al., 2009) picked background and in-
spirations reach a much higher novelty score compared to
ChatGPT-picked ones. Empirically we do not find BM25
retrieved inspirations to be similar to the background, but
they are usually with more concrete contents compared with
random inspirations. Not surprisingly, ChatGPT picked
background and inspirations reach the highest helpfulness
score among those without any ground-truth annotations.
Lastly, ground-truth hypotheses reach the highest novelty
and helpfulness.

6.2. More Ablation Studies

Table 7 shows ablation studies on future-feedback, access
to surveys, and the selection of corpus.

Firstly, for future-feedback, we separately test the effect of
FF1 and FF2. Without FF2, performance comprehensively
drops; without FF1, performance drops on validness and
novelty, with helpfulness remaining comparable. It seems
that FF2 is more significant than FF1. However, the fact that
FF1 works on inspiration title finder and inspiration finer
modules does not mean that it works on all modules. Em-
pirically we find that adding the reasons (or prospects) for
background and inspirations to the hypothesis proposer mod-
ule will cause a more valid but much less novel generation
of hypotheses. The reason is that the hypothesis proposer

Validness Novelty Helpfulness

MOOSE 3.916 3.390 3.931
w/o future-feedback-2 3.895 3.281 3.918
w/o future-feedback-1 3.882 3.355 3.935
w/o access to related survey 3.889 3.431 3.886
w/ randomized corpus 3.941 3.227 3.955

Table 7. More ablation study (evaluated by GPT-4). Results
are averaged over iterations of present-feedback. Base model
is GPT-3.5.

module tends to simply follow the prospects, which do not
have a global view of both background and all inspirations,
but only focus on one background or one inspiration. In-
stead, FF2 (the hypothesis suggestor module) has the global
view and only provides soft initial suggestions on how to
combine the background and inspirations together. With
the hypotheses suggestor module, the hypotheses proposer
module is prompted to further combine the initial sugges-
tions and other inspirations to propose hypotheses. To be
fair, MOOSE-base, which is not equipped with the hypothe-
sis suggestor module, has the same prompt to combine the
inspirations together (just without suggestions) to propose
hypotheses.

Secondly, we cut the access of novelty detector to related
surveys to check the effect of related surveys. As a result,
novelty largely goes up (0.04), and validness goes down to
around 0.26. Empirically one of the main reasons is that
BM25 hardly retrieves enough similar survey chunks, so
that access to the survey leads novelty detector to tend to
reply the hypotheses are novel since it is not mentioned in
the related survey. Without present-feedback, MOOSE and
MOOSE w/o access to survey perform quite comparably.

Lastly, the raw corpus in the dataset is from two sources:
passages that contain the ground truth backgrounds and pas-
sages that contain the ground truth inspirations. In all of
the previous experiments, backgrounds are extracted from
the background passages, and inspirations are extracted
from the inspirations passages. To see whether the pas-
sages are only restricted to their designed role, in MOOSE
w/ randomized corpus experiment, we use inspiration cor-
pus for background extraction and use both inspiration and
background corpus for inspiration extraction. As a result,
validness goes up by about 0.025, while novelty goes down
by about 0.16. We think one of the reasons is that, in this
setting, after selecting a background from an inspiration pas-
sage, MOOSE tends to retrieve the same inspiration passage
to find inspirations, which leads to less novel results.

6.3. Effect of Base Model Selection

In all previous experiments, we adopt GPT-3.5 as the
base model. In this section, we investigate the effect of
base model selection by using Claude3-Opus as the base
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Validness Novelty Helpfulness

Baseline 3.884 2.925 3.856

MOOSE-base 3.967 3.392 3.939
w/ future-feedback 3.926 3.694 3.966
w/ future- and past-feedback 3.875 4.177 3.868

Table 8. Effect of MOOSE-base, future-feedback and past-
feedback (evaluated by GPT-4). MOOSE-related results are
averaged over iterations of present-feedback. Base model is
Claude3-Opus.

Validness Novelty Helpfulness

MOOSE (w/o present-feedback) 3.793 3.683 3.870
w/ 1 iteration of present-feedback 3.896 3.804 3.937
w/ 2 iterations of present-feedback 3.961 3.730 3.939
w/ 3 iterations of present-feedback 3.983 3.809 3.946
w/ 4 iterations of present-feedback 3.980 3.757 3.930

Table 9. Effect of present-feedback (evaluated by GPT-4). Base
model is Claude3-Opus.

model for each module in MOOSE.

With Claude3-Opus as the base model, we again ana-
lyze the effect of MOOSE-base, past-feedback, and future-
feedback in Table 8; and analyze the effect of present-
feedback in Table 9. The experiment settings of Table 8
and Table 9 are exactly the same as in Table 2 and Table 3
correspondingly, but only differ in the base model selection.

In general, there are two conclusions. Firstly, MOOSE’s
components stay effective regardless of different base model
selection. It shows the robustness of the MOOSE framework
in terms of different base model. Secondly, the absolute
evaluation scores on all three metrics largely improved with
Claude3-Opus compared to GPT-3.5, indicating the
even larger potential of the MOOSE framework when more
powerful LLMs are available.

6.4. Qualitative Analysis

The following box shows one generated counter-intuitive
hypothesis (expert evaluation appended).

In collectivist cultures, individuals engage in more con-
spicuous consumption behaviors compared to individu-
alistic cultures. (Validness: 3.3; Novelty: 4.0; Helpful-
ness: 4.0)

Here is the assessment from one of the experts:

The main reason I give a high mark for both three dimen-
sions of this hypothesis is because:

(1) For validness, this hypothesis is based on existing cul-
tural theories and empirical evidence that suggests cultural
values significantly impact consumer behavior. It aligns
with established concepts like collectivism and individual-

ism that have been widely studied in cross-cultural psychol-
ogy.

(2) For novelty, this hypothesis is counter-intuitive to some
extent. Prior research has shown that collectivist cultures
often prioritize group harmony, cooperation, and social co-
hesion over individual desires. This emphasis on collective
well-being might suggest a reduced inclination toward overt
displays of personal wealth or status through conspicuous
consumption. However, this hypothesis suggests the op-
posite that collectivist culture’s members engage in more
conspicuous consumption, which is more commonly linked
to individualistic societies in popular perceptions. This chal-
lenges the notion that members of collectivist cultures avoid
conspicuous consumption behaviors.

(3) For helpfulness, if this hypothesis is confirmed, it could
have significant practical implications. Understanding the
impact of cultural values on conspicuous consumption can
assist businesses and marketers in crafting more effective
cross-cultural marketing strategies. It could also aid policy-
makers in addressing societal issues related to consumerism.

In addition to the analysis of this counter-intuitive exam-
ple, we also provide qualitative analysis on the difference
between hypotheses generated from the baseline, MOOSE-
base, MOOSE-base w/ future-feedback, and MOOSE-base
w/ future and past-feedback in §A.11. More qualitative anal-
ysis on highly scored generated hypotheses can be found in
§A.12. Additionally, §A.13 illustrates factors for good hy-
potheses in social science (particularly in Business). §A.14
shows how MOOSE formulates a hypothesis by giving the
generation of each of the modules in MOOSE.

7. Conclusion
In this paper, we propose a new task, automated open-
domain hypothetical induction (TOMATO), which is the
first task in NLP to focus on social science research hypothe-
ses discovery. Along with the task, we construct a dataset
consisting of 50 recent social science papers published in
top academic journals. We also developed a multi-module
framework MOOSE for the TOMATO task, which contains
a base framework and three novel feedback mechanisms.
Experiments indicate that MOOSE-base outperforms an
LLM-based baseline, and the three feedback mechanisms
can progressively further improve over MOOSE-base. Sur-
prisingly, evaluated by PhD students, MOOSE is able to
produce many novel (“not existing in the literature”) and
valid (“reflecting reality”) research hypotheses. To the best
of our knowledge, this is the first work showing that LLMs
can be leveraged to generate novel and valid scientific hy-
potheses, indicating the potential of LLMs to serve as a
“copilot” for scientists.
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A. Appendix
A.1. Hyper-parameters

Experiments in §6.3 adopts Claude3-Opus, all other experiments are conducted with gpt-3.5-turbo.

Both Claude3-Opus and gpt-3.5-turbo use 0.9 temperature and 0.9 top p.

The hyperparameters for GPT-4 evaluation are 0.0 temperature to ensure the evaluation scores are stable, and 0.9 top p.

A.2. More Related Works on Reasoning and Scientific Discovery

This paper is a successive work in inductive reasoning and is different from commonsense reasoning (Bosselut et al., 2019;
Yang et al., 2020) in that the novel social science hypotheses do not belong to commonsense.

Case-based reasoning (Das et al., 2021; Yang et al., 2023a) also falls in the domain of inductive reasoning, but case-based
reasoning is more about high-level guidance on methodology design (case retrieve, reuse, revise, and retain), which is not
involved in this paper.

A.3. Dataset Complexity Distribution

Table 10 illustrates the complexity distribution of the proposed dataset from both reasoning and association perspectives.
“Easy” in the table means it is relatively easy compared to other publications in the dataset, but does not mean it is actually
easy to induce the hypotheses.

A.4. Why the Tomato Dataset Shouldn’t Be Collected by Automatic Methods

Firstly, there are many hypotheses in a social science publication, which might need an expert to identify which hypothesis is
suitable for this task (e.g., whether it is a main hypothesis, whether the background and inspirations are properly introduced).

Secondly, the background and inspirations scatter in a publication. It needs a deep domain understanding of the hypothesis,
related background, and inspirations to select the background and inspirations out to form a complete reasoning chain to
conclude the hypothesis.

Thirdly, it needs enough domain knowledge to find semantically similar texts (similar to the groundtruth selected background
and inspirations) from the web, where the texts should contain enough details to help elicit the hypothesis.

A.5. Why Not Using Other Evaluation Metrics

Other relevant aspects from related literature include relevance (Wang et al., 2023b) and significance (Zhong et al., 2023).

We do not adopt relevance because our task setting is the automated and open domain, without a manually given background;
neither for significance because social science is different from engineering subjects — (1) every hypothesis is to reflect
the reality of the world, and as long as it reflects the world, it is significant. Therefore it is hard to tell which one is
more significant even by experts; (2) the evaluation standard of significance varies from time to time. For example, in
the 60s, conducting research on how to improve the assembly line’s efficiency as much as possible was seen as very
significant. However, in recent decades, how to alleviate the psychological depression of assembly line workers is seen as
more significant.

We do not adopt BLEU (Papineni et al., 2002), ROUGE (Lin, 2004), or METEOR (Banerjee & Lavie, 2005) as evaluation
metric to compare the proposed hypothesis and the ground truth hypothesis since (1) proposing novel research hypotheses
is an open problem, and (2) TOMATO has an automated open domain setting, which means the automatically selected

Reasoning Complexity Association Complexity

Easy 24 12
Medium 17 25
Hard 9 13

Table 10. Statistics of the complexity of the dataset.

11



ICML 2024 AI for Science workshop

Validness Novelty Helpfulness

Hard Consistency 0.298 0.337 0.361
Soft Consistency 0.755 0.793 0.791

Table 11. Hard and soft consistency scores between evaluation from different experts in terms of Validness, Novelty, and Helpfulness
metrics.

Validness Novelty Helpfulness

Hard Consistency 0.485 0.392 0.321
Soft Consistency 0.850 0.823 0.773

Table 12. Hard and soft consistency scores between expert evaluation and GPT-4 evaluation in terms of Validness, Novelty, and Helpfulness
metrics.

background and inspirations are hardly the same as a few given ground truth ones (if background and inspirations are not the
same, then it is meaningless to compare the hypothesis). Liu et al. (2016) have conducted a comprehensive analysis that
they also reached a similar conclusion that BLEU, METEOR, or ROUGE is not suitable for an open-ended task (such as a
dialogue system).

A.6. Hypotheses Selection for Expert Evaluation

In total, we randomly selected 400 hypotheses to be evaluated by experts. Specifically, for each background passage in the
dataset (out of 50), we use 4 methods (which are to be compared) to collect in total 8 hypotheses.

The 8 hypotheses are from (1) the baseline; (2) the MOOSE-base framework; (3) MOOSE-base + future-feedback; (4)
MOOSE-base + future-feedback + past-feedback. For (2) and (4), we collect three hypotheses, which are (a) without
present-feedback; (b) after 2 iterations of present-feedback; and (c) after 4 iterations of present-feedback. For (1) and (3),
we only collect one hypothesis, which is without present-feedback.

With these collections, we can evaluate the effect of both the MOOSE-base framework and the three feedback methods,
leading to results in Table 4 and Table 5.

Out of the three experts, one expert evaluates the full 400 hypotheses, and the other two each evaluate 104 hypotheses (the
first and second 104 hypotheses out of 400). The reason we choose the number “104” is that (1) social science PhD students
are quite busy and two of them can only have time to evaluate around 100 hypotheses; (2) the number should be dividable
by 8 (since every 8 hypotheses form a group for comparison).

The results of the expert evaluation are averaged over the three experts. Specifically, expert evaluation essentially compares
the 8 hypotheses within a group. The 400, 104, and 104 hypotheses evaluation scores can be written as arrays of [50, 8], [13,
8], and [13, 8]. We concatenate them to [76, 8], and average them across the first dimension.

The payment for expert evaluation is $1 per hypothesis.

A.7. Expert Qualification and Expert Agreement

The constructed dataset covers many subjects, but every collected publication is somewhat related to Marketing, which is a
big topic in Business research. It is common in social science to conduct research that connects with other social science
domains. The experts for expert evaluation are three PhD students majoring in Marketing. Therefore the experts are qualified
enough to provide assessment for machine-generated hypotheses in the domain.

The consistency scores between experts are shown in Table 11. The soft consistency and hard consistency are defined in
§A.8. All soft consistency scores are above 0.75 means, and the average difference between experts in terms of each metric
is less than 1 (out of a 5-point scale), exhibiting high expert evaluation agreement.
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Aspect 1: Validness

5 points The hypothesis completely reflects the reality.

4 points
The hypothesis almost completely reflects the reality, but has
only one or two minor conflictions that can be easily modified.

3 points The hypothesis has at least one moderate conflict or several
minor conflicts.

2 points
The hypothesis has at least one major confliction with the

reality or only establishes in very rare circumstances that are
not mentioned in this hypothesis.

1 point The hypothesis completely violates the reality.

Table 13. Evaluation standard for Validness.

Aspect 1: Novelty

5 points
The hypothesis is completely novel and has not been

proposed by any existing literature.

4 points
The main argument or several sub-arguments of the

hypothesis are novel.

3 points
The main argument is not novel, only one or two

sub-arguments appear to be novel.

2 points
The full hypothesis is not novel, but the way it combines the

topics can be inspiring for human researchers.

1 point The hypothesis is not novel at all and not inspiring for human
researchers.

Table 14. Evaluation standard for Novelty.

A.8. Consistency Between Expert Evaluation and GPT-4 Evaluation

To check the consistency between expert evaluation and GPT-4 evaluation, we use the expert evaluation results and find the
corresponding GPT-4 evaluation results. In total, there are 400 hypotheses evaluated by experts, so the sample we use to
calculate the consistency score is 400.

Specifically, similar to Pan et al. (2011), for soft consistency, if the absolute difference between expert evaluation and GPT-4
evaluation (both are on a 5-point scale) is 0/1/2/3/4, then we assign a consistency score of 1.00/0.75/0.50/0.25/0.00; for hard
consistency, if only the difference is 0, can the consistency score be 1.00, otherwise consistency score is 0.00. The hard and
soft consistency scores shown in Table 12 are averaged for each metric.

The consistency scores are surprisingly high. All soft consistency scores are above 0.75 means, and the average difference
between expert and GPT-4 evaluation in terms of each metric is less than 1 (out of a 5-point scale). The results indicate that
GPT-4 might be able to provide a relatively reliable evaluation for machine-generated hypotheses.

A.9. Evaluation Aspects Description

The evaluation standard for Validness, Novelty, and Helpfulness is correspondingly displayed in Table 13, Table 14, and
Table 15.

A.10. More Details About Past-Feedback Design

In practice, we find that ChatGPT is not capable enough to generate past-feedback with enough good quality for the
Inspiration Feedback module. Instead, it tends to provide feedback as “the previous inspiration titles are not very relevant to
the hypotheses or the background”. As a result, the ChatGPT Inspiration Title Finder module tends to select inspiration
titles that are very related to the background, resulting in a less novel hypotheses generation.

Therefore instead of instantiating with ChatGPT for the Inspiration Feedback module, we experiment with leveraging human

13



ICML 2024 AI for Science workshop

Aspect 1: Helpfulness

5 points

The hypothesis is novel, valid, clear, and specific enough that
it is itself a mature research hypothesis, and human

researchers can directly adopt it for publication with no
modifications needed.

4 points
The hypothesis is novel enough and can be directly adopted

by human researchers for publication after minor
modifications.

3 points
The hypothesis should be largely modified or reconstructed by

human researchers to adopt it.

2 points
Modifying this hypothesis might not deserve the efforts, but a

small part of this hypothesis is inspiring for human
researchers to develop a new hypothesis.

1 point The hypothesis is not helpful and not inspiring at all.

Table 15. Evaluation standard for Helpfulness.

heuristics. The heuristics are “if the inspiration titles are less related to the background, then more novel hypotheses are
likely to be proposed.”. With this heuristics-based past-feedback, MOOSE does perform better (as shown in the tables in §5
and §6).

This heuristics-based feedback is possible to be obtained by a language model since it has access to the novelty feedback
of each hypothesis as well as the inspiration titles the hypothesis leveraged. Here our contribution is to propose a useful
framework for the TOMATO task, which is not limited by any LLMs for any module in the framework. In the future, it is
possible for more powerful LLMs to find better inspiration feedback than human heuristics.

A.11. Qualitative Analysis on Hypotheses Generated From Different Methods

We analyze four hypotheses from the baseline, MOOSE-base, MOOSE-base w/ future-feedback, and MOOSE-base w/
future and past-feedback (MOOSE), where the four methods use the same passage to extract background.

• Hypothesis from the baseline: Companies that prioritize customer understanding will have higher profitability than
companies that do not prioritize customer understanding. (Evaluated by the expert, Validness: 4; Novelty: 1.5;
Helpfulness: 2)

• Hypothesis from MOOSE-base: The level of empathy displayed by leaders in a startup environment influences
employees’ job satisfaction and organizational success through the mediation of employees’ perceived likelihood of
negative outcomes and expectation of enjoyment, as well as their propensity toward risky choices. (Evaluated by the
expert, Validness: 3.5; Novelty: 3; Helpfulness: 3)

• Hypothesis from MOOSE-base w/ future-feedback: Female CMOs in startups, leveraging their higher levels of
empathy, are more likely to prioritize customer satisfaction by actively listening to customer feedback, incorporating
customer insights into decision-making processes, and providing personalized customer experiences. This employee
prioritization of customer satisfaction is positively associated with higher levels of customer engagement, increased
customer loyalty, and improved brand recall, as measured by objective metrics such as sales figures, customer retention
rates, and brand recognition in the market. The influence of female CMOs on employee behavior is mediated by their
ability to foster a caring relationship with customers, as supported by empirical data and statistical analysis. (Evaluated
by the expert, Validness: 3.5; Novelty: 3.5; Helpfulness: 3.5)

• Hypothesis from MOOSE-base w/ future and past-feedback (MOOSE): Female CMOs’ empathy advantage influences
their consideration of negative consequences of CSR initiatives, specifically in terms of employee well-being and
job security. This relationship is moderated by individual differences in emotional intelligence. Additionally, the
organizational culture and industry context will further influence the relationship between empathy advantage and
consideration of negative consequences. The hypothesis will investigate whether female CMOs with higher levels of
empathy are more likely to prioritize employee well-being and job security in the implementation of CSR initiatives, and
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whether this relationship is stronger in industries with a stronger emphasis on employee well-being and job security.
It will also explore the mediating role of organizational culture and the moderating role of emotional intelligence in
shaping the relationship between empathy advantage and consideration of negative consequences. (Evaluated by the
expert, Validness: 4.5; Novelty: 4; Helpfulness: 4)

Analysis from the expert:

• H1 falls short of challenging established assumptions or introducing a novel perspective beyond the widely accepted
link between customer understanding and profitability.

• Both H2 & H3 center around a specific scenario involving female CMOs in startups and delve into their influence
on customer satisfaction, employee behavior, and overall business results. From a research standpoint, this more
focused approach points to a potential gap in the existing body of knowledge. Moreover, these two hypotheses surpass
conventional understanding by considering how the empathy of female CMOs impacts employee behavior and business
outcomes. They put forth a fresh viewpoint, suggesting that cultivating a compassionate rapport with customers,
fostered by female CMOs, could positively affect customer engagement, loyalty, and brand recognition. These two
hypotheses zoom in on a more specific context, introduce an innovative perspective, and probe a potential void in
current research. They are anchored in the dynamic world of innovative business settings and propose a more nuanced
and all-encompassing connection between variables.

• H4 retains its relevance within a modern business landscape by scrutinizing the intersection of empathy, CSR initiatives,
and the dynamics of organizations. This syncs seamlessly with the criterion of being rooted in an innovative business
environment. Moreover, it shakes up established assumptions by considering the potential adverse outcomes of CSR
initiatives and the role empathy plays in shaping decision-making within this context. This hypothesis delves into a
more intricate and thorough exploration, examining a broader spectrum of factors and interactions within a specific
context. Additionally, it imparts a deeper comprehension of the interplay between empathy, business choices, and
organizational results. It grapples with a more complex and distinctive scenario, unearths possible gaps in the existing
literature, and introduces a new angle on the role of empathy in the realm of business decisions.

A.12. Qualitative Analysis on Two MOOSE-Generated Hypotheses With High Expert Evaluation Scores

In the following two grey boxes are two generated hypotheses from MOOSE with high expert evaluation scores (appended
to each hypothesis). The expert’s assessment of the two hypotheses is:

Hypothesis 1: The level of personalization in crowdfunding campaign storytelling, the influence of social media
influencers who align with the campaign, the presence of trust indicators, and the emotional appeal of the campaign
will positively impact potential donors’ likelihood of making a donation. Additionally, the timing of donation requests
and the type of social media influencers (e.g., celebrities vs. micro-influencers) will moderate this relationship. The
perceived risk associated with the crowdfunding campaign will negatively moderate the relationship between the
emotional appeal and donation likelihood. (Validness: 4.5; Novelty: 4.5; Helpfulness: 4.5)

Hypothesis 2: Limited financial resources and limited access to networks and markets of women entrepreneurs in
the manufacturing sector in developing countries may negatively impact their investment in corporate social re-
sponsibility (CSR) initiatives that promote gender equality in host countries. This relationship is further influenced
by the intersectionality of gender and race, with women of color facing additional challenges. Additionally, the
hypothesis considers the role of institutional factors, such as legal frameworks and policies, and the influence of
patriarchal structures on women entrepreneurs’ ability to invest in CSR initiatives. (Validness: 3.5; Novelty: 4.0;
Helpfulness: 4.0)

These two hypotheses both present a comprehensive view of the research narrative. It encompasses multiple hypotheses,
including the primary one, as well as the mediation effect, which serves to elucidate the causal connection between
the independent and dependent variables. Concurrently, both hypotheses outline the range of the effect — namely, the
circumstances in which this effect is applicable, under which scenarios where it might be weakened, and under which
situation it could potentially be inverted.
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In terms of novelty: 1. Limited prior research or a gap in the existing literature. This means that there is a dearth of studies
or information available on the subject, making it an unexplored area. 2. Based on a new business setting. It is grounded
in an innovative business environment, characterized by novel technologies, contemporary themes, and evolving business
requirements. 3. The topic offers a fresh and unique perspective that goes beyond conventional understanding. It might
challenge existing assumptions, propose new theories, or present an unconventional approach.

A.13. Essential Factors for Good Social Science (and Business) Hypotheses

According to business PhD students, counter-intuitive and novel hypotheses are the mostly favoured (by top business
journals). Intuitive and novel hypotheses are also good but not as good as the counter-intuitive ones. Here “novel” refers to
“not pointed out by existing literatures”.

Empirically they think of all the hypotheses on top business journals, around 20% are counter-intuitive, leaving the remaining
80% intuitive.

Counter-intuitive hypotheses tend to receive a lower validness evaluation compared to intuitive ones. For this reason, we
highlight the counter-intuitive hypothesis in §6.4, even if it receives a lower score in validness than hypotheses in §A.12.

A.14. An Example of Hypothesis Formulation via MOOSE

Here we show a complete flow of hypothesis discovery, by giving the output of relevant modules. Specifically, the found
background, found inspirations, generated suggestions, generated hypothesis, reality feedback, novelty feedback, and clarity
feedback are copied in this section.

• Found background:

Blind boxes, in terms of how they reach the consumers, are an innovation. Digging deeper into the issue, you will
learn the very marketing of blind boxes is called probabilistic selling. That is to say, even after making the payment
for a blind box, the buyer still has no idea what will be the contents inside. Suspense. A sense of thrill amid an air
of expectation ensue. The sheer anticipation of a surprise can be intoxicating even as it can keep the consumer on
tenterhooks, in a nice sort of way.

• Found inspirations:

Inspiration 0: ”Surprise is like crack for your brain. Scientists at Emory and Baylor used MRIs to measure changes in
human brain activity in response to a sequence of pleasurable stimuli, using fruit juice and water. The patterns of juice
and water squirts were either predictable or completely unpredictable. Contrary to the researchers’ expectations, the
reward pathways in the brain responded most strongly to the unpredictable sequence of squirts.”

Inspiration 1: ”According to Tmall, China’s largest B2C online marketplace, about 200,000 post-95 consumers bought
blind boxes from its platform in 2019, with each spending CNY 20,000 per year on average; some fanatics even shelled
out CNY 1 million on this ”game of chances” to get the coveted limited-edition toys.”

Inspiration 2: ”Product differentiation is fundamentally a marketing strategy to encourage the consumer to choose one
brand or product over another in a crowded field of competitors.”

Inspiration 3: ”The pandemic has shown how a lack of solid statistics can be dangerous. But even with the firmest of
evidence, we often end up ignoring the facts we don’t like”

Inspiration 4: ”User-generated content (also known as UGC or consumer-generated content) is original, brand-specific
content created by customers and published on social media or other channels.”

Inspiration 5: ”Higher Star Ratings Lead to More Orders.More stars really do lead to more sales.The data shows that
products with higher star reviews have a much higher volume of purchases.”

• Suggestions from Hypothesis Suggestor Module:

Suggestion 1: Combining the background information on blind boxes and probabilistic selling with Inspiration 1
(surprise as a powerful reward stimulus) and Inspiration 2 (high spending on blind boxes by young consumers), a
novel business research hypothesis could be: The element of surprise and unpredictability in probabilistic selling,
such as blind boxes, triggers stronger reward responses in the brain, leading to higher consumer spending and loyalty,
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particularly among younger demographics. This hypothesis suggests that the psychological impact of surprise can be a
significant driver of consumer behavior and purchasing decisions, especially for novel product categories.

Suggestion 2: Integrating the background context with Inspiration 3 (product differentiation strategy) and Inspiration 5
(user-generated content), another innovative hypothesis could be: Encouraging user-generated content around the
surprise and reveal aspects of blind box products can serve as a powerful product differentiation strategy, setting
brands apart in a competitive market. By leveraging the excitement and social sharing around the unboxing experience,
businesses can create a unique brand identity and foster a sense of community among their customers.

Suggestion 3: Drawing from the background information, Inspiration 4 (the importance and challenges of evidence-
based decision making), and Inspiration 6 (the impact of star ratings on sales), a third hypothesis could be: Despite
the proven effectiveness of probabilistic selling in driving consumer engagement and sales, businesses may be reluctant
to adopt this strategy due to a lack of traditional, evidence-based metrics and the perceived risks associated with
unpredictable outcomes. This hypothesis highlights the potential tension between data-driven decision making and the
benefits of innovative, surprise-based selling strategies.

• Hypothesis from Hypothesis Proposer Module:

User-generated content, such as unboxing videos and reviews, can significantly influence the purchasing decisions of
potential blind box buyers, particularly among younger demographics. The excitement and social sharing around the
unboxing experience, as depicted in user-generated content, can amplify the psychological reward of surprise and
drive higher sales, making it an effective tool for businesses to differentiate their products and increase consumer
engagement in the blind box market.

• Reality Feedback:

The given hypothesis about the influence of user-generated content on blind box purchasing decisions among younger
demographics seems to reflect reality to a certain extent. However, there are a few points to consider that might suggest
the hypothesis does not entirely capture the reality:

1. Generalization: The hypothesis assumes that user-generated content significantly influences all younger demo-
graphics. In reality, the impact may vary depending on factors such as personal preferences, cultural background, and
socio-economic status.

2. Other influential factors: While user-generated content can be an important factor in purchasing decisions, it may
not be the sole or most significant driver. Other aspects like product quality, price, brand reputation, and peer influence
might play equally important or even more crucial roles.

3. Limited scope: The hypothesis focuses on the excitement and social sharing aspect of unboxing experiences.
However, it does not consider the potential negative impact of user-generated content, such as disappointing unboxing
experiences or negative reviews that could discourage purchases.

4. Assumption of psychological reward: The hypothesis assumes that the surprise element in blind box purchases
always leads to a positive psychological reward. In reality, some consumers might experience disappointment or
frustration if they do not receive the desired item, which could deter future purchases.

5. Lack of empirical evidence: The hypothesis presents a plausible explanation but does not provide concrete empirical
evidence

• Novelty Feedback:

Based on the provided inspirations and the possibly related business literature paragraph, the research hypothesis
appears to be novel and not a direct semantic copy of any of the given information. The hypothesis combines insights
from various sources, such as the psychological impact of surprise, the popularity of blind boxes among younger
demographics, the role of product differentiation, and the influence of user-generated content on purchasing decisions.
While the hypothesis draws from these inspirations, it synthesizes them into a unique and specific context related to the
blind box market and the impact of user-generated content on consumer engagement and sales. The provided literature
paragraph discusses language modeling and large language models, which is not directly related to the hypothesis.To
further enhance the novelty of the hypothesis, you could consider the following suggestions:

1. Explore the potential long-term effects of user-generated content on brand loyalty and customer retention in the
blind box market.
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2. Investigate the role of social media platforms and influencers in amplifying the impact of user-generated content on
blind box sales.

3. Examine the potential differences in the effectiveness of user-generated content across various product categories
within the blind box market (e.g., collectible toys, beauty products, or snacks).

4. Analyze the impact of user-generated content on the perceived value and collectibility of blind box items among
consumers.

• Clarity Feedback:

The given hypothesis is relatively clear and specific, as it identifies the relationship between user-generated content
and purchasing decisions of potential blind box buyers. It also specifies the target demographic (younger buyers),
the psychological factors at play (excitement, surprise, and social sharing), and the potential benefits for businesses
(product differentiation and increased consumer engagement). However, there is still room for improvement in terms of
specificity.To make the hypothesis more specific, consider the following:

1. Quantify the extent of the influence of user-generated content on purchasing decisions (e.g., ”can increase the
likelihood of purchase by X”).

2. Specify the age range of the ”younger demographics” (e.g., ”particularly among buyers aged 18-34”).

3. Clarify which types of user-generated content have the most significant impact (e.g., ”especially unboxing videos
that showcase the excitement and surprise of the experience”).

4. Indicate the platforms or channels where user-generated content is most effective (e.g., ”on social media platforms
such as Instagram and TikTok”).

5. Provide a more detailed explanation of how user-generated content amplifies the psychological reward (e.g., ”by
creating a sense of anticipation and vicarious experience for potential buyers”).6. Quantify the potential

A.15. Future Directions

This work discovered the possibility of LLMs to propose novel research hypotheses. But it mainly focuses on the social
science and business disciplines. It would be very interesting to investigate how LLMs can induce novel hypotheses for
other disciplines (especially nature science domains).

In addition, the MOOSE framework could be further improved to induce more valid and novel hypotheses for social science
and business domains.

From the aspect of human-AI interaction, it would be also interesting to see how MOOSE can act as an AI Copilot to assist
scientists in hypothesis discovery.

A.16. Full Algorithm of the MOOSE Framework

Algorithm 1 shows the full algorithm of the proposed framework.
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Algorithm 1 Algorithm for MOOSE
Input: Raw web corpus C, related surveys S
Parameter: Total iterations for past-feedback M , total iterations for present-feedback N
Output: A list of hypotheses H

1: for c in C do
2: b, b reason = Background Finder(c)
3: if b == None then
4: continue
5: end if
6: for iteration k ∈ 0...M do
7: if k ! = 0 then
8: past f = Inspiration Feedback(t, h, present f )
9: else

10: past f = None
11: end if
12: t, t reason = Inspiration Title Finder(C, b, b reason, past f )
13: p = find passage by title(t, C)
14: i = Inspiration Finder(b, b reason, p, t reason)
15: s = Hypothesis Suggestor(b, i)
16: h = Hypothesis Proposer(b, i, s)
17: for iteration t ∈ 0...N do
18: cf , rf , nf = Clarity Checker(h), Reality Checker(h), Novelty Checker(h, S)
19: present f = [cf , rf , nf ]
20: h = Hypothesis Proposer(b, i, s, h, present f )
21: end for
22: H .append(h)
23: end for
24: end for
25: return H
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