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Abstract

Existing self-supervised methods for gaze esti-
mation using the dominant streams of contrastive
and generative approaches are restricted to eye
images and could fail in general full-face set-
tings. In this paper, we reveal that contrastive
methods are ineffective in data augmentation for
self-supervised full-face gaze estimation, while
generative methods are prone to trivial solutions
due to the absence of explicit regularization on se-
mantic representations. To address this challenge,
we propose a novel approach called Bootstrap
auto-encoders with Contrastive paradigm (BeCa),
which combines the strengths of both generative
and contrastive methods. Specifically, we revisit
the Auto-Encoder used in generative approaches
and incorporate the contrastive paradigm to intro-
duce explicit regularization on gaze representa-
tion. Furthermore, we design the InfoMSE loss
as an alternative to the vanilla MSE loss for Auto-
Encoder to mitigate the inconsistency between
reconstruction and representation learning. Ex-
perimental results demonstrate that the proposed
approaches outperform state-of-the-art unsuper-
vised gaze approaches on extensive datasets (in-
cluding wild scenes) under both within-dataset
and cross-dataset protocols.

1. Introduction

Gaze estimation is a vital visual task that predicts the di-
rection of a person’s gaze, a crucial non-verbal cue in
various applications, including human-computer interac-
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Figure 1: Characteristics of BeCa and BeCa-InfoMSE.
We introduce contrastive regularization and Informative
Mean Square Error to self-supervised gaze estimation with
more than 15% performance improvement and well accom-
modation to wild datasets like Gaze360. BeCa is free from
additional head pose models and can be trained in an end-
to-end manner. BeCa-InfoMSE further enhances estimation
performance by decoupling the learned gaze representation
from the reconstruction quality.

End-to-end Training

tion (Hutchinson et al., 1989; Kim & Ramakrishna, 1999;
Surakka et al., 2004; Lei et al., 2023), autonomous vehi-
cles (Martin et al., 2018; Gerber et al., 2020; Pal et al.,
2020; Fletcher & Zelinsky, 2009), and augmented and vir-
tual reality (Patney et al., 2016; Burova et al., 2020; Konrad
et al., 2020; Shi et al., 2020; Liu & Qin, 2022; Chen et al.,
2022a). With the advent of deep learning, appearance-based
approaches (Cheng et al., 2021; Zhang et al., 2015; Lu et al.,
2014; Liu et al., 2021; Cheng & Lu, 2023; Xu et al., 2023b),
regressing gaze direction with neural networks in a super-
vised manner, have become dominant in gaze estimation.

Early appearance-based approaches focused on utilizing eye
images by assuming that the eye region contains the most
abundant gaze information. (Zhang et al., 2017b; Kellnhofer
et al., 2019; Zhang et al., 2020; Murthy & Biswas, 2021)
demonstrated that the facial region also contains valuable
gaze information and can be leveraged to enhance gaze
estimation. However, these appearance-based approaches
require large amounts of labeled data and are resource-
intensive. To address this limitation, self-supervised gaze
estimation has emerged as a promising alternative.
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Figure 2: The proposed framework of (a) BeCa, (b) few-shot linear probing using the learned feature, and (c) the proposed
InfoMSE. For BeCa, two different augmented images are fed into the Encoder and the output feature is used in three-fold.
First, we utilize contrastive loss to regularize the feature. Then, we use a decoder to decode the eye regions. InfoMSE or
MSE is used to calculate the loss between the predictions and the ground truth. Finally, we perform linear probing using this

feature to get the final gaze direction.

Contrastive (Chen et al., 2020a; Grill et al., 2020; Caron
et al., 2021; Zbontar et al., 2021) and generative (He et al.,
2022) paradigms are the two mainstream self-supervised
learning methods that have achieved impressive perfor-
mance on various visual tasks, including classification, seg-
mentation, and detection. However, these approaches have
encountered challenges when applied to the gaze estimation
task, particularly in the context of eye image input. Specifi-
cally, contrastive paradigms have been found to be ineffec-
tive in self-supervised gaze estimation using eye image in-
put (Sun et al., 2021) (GazeCLR (Jindal & Manduchi, 2023)
relies on multi-view video-based gaze images (Park et al.,
2020) and the corresponding data augmentation, which are
not available in most gaze datasets and are more difficult
for practice applications). On the other hand, existing gen-
erative self-supervised gaze estimation approaches (Yu &
Odobez, 2020; Sun et al., 2021) are limited to eye image
input and neglect the valuable gaze information contained
in the facial regions. Furthermore, directly expanding these
methods to full-face input causes degraded gaze estimation
performance, since full-face images contain rich informa-
tion such as facial details that could overwhelm the model
with trivial solutions and produce indistinguishable features
for estimating gaze direction.

In this paper, we investigate self-supervised learning for full-
face gaze estimation. We first reveal that the vanilla auto-
encoder only considers reconstruction quality but ignores
semantic information for regularizing the learned represen-
tation. To address this issue, we propose a novel framework
named Bootstrap auto-encoders with Contrastive paradigm
(BeCa) to achieve self-supervised learning for full-face gaze
estimation by ameliorating the merits of generative and
contrastive paradigms. Specifically, we decompose the like-
lihood function of AutoEncoders and exert an additional
contrastive regularization term to facilitate learning distinc-

tive information for identifying gaze direction.

Furthermore, we argue that representation quality and recon-
struction quality are not fully correlated, especially when
reconstruction quality is good enough. In this way, accurate
reconstruction of pixels supervised by the origin image is
hardly helpful and could mislead the model to focus on irrel-
evant details in the image that do not correspond to the gaze
direction. As a result, the ground-truth label (image pixel)
distribution is not always the optimal label distribution for
high-level self-supervised learning. To address this issue,
we make a reasonable assumption on the existence of an
unknown underlying label distribution, and propose the In-
formative Mean Square Error (InfoMSE) and develop BeCa-
InfoMSE to estimate the mutual information between the
input and the suitable label distribution by simultaneously
aggregating the predicted label close to its corresponding
ground truth and separating the irrelevant pairs.

Experimental results demonstrate that both BeCa and
BeCa-InfoMSE achieve superior performance over exist-
ing self-supervised approaches in within-dataset and cross-
dataset tests. BeCa consistently outperforms existing self-
supervised baselines on commonly used gaze datasets, in-
cluding Columbia, MPII, ETH-Xgaze, and even wild scene
i.e., Gaze360. Remarkably, compared with the state-of-the-
art eye image self-supervised approach CE (Sun et al., 2021),
BeCa achieves 20% lower gaze error on MPII. Furthermore,
BeCa-InfoMSE enhances the performance of BeCa with a
clear margin of nearly 5% on all the gaze datasets. It is
worth mentioning that both BeCa and BeCa-InfoMSE are
general to various architectures (i.e., ResNet-18, ResNet-50,
and ViT-tiny) and achieve state-of-the-art performance in
terms of various kinds of evaluation metrics.

To our best knowledge, we are the first to achieve general
self-supervised full-face gaze estimation. The contributions
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of this paper are summarized as below.

» We revisit existing generative approaches using the vanilla
MSE loss and highlight their limitation in relying solely
on reconstruction quality induced by the vanilla MSE loss.

* We propose BeCa that combines the benefits of both MSE
loss and the contrastive paradigm for self-supervised full-
face gaze estimation. BeCa introduces explicit regulariza-
tion of semantic information to avoid trivial solutions and
facilitate the generative paradigm for full-face images.

* We design a novel InfoMSE loss function to address the
issue that unsupervised learning ability and reconstruc-
tion quality are not fully correlated, and consequently,
develop BeCa-InfoMSE to enhance the quality of learned
representation by incorporating information theory into
the generative paradigm.

2. Related Work

Appearance-based Gaze Estimation. Deep learning mod-
els have facilitated the progress of gaze estimation. Early
works (Zhang et al., 2015; 2017a; Cheng et al., 2018) lever-
age deep neural networks to regress gaze from eye patches
since eyes contain rich gaze information. Recently, full-face
input is found beneficial to gaze estimation (Zhang et al.,
2017b; 2020; Kellnhofer et al., 2019), especially for gaze
datasets with large-variance of head pose and gaze, like
ETH-XGaze (Zhang et al., 2020) and Gaze360 (Kellnhofer
et al., 2019). For instance, (Zhang et al., 2020) uses ResNet-
50 to regress gaze from full-face input and obtains a compet-
itive result, especially on gaze generalization benchmark.
Self-supervised Gaze Estimation. Previous self-
supervised gaze estimation methods mainly apply to eye
images. The main idea is to learn gaze representation by
reconstructing the eye with encoder-decoder architecture.
(Yu & Odobez, 2020) takes gaze redirection as pretext work
for unsupervised gaze learning. Subsequent work CE (Sun
et al., 2021) applies the latent-code-swapping mechanism
on image pairs, which are the same eye or eye with the same
gaze in the same image, and the strategy disentangles the
gaze-relevant feature and the appearance-relevant feature.
Although GazeCLR (Jindal & Manduchi, 2023) performs
full-face self-supervised full-face gaze estimation using mul-
tiple encoders and heads on large video-based gaze dataset
EVE, these multi-view images are not available in most gaze
datasets and are difficult to implement in practice.
Self-supervised Pre-training Contrastive learning meth-
ods (Wu et al., 2018; Misra & van der Maaten, 2020; Chen
et al., 2020a; He et al., 2020; Caron et al., 2020; 2021;
Chen et al., 2022b) have greatly facilitated self-supervised
learning in the past few years. Benefiting from the large-
scale dataset, the pre-trained model exhibits comparable
performance to the supervised counterpart under the linear
probing (Xu et al., 2023a) and even better generalization

ability in downstream tasks including object detection, in-
stance segmentation, and fine-grained classification (Chen
et al., 2020b; Grill et al., 2020). Contrastive learning usually
regards the augmented views from the same image as the
positive pair and the remaining as negative pairs such that
self-supervised learning is achieved by discriminating the
positive pair from negative pairs. It is also feasible to simply
learn an invariant representation for different augmentations
at the risk of collapse (Grill et al., 2020; Caron et al., 2021;
Chen & He, 2021). However, contrastive learning cannot be
well employed in gaze estimation due to two problems. As
mentioned in (Wang et al., 2022), existing contrastive learn-
ing methods are based on classification-oriented datasets
like ImageNet (Deng et al., 2009) and cannot handle gaze
data that is regression-oriented. Furthermore, there is a
lack of suitable data augmentation for gaze datasets, and no
pseudo-label used in (Wang et al., 2022) is available.

3. Methodology

3.1. Preliminaries

AutoEncoders. Given an image x, an autoencoder first
extracts its latent variable z using the encoder fy with learn-
able parameters 6 and then recover x from z using an extra
decoder g4 with learnable parameters ¢. We represent the
extraction process with the probability distribution pgy(z|x)
parameterized by ¢ and the recovery process py(y|z) by ¢.

The vanilla auto-encoder deems the same encoder and de-
coder and maximizes the log-likelihood as:

maXEp(w) 10gp¢79(y|$) (1

Without loss of generality, we assume p(y|z) obeys the
Gaussian distribution and rewrite the objective as

maxE, ) [—[ly — 7l3/0°] , )

where o is the variance and ¥ is the ground truth. Note that
the objective of the auto-encoder becomes the MSE loss
given a constant variance.

Contrastive Learning. Vanilla contrastive learning meth-
ods discriminate the positive sample from negative samples
through the infoNCE loss (van den Oord et al., 2018). For
example, different views of an input image x; are generated
with random data augmentation and encoded into latent vari-
ables 2%, where i is the index of sample and  is the index
of view. Contrastive learning methods maximize the mu-
tual information E,, , log(p(z|z)/p(z)) between the latent
variable z and input image x. Since the mutual information
is usually intractable for high-dimensional continuous vari-
ables, an approximate InfoNCE loss is alternatively adopted

exp(o (2}, 2)/7)
exp(o(zf, 2{)/7) + 32, 32, Lizj exp(o(2f, Z}’)/T?,) ’
3)

—log
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where 7 is the temperature factor that controls the strength
of punishment and o (-, -) is the similarity measurement.

3.2. Bootstrap Auto-Encoders

Consider the dataset D of N samples {x;,y; } Y, where z;
is an input image and y; is the label of reconstruction area.
For simplicity, we omit the subscript in the rest of this paper.
The likelihood pg(y|z) represents the learning procedure
that predicts y from z using learnable parameters 6.

Revisiting the Auto-Encoder. As discussed in Section 3.1,
vanilla auto-encoders maximize the log-likelihood func-
tion [E, ;) log pg,e(y|r) but ignore the latent variable z.
Here, we deem z as the semantic information contain-
ing gaze direction and introduce it into the maximiza-
tion of E ;) log pg.¢(y|x). Assuming the Markov Chain
y <> z <> x for z, y and z, we decompose py g(y|x) as

pwwm=/mmmmmm& 4

In Proposition 1, we develop a loss function equivalent to
Eq. (4) that relates the auto-encoder to the contrastive loss.

Proposition 1. Optimizing [ ps(y|2)pe(z|z)dz is equiva-
lent to optimizing the combination of the contrastive loss
between x and z and the MSE loss of y, i.e.,

po(z]2)
E,, . log + E; . logpe(yl|z). (@)
p(x) ) 05( | )
Proof. Please refer to the appendix A.1. [

Proposition 1 implies that the latent variable z induces an
extra term related to the contrastive loss in the vanilla MSE
loss Eq. (2). The first term in Eq. (5) can be viewed as the
mutual information between = and z and are approximated
using the contrastive (InfoNCE) loss.

Bootstrap auto-encoders with Contrastive paradigm
(BeCa). According to Eq. (5), we propose to minimize
the combination of contrastive loss and reconstruction loss:

exp(sim(z;, 2x)/7)

Zj exp(sim(z;, z;)/7T

where 7 is the hyper-parameter and sim(-, -) is the cosine
similarity. Let us define e, (z;, z;) = exp(sim(z;, z;)/T)
for simplicity. Eq. (6) can be rewritten as

—log

)+vwﬂ—w@ (©6)

eT(zivzk) ~ 2
g1~ t7 llg—yls- (7
Zj er(2i, %) 2

—lo
Here, the first term is the contrastive loss that performs
as the global regularization to constrain the relationship
between the individual samples and the population (i.e.,
global relationship between the samples at the batch level),

while the second term is the MSE loss as the instance-level
local objective used in vanilla auto-encoders. In this way, the
contrastive paradigm is used to bootstrap the auto-encoders
to learn self-supervised gaze representation with explicit
global semantic regularization.

3.3. Informative Mean Square Error

BeCa incorporates the contrastive paradigm into AutoEn-
coders, thereby introducing explicit semantic regularization
for pixel reconstruction. While higher reconstruction quality
is typically associated with better performance in low-level
visual tasks such as super-resolution and denoising, it is not
necessarily a reliable indicator of superior performance in
high-level vision tasks like self-supervised gaze estimation,
which aims to learn semantic information.

Contrary to adopting the ground-truth label distribution
p(y), we alternatively assume the underlying label distri-
butions pyp,(y) for high-level semantic learning and p;(y)
for low-level visual tasks, respectively. Their likelihoods
pr(y|z) and p;(y|z) are supposed to share the same condi-
tional distribution p(x|y) and the input distribution p(z).

In this way, directly optimizing the objective in Eq. (1) us-
ing the low-level label likelihood p;(y) is not optimal, while
optimizing the objective using the high-level label likeli-
hood py,(y) is impossible as py, (y) is unknown. To address
this issue, we develop a novel informative mean square er-
ror (InfoMSE) to optimize the representation learned from
semantic information. Specifically, we focus on the prob-
ability ratio Z ;’(’5) rather than the likelihood and optimize
the mutual information as discussed in Proposition 1. Ac-
cording to the Bayes’ Formula, we obtain that

prylz) _ plzly) _ pulyle)

= = : ®)
pr(y)  pl@)  p(y)

Then, we develop the InfoMSE as maximizing the mu-

tual information between the input x and the label y as

Ezyloggﬁ%%?—: »ylog U2 With Bq. (15), we de-
rive the objective of InfoMSE as:
pr(ylz) pu(|2) Pu(yl?)
Em, 1Og = gy 108 + Ky 4y log .
Y pr(y) Y pi(z) Y p(y)
)
Eq. (9) shows that InfoMSE can be decomposed into
two terms, where the first term E, , log % is the mu-

tual information between x and z, and the second term

E. .y log %"5) is the mutual information between label y

and gaze feature z. To calculate E, , log(pi(y|2)/pi(y)),
we first estimate p; (y) using the Monte Carlo sampling from

one mini-batch of M samples xt, - , oM

M
1 )
n(y) =57 > _mlyle’) (10)
j=1
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where 27 is the latent variable of 7. Assume that p;(y|2) is
a Gaussian distribution where the expectation is the GT label
¢ with the standard deviation o, i.e., p;(y|2) = N (y; 9, 0).
We have:

N(y;9,0)
ﬁzg{\ilj\/’(y;ﬂjﬂ)
exp(—[ly—313/C)
=log - . (1D
LM exp(lly—7;13/C)

In this way, We leverage InfoMSE to simultaneously narrow
the gap between the predicted label and the corresponding
ground truth and discriminate the prediction and ground
truth that are not paired.

] pi(y|2) _

E, ,log =
z,Y pl(?J) z,Y

BeCa With InfoMSE. Furthermore, we propose BeCa-
InfoMSE that leverages the proposed InfoMSE rather than
MSE in BeCa. Let ec(yi,3;) = exp(—|lyi — 4;/3/C).
The objective function for BeCa-InfoMSE is

ec(Yi, Ui)
Z] ec(y’iayNj)7

e'r(zia Zk)

Zj er(2i, %)

where (3 is the hyper-parameter.

—log —pB-lo (12)

3.4. Discussion about Full Face and Eye Image

Full-face images contain a wealth of gaze-relevant informa-
tion, outperforming eye images in supervised scenarios, as
demonstrated in recent studies (Bao et al., 2022; Wang et al.,
2022; Zhang et al., 2015). However, existing unsupervised
gaze approaches overlook this and operate solely on eye
images, resulting in inferior performance and reliance on
supplementary head pose information. In contrast, our ap-
proach capitalizes on the abundant information in full-face
images, yielding superior performance even in the absence
of head pose information, as shown in Table 4. The utiliza-
tion of full-face images enables our approach to embrace a
fully self-supervised paradigm, hinting at a promising av-
enue for unsupervised gaze estimation. By harnessing the
additional information in full-face images, our approach can
enhance the accuracy and robustness of gaze estimation, ac-
commodating a broader range of scenarios and applications.

4. Experiments
4.1. Experimental Settings

Datasets. We perform our self-supervised experiments on
4 gaze datasets: ColumbiaGaze (Smith et al., 2013), MPI-
[FaceGaze (Zhang et al., 2017b), Gaze360 (Kellnhofer et al.,
2019) and ETH-Xgaze (Zhang et al., 2020). The details of
these datasets are elaborated in the appendix A.2. Follow-
ing (Zhang et al., 2018), face normalization is performed on
all images according to detected landmarks.

Experimental Details. We employ three different architec-
tures, i.e., ResNet-18, ResNet-50, and ViT-tiny, as the back-
bones. All experiments are realized using PyTorch(Imambi
et al., 2021). Please refer to the appendix A.3 for details.

Linear Probing. We freeze the weights of pre-trained mod-
els and train an additional linear regressor using the selected
labeled training images following (Sun et al., 2021).

Data Augmentation. Color jitter and grayscale are adopted
considering that gaze is sensitive to spatial transformation.

4.2. 100-shot Evaluations

Following the convention in unsupervised learning and pre-
vious work (Yu & Odobez, 2020; Sun et al., 2021), we
randomly select 100 labeled samples from the training set
for either linear probing or few-shot fine-tuning. Then we
validate the pre-trained model under the within-dataset and
cross-dataset settings. Specifically, We perform 100-shot
linear probing and 100-shot fine-tuning under the within-
dataset setting, whereas we perform 100-shot linear probing
for the cross-dataset setting.

Within-dataset 100-shot linear probing. We assess vari-
ous existing self-supervised methods for full-face gaze esti-
mation on Columbia, MPII, and Gaze360. The evaluation
protocol is linear probing as explained in Section 4.1. Note
that BeCa differs from eye-image based methods as head
pose is not adopted for end-to-end and fully self-supervised
learning. For fair cross-person evaluations, all samples are
randomly selected from the training set. Since 100-shot
linear probing has not been considered for full-face gaze
estimation, we select representative approaches that have
achieved notable success in general visual pre-training for
comparison, as summarized below.

* ImageNet-Pretrained. ImageNet-Pretrained refers to the
model pre-trained on ImageNet using supervised learning.

¢ AutoEncoder (FRC) and AutoEncoder (ERC). Facial-
patch reconstruction (FRC) reconstructs the whole full-face
images using a vanilla auto-encoder architecture, whereas
Eye-patch reconstruction (ERC) reconstructs the eye re-
gions using a vanilla auto-encoder architecture.

¢ SimCLR (Chen et al., 2020a) and Barlow Twins (Zbon-
tar et al., 2021). SimCLR and Barlow Twins are two typi-
cal contrastive approaches. SimCLR is motivated by the
variation between images and performs contrastive learning
by enclosing the representations of two augmented views
while pulling away other views. In contrast, Barlow Twins
focus on the redundancy in feature channels, and learns
representations by minimizing their correlations.

¢ Masked AutoEncoder (MAE) (He et al., 2022). MAEs re-
construct masked patches from visible patches using ViTs
and achieve impressive performance in general visual tasks.
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Table 1: 100-shot linear probing for different self-supervised approaches. findicates that we use models self-supervised
pretrained on Xgaze as the initialization for AutoEncoder (ERC), BeCa and BeCa-InfoMSE on Columbia.

Methods Backbones Columbiaf MPII Gaze360
ImageNet-Pretrained ResNet-18 13.01£0.2 10.85+0.2 36.70+0.5
AutoEncoder (FRC) ResNet-18 12.05+0.2 9.21+0.2 30.23+0.4
AutoEncoder (ERC)t ResNet-18 7.1£0.1 6.60+0.1 26.87+0.4
SimCLR (Chen et al., 2020a) ResNet-18 13.6540.2 10.794+0.2 37.2940.7
Barlow Twins (Zbontar et al., 2021) ResNet-18 11.7740.2 9.55+0.1 30.54+0.5
BeCaf ResNet-18 6.44+0.1 5.76£0.1 22.5440.3
BeCa-InfoMSE' ResNet-18 6.12+0.1 5.44+0.1 21.75+0.3
ImageNet-Pretrained ResNet-50 13.81£0.2 11.34£0.2 38.94+0.6
AutoEncoder (FRC) ResNet-50 12.4940.2 9.88+0.2 29.834+0.5
AutoEncoder (ERC)T ResNet-50 7.46+0.1 7.01+0.1 28.97+0.4
SimCLR (Chen et al., 2020a) ResNet-50 14.21+0.2 11.28+0.2 38.55+0.6
Barlow Twins (Zbontar et al., 2021) ResNet-50 12.17+0.2 9.89+0.2 33.17+0.5
BeCaf ResNet-50 6.5240.1 5.901+0.1 23.45+0.3
BeCa-InfoMSE' ResNet-50 6.37+0.1 5.69+0.1 22.67+0.3
ImageNet-Pretrained ViT-tiny 12.08+0.1 10.22+0.2 37.01£0.5
AutoEncoder (ERC)f ViT-tiny 7.010.1 6.77+0.1 24.254+0.4
Masked AutoEncoder (He et al., 2022) ViT-tiny 12.14+0.2 8.74+0.1 26.0+0.4
BeCaf ViT-tiny 6.1440.1 5.361+0.1 16.23+0.3
BeCa-InfoMSE' ViT-tiny 6.03+0.1 5.17+0.1 15.27+0.4
Table 2: 100-shot Linear Probing on Xgaze. Table 4: Comparison with the state-of-the-art self-
Methods w/ ViT-tiny w/o ViT-tiny supervised approaches. We do not use head pose labels.
ImageNet-Pretrained 26.94 4247 Methods Head Pose Columbia MPII
AutoEncoder (ERC) 16.80 19.27 (Yu & Odobez, 2020) - 8.95 -
Masker AutoEncoder 28.27 31.13 (Sun et al., 2021) v 6.4 7.2
BeCa 12.82 14.73 (Sun et al., 2021) X 7.1 7.2
BeCa-InfoMSE 12.17 13.54 (Jindal & Manduchi, 2023) X 6.6 6.5
- . BeCa X 6.44 5.76
Table 3: 100-shot Cross-dataset Linear Probing. BeCa-InfoMSE X 612 5.44
Methods Backbone Source Columbia MPII
CE (Sun etal., 2021) ResNet-18 Xgaze 776  9.04 Table 5: 100-shot fine-tune experiments.
BeCa ResNet-18 Xgaze 7.35 6.51 Methods Backbone  Gaze360
BeCa-InfoMSE  ResNet-18 Xgaze = 7.08 = 6.26 100 ghot linear-probing BeCa ~ ResNet-18  22.54
BeCa ViT-tiny Xgaze 7.23  6.40 100-shot Fine-tune BeCa ResNet-18 21.81
BeCa-InfoMSE ViT-tiny Xgaze 7.02 6.15
100-shot linear-probing BeCa ~ ResNet-50 23.45
We employ MAEs to reconstruct the patches randomly 100-shot Fine-tune BeCa ResNet-50 22.16

masked in full-face images.

As shown in Table 1, BeCa and BeCa-InfoMSE outperform
all existing pre-training approaches across different datasets
and backbones. Specifically, BeCa achieves 6.44 gaze error,
6.52 gaze error, and 6.14 gaze error on Columbia datasets
using ResNet-18, ResNet-50 and ViT-tiny as the backbone
respectively. These results achieves average 12% perfor-
mance improvement compared with AutoEncoder (ERC).
For wild gaze dataset, i.e., gaze360, BeCa exhibits over 30%
performance improvement when using ViT-tiny as the back-
bone. Furthermore, InfoMSE consistently improves BeCa
across all settings. We also report in Table 2 the results for

100-shot linear probing on Xgaze using ViT-tiny as the back-
bone. Compared with AutoEncoder (ERC), BeCa-InfoMSE
reduces the gaze error by 5.73° and achieves a 29.7% gain
without the head pose. The gaze error is further reduced to
12.17° by adopting the head pose in BeCa-InfoMSE (i.e., a
27.6% gain over AutoEncoder (ERC)). This result proves
that the head pose label can also benefit the proposed ap-
proach, despite that we do not use head pose labels in our
evaluations in conformity with the self-supervised policy.

Cross-dataset 100-shot linear probing. To evaluate the do-
main adaptation ability of our approaches, we conduct 100-
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Table 6: Linear Probing using the Whole Dataset.

Table 9: Ablation study on the hyper-parameter v and 3

Methods Backbone  MPII  Gaze360 BeCa Xgaze ‘ BeCa-InfoMSE Gaze360
AutoEncoder (ERC)  ResNet-18 6.22 23.51 Y=25 14.73 8 =0.01 20.27
AutoEncoder (ERC)  ResNet-50 6.65 27.93 y=3 14.13 8 =0.05 20.44
BeCa ResNetl§ 533 2035 0 =1 oy SO o
BeCa ResNet-50 5.56 21.82 = : p= :
BeCa-InfoMSE ResNet-18 5.19 19.95 Table 10: Ablation on full-face or eye region reconstruction.
BeCa-InfoMSE ResNet-50 5.37 20.27
Methods Backbone ERC FRC

Table 7: Whole dataset fine-tuning on MPII AutoEncoder ResNet-18 6.60 991
Method MPII BeCa ResNet-18 5.76 8.62
Baseline (Zhang et al., 2017b) 4.8 BeCa-InfoMSE ResNet-18 5.44 8.51
RT-Gene (Fischer et al., 2018) 4.8 AutoEncoder ResNet-50 7.01 9.88
FAR-Net (Cheng et al., 2020) 4.3 BeCa ResNet-50 5.90 9.31
AGE-Net (Biswas et al., 2021) 4.09 BeCa-InfoMSE ResNet-50 5.69 9.15
L2CS-Net (Abdelrahman et al., 2022) 3.92
BeCa 3.87 Table 11: Experiments using eye images as the input.
BeCa-InfoMSE 3.83 Methods Backbone Columbia MPII Gaze360

Table 8: Ablation study on the number of samples used in
few-shot linear probing. The backbone is ResNet-18.

Methods Number Columbia MPII
50 7.0 8.5

CE (Sun et al., 2021) 100 6.4 7.2
200 6.2 7.3
50 6.75 6.15

BeCa-InfoMSE 100 6.12 5.44
200 6.05 5.23

shot linear probing in a cross-dataset manner. We choose
ETH-Xgaze as the source domain dataset, while MPII and
Columbia as the target domain dataset. Table 3 shows that
BeCa evidently outperforms existing state-of-the-art eye im-
age approaches i.e., CE (Sun et al., 2021) using ResNet-18
as the backbone on both Columbia and MPII datasets. BeCa-
InfoMSE further achieves state-of-the-art performance by
introducing InfoMSE. Besides, our approach also exhibit
impressive using ViT-tiny as the backbone.

Comparison with the state-of-art methods. In Table 4, we
compare BeCa and BeCa-InfoMSE with state-of-the-art self-
supervised approaches based on eye patches using ResNet-
18 as the backbone under the 100-shot linear probing. We do
not adopt the head pose, which is used for additional infor-
mation in (Sun et al., 2021). BeCa and BeCa-InfoMSE are
shown to outperform existing approaches on both Columbia
and MPII. Besides, BeCa and BeCa-InfoMSE outperform
the full-face approach GazeCLR (Jindal & Manduchi, 2023),
which is pre-trained on multi-view gaze datasets EVE using
multiple encoders and heads.

100-shot fine-tuning. We perform 100-shot fine-tuning
on Gaze360 using ResNet-18 and ResNet-50 backbones,

Auto-Encoder  ResNet-18 10.6 9.5 -

SimCLR ResNet-18 10.0 9.8 -

BeCa ResNet-18 6.50 9.38 36.27
BeCa-InfoMSE ResNet-18 6.61 9.20 37.27
BeCa ResNet-50 7.58 9.54 35.24
BeCa-InfoMSE ResNet-50 7.37 930 35.83

as shown in Table 5. Our results demonstrate that few-
shot fine-tuning can enhance gaze estimation performance,
although the improvement is limited due to the dominant
effect of the core self-supervised learning. Nevertheless,
these findings suggest that our proposed BeCa model learns
effective self-supervised representations.

4.3. Whole-dataset Evaluations

Within-dataset whole-dataset linear probing. We further
perform linear probing on the whole dataset. Table 6 shows
that, compared with AutoEncoder (ERC), BeCa and BeCa-
InfoMSE achieve better performance for both ResNet-18
and ResNet-50 backbones on MPII and Gaze360.

Whole dataset fine-tune experiments. We perform whole-
dataset fine-tuning on MPII using BeCa pre-trained on ETH-
Xgaze when adopting ResNet-18 as the backbone. Table 7
shows that BeCa and BeCa-InfoMSE outperform the state-
of-the-arts for supervised gaze estimation.

4.4. Ablation Studies

Ablation study on InfoMSE. To further investigate the im-
pact of our proposed InfoMSE, we conducted an additional
experiment that solely utilizes InfoMSE for self-supervised
representation learning. As illustrated in Table 12, we
record the 100-shot linear probing performance on MPII
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Table 12: Ablation study on the proposed InfoMSE

Method Generative Contrastive InfoMSE Backbone MPII Gaze360 Backbone MPII Gaze360
BeCa v v X ResNetl8 5.76 22.54  ResNet50 5.90 23.45
BeCa-InfoMSE v v v ResNetl8 5.44 21.75 ResNet50 5.69 22.67
SimCLR X v X ResNetl18 10.79 37.29 ResNet50 11.28  38.55
AutoEncoder (ERC) v X X ResNetl8 6.60 26.87 ResNet50 7.01 28.97
Only-InfoMSE v X v ResNetl8 5.95 2493  ResNet50 6.16 24.88

and Gaze360 using ResNet-18 and ResNet-50, respectively.
As shown in the table, Only-InfoMSE exhibits a significant
performance improvement over AutoEncoder (ERC), which
employs the vanilla MSE loss, whereas Only-InfoMSE uses
our proposed InfoMSE as the objective function. This sug-
gests that InfoMSE effectively finds a more suitable label
distribution and learns a better self-supervised gaze represen-
tation. Moreover, BeCa-InfoMSE consistently outperforms
BeCa and Only-InfoMSE under all experimental settings.
This further supports the notion that InfoMSE enhances self-
supervised representation learning by reducing the pursuit
of reconstruction quality, and is orthogonal to BeCa.

Number of samples in few-shot linear probing. We eval-
uate the influence of number of sample in few-shot linear
probing in Table 8 and find that the gaze error decreases for
BeCa-InfoMSE with the growth of number of samples for
few-shot linear probing. BeCa-InfoMSE consistently out-
performs CE (Sun et al., 2021) even without using the head
pose. This result suggests that the proposed BeCa-InfoMSE
learns a better self-supervised gaze representation.

Hyper-parameter v and /5. We explore the influence of
hyper-parameter in the loss function. We perform 100-shot
linear probing on Xgaze using ViT-tiny as the backbone for
BeCa and whole-dataset linear probing on Gaze360 using
ResNet-50 as the backbone for BeCa-InfoMSE. Note that
BeCa degenerates into SimCLR when v = 0. The results
are shown in Table 9. We find that the results are relative
robust for different hyper-parameter values in BeCa and
BeCa-InfoMSE. We set v = 1 for BeCa and 8 = 0.01 for
BeCa-InfoMSE as the default setting.

Full-face reconstruction. We have shown that AutoEn-
coder (FRC) with full-face reconstruction (no contrastive
paradigm) is inferior to AutoEncoder (ERC) with eye-region
reconstruction in Section 4.2 and Table 1, since full-face re-
construction introduces information unrelated to gaze. Here,
we evaluate full-face reconstruction for BeCa and BeCa-
InfoMSE on MPII using ResNet-18 and ResNet-50 as back-
bones. Table 10 shows that full-face reconstruction performs
worse than eye-region reconstruction in 100-shot linear prob-
ing due to the suppression of useful gaze information by
facial information. Furthermore, BeCa and BeCa-InfoMSE
outperform AutoEncoder (FRC) as contrastive learning can
reduce gaze-unrelated information.

Full face vs. Eye image. We further verify that self-
supervised gaze estimation using eye patches is inferior.
We evaluate BeCa and BeCa-InfoMSE for eye-patch input
on Columbia, MPII, and Gaze360 using ResNet-18 and
ResNet50 as the backbones. Table 11 shows that BeCa
and BeCa-InfoMSE are superior to vanilla Auto-Encoder
and SimCLR (reported by (Sun et al., 2021)). Note that
BeCa is designed for full-face gaze estimation and we have
addressed why introducing full-face in Section 3.4.

Correlation between reconstruction and representation
quality. We visualize the correlation between reconstruction
and representation quality for BeCa and BeCa-InfoMSE in
Figure 3 to demonstrate that the reconstruction quality is
not strongly related to representation quality. We evalu-
ate person 4 in MPII using ResNet-18 and adopt MSE on
test data to measure reconstruction quality and gaze predic-
tion error on test data for representation quality. After 100
epochs of training, BeCa achieves a 5.58 gaze error with
0.029 MSE loss, while BeCa-InfoMSE achieves a 4.72 gaze
error with 0.24 MSE loss. These results suggest that de-
tailed reconstruction does not contribute to self-supervised
gaze estimation and may even impair the extraction of gaze
information, as we discussed in Sec. 3.3. Moreover, we
observe from Figure 3b that when using BeCa-InfoMSE,
the MSE loss, which represents the reconstruction quality,
decreases in the early training period but eventually rises as
the MSE loss decreases to a certain extent. However, the
corresponding gaze prediction error continues to decrease.
This result further indicates that reconstruction quality is
not positively correlated with semantic representation, and
our BeCa-InfoMSE finds a more suitable label distribution.

Extension Experiments on Feature Visualization. We
visualize the distribution of features learned on MPII with
t-SNE (van der Maaten & Hinton, 2008) to validate the effec-
tiveness of learning a good representation. We use ResNet-
18 as the backbone. Figure 4 shows that the ImageNet-
pretrained model learns chaotic and disorder features, while
BeCa-InfoMSE exhibits a good feature arrangement.

Extensive Experiment on Gaze360. Table 13 illustrates
that our approach considers a broader range of usage scenar-
ios and is effective in these complex scenarios, we test the
current SOTA approach i.e., GAZECLR on Gaze360. To
ensure a fair comparison, we first used the official check-
point and tested MPII performance (achieving 6.41 in our
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Figure 3: Visualization of the correlations between recon-
struction and representation quality. Here the MSE loss
represents the reconstruction (lower means better recon-
struction) while the Error indicates the gaze error (lower
means better representation).

(a)BeCa-InfoMSE (b) ImageNet-Pretrained
Figure 4: Visualization of features learned on MPII using

(a) BeCa-InfoMSE and (b) ImageNet-pretrained ResNet-18.
Different gaze labels are marked by different colors.

Table 13: Experiment on Gaze360.

Method Columbia MPII Gaze360 XGAZE
GAZECLR 6.6 6.5 37.07 29.91
BeCa 6.44 576 2254 19.40
BeCa-InfoMSE 6.12 544  21.75 18.97

test versus 6.5 reported in GAZECLR’s original article).
Then, we evaluated GAZECLR with the official checkpoint
on Gaze360 and XGAZE using ResNet-18 as the backbone.
We find that GAZECLR achieves very poor performance
compared to our BeCa and BeCa-InfoMSE. This indicates
that our approach is more practical and better at learning
self-supervised gaze representation.

Extensive Experiments for pretraining in Columbia. For
the pre-training in Columbia, we perform two experiments
to verify the effectiveness of our proposed approaches.
Firstly, we perform within-dataset 100-shot linear probing
with ResNet-18 as the backbone on Columbia using the
model pre-trained on XGAZE with BeCa as the initializa-
tion of AutoEncoder (ERC) (the second line in Table 14).

Table 14: Whether load BeCa’s pretrained XGAZE.

Method Pretrained Load BeCa Columbia
AutoEncoder (ERC)  23.25 X 7.10
AutoEncoder (ERC)  19.40 v 6.82
BeCa 19.40 v 6.44

Table 15: Experiment on whether pretraining on XGAZE.
Method

Backbone pretrained Do — Dy

AutoEncoder (ERC) ResNet18 X 8.40
BeCa ResNet18 X 6.15
BeCa-InfoMSE ResNet18 X 5.06
AutoEncoder (ERC) ResNetl8 v 5.33
BeCa ResNet18 v 4.62
BeCa-InfoMSE ResNet18 v 4.47

We compare this with the model pre-trained on XGAZE with
AutoEncoder (ERC) as the initialization (the first line). The
results show that the second line exhibits better linear prob-
ing performance compared to the first line, indicating that
BeCa learns better gaze representation and the pre-training
can facilitate the downstream feature learning. Furthermore,
even using the same pre-training, BeCa outperforms Au-
toEncoder (ERC) with a clear improvement (6.44 vs. 6.82).
This result suggests that BeCa can further help the down-
stream dataset learn the self-supervised representation.

Furthermore, we conduct cross-dataset 100-shot linear prob-
ing experiments on Columbia (D¢) — MPII (D)) using
ResNet-18 as the backbone, comparing the performance
of our proposed approaches with and without pre-training.
The results are presented in Table 15. From the first three
lines of the table, it is evident that when no pre-training is
used, BeCa and BeCa-InfoMSE significantly outperform
the baseline AutoEncoder (ERC) by over 25%. Addition-
ally, BeCa-InfoMSE shows a clear improvement over BeCa.
These results suggest that even without pre-training, our
method is capable of learning better self-supervised gaze
representations and vastly outperforms the baseline.

5. Conclusion and Discussion

In this paper, we revisit the vanilla AutoEncoder and find
that the objective function only focuses on reconstruction
quality, neglecting semantic regularization. To address this
issue, we propose BeCa, which leverages the contrastive
paradigm to explicitly regularize the gaze self-supervised
representation. Furthermore, we claim that representation
learning ability and reconstruction quality are not fully corre-
lated, especially when reconstruction quality is good enough.
Thus, we propose the InfoMSE to estimate the mutual in-
formation between the semantic information and the re-
construction label y. Experimental results demonstrate the
effectiveness of our work under both within-dataset and
cross-dataset manner using different kinds of backbones.
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A. Appendix.
A.1. Proof of the Proposition

Proposition 1. Optimizing [ ps(y|2)pe(z|z)dz is equiva-
lent to optimizing the combination of the contrastive loss
between x and z and the MSE loss of y, i.e.,

po(z]2)
p(x)

E, . log + E, . log py(yl2). (13)

Proof. According to Bayes’ Theorem, py(z|x)

po(z|2)p(z)/p(x). Thus, the integral [ ps(y|2)pe(z|z)dz
can be rewritten as:

[ rotwlmtelons = [ ot a1
Eq. (14) can be estimated with Monte Carlo sampling as:
po(z[2)p(z) \DPo(z]2)
——————dz = —_—, 15
[ rotui P 0 < pyp1 2 as)

where Z is the feature sampled from p(z|z). Then the log-
likelihood function is

\Po(z|2) po(z|Z) .
E.log {p Y|z ] =E,log +E, logps(y|2).
R e o(wl2)
(16)
Therefore, we draw Proposition 1. O

A.2. Experimental Settings

Datasets. We perform our self-supervised experiments on
4 gaze datasets: ColumbiaGaze (Smith et al., 2013), MPI-
[FaceGaze (Zhang et al., 2017b), Gaze360 (Kellnhofer et al.,
2019) and ETH-Xgaze (Zhang et al., 2020). The details of
these datasets are elaborated below.

* ColumbiaGaze (Columbia) consists of 5.8K images from
56 subjects. Following the convention, a 5-fold evaluation
protocol is adopted for Columbia.

* MPIIFaceGaze (MPII) is collected from 15 subjects in
front of laptops. 3,000 images per subject are evaluated
with a leave-one-out evaluation protocol.

* Gaze360 contains labeled full-face images with a wide-
range head pose. Following (Cheng et al., 2021), we
remove images without faces and use the left 84,902
images as the training set. We follow the official train-test
splitting and use 16,031 test images for evaluation.

* ETH-Xgaze (Xgaze) is collected with 18 digital SLR
cameras from 110 participants in laboratory environments.
We use 756,540 images from 80 subjects as the training
set and an official test set consisting of 150k images for
evaluating self-supervised learning performance.

Following (Zhang et al., 2018), face normalization is per-
formed on all images according to detected landmarks.
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Table 16: ResNet architecture

Config Value
Details for ResNet-18
image size 224
output-dim 512
Params 114 M
Details for ResNet-50
image size 224
output-dim 2048
Params 23.7M
Table 17: ViT-tiny architecture
Config Value
image size 224
patch size 16
encoder embedding dim 192
encoder depth 12
encoder num heads 3
decoder embedding dim 192
decoder depth 4
decoder num heads 3
Params 5.49M
A.3. Implement Details

ResNet architecture. For ResNet-18 and ResNet-50 back-
bone, we utilize the official model and the details are il-
lustrated in Table 16. After the backbone, we employ a
linear layer to output 16-dim feature as the feature used for
linear probing. Then an additional linear layer is employed
with 16 — 128 dim and output 128-dim feature, which is
used for contrastive learning. For the decoder, we first use
a pre-linear layer to output a 512 * 1 x 1 feature and then
utilize 7 blocks for up-sampling and each block is formed
as ConvTranspose2d-BatchNorm2d-LeakyReL.U. The hid-
den dim for each block is 512 — 256,256 — 128,128 —
64,64 — 32,32 — 16,16 — 8,8 — 4. Then for the out-
put feature with a shape of [4, 72, 60], we then employ a
vanilla 2D convolution to reshape this feature with the same
shape as the target eye region ([3,72,60]). The params for
the decoder is 1.4M for ResNet-18 and 1.7M for ResNet-50.

ViT-tiny architecture. Following MAE (He et al., 2022),
We use the standard ViT architecture (Dosovitskiy et al.,
2020), which has a stack of Transformer blocks (Vaswani
et al., 2017). To keep the same as the MAE, we add the
LayerNorm (Ba et al., 2016) to the end of the Encoder.
As the decoder is much smaller than the encoder, a linear
projection layer is adopted after the encoder to match the
dimension of the encoder features and decoder features as
well. The details of the ViT-tiny are shown in Table 17.
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Self-supervised Pre-training setting. We implement the
codes with the Pytorch (Paszke et al., 2019) framework
and use 4 Nvidia-V100 GPUs for training. An AdamW
optimizer and a cosine decay learning rate schedule are
used with the initial learning rate settled as 4 x 10~ for
ResNet and 1.5 x 10~* for ViT-tiny. A 0.05 weight-decay
is also employed and we warm up the training process with
10 epochs and then train the model for 190 epochs (The
total epochs are 200). We use the ground-truth eye land-
marks to capture eye images following (Cheng et al., 2021).
We employ random color jitter and gray transform as data
augmentation for contrastive paradigms. All the models
not only our approaches are initialized from weights pre-
trained on ImageNet. A linear learning-rate scaling rule:
Ir = baselr x batchsize/256 is used for distributed multi-
Gpu training.

Few-shot linear-probing setting. For few-shot linear prob-
ing, the model is frozen while only an additional linear
regressor is trained. The loss function of linear probing is
L1 Loss between the predicted gaze angle and target gaze.
The batch size is set to 28 and the base learning rate is
4 x 1074, Following MAE, an extra Batch Normalization
(BN) layer (Ioffe & Szegedy, 2015) without affine transfor-
mation is employed before the linear regressor to stable the
training.

Few-shot fine-tune setting. The setting of few-shot fine-
tuning is similar to few-shot linear-probing. The major
difference is that we train the whole model rather than only
the linear regressor.

Whole dataset linear-probing setting. The setting of
whole-dataset linear-probing is similar to that of few-shot
linear-probing. The difference is that we use batchsize =
128 and linear-probing for 20 epochs.

Whole dataset Fine-tune setting. For whole dataset fine-
tune, we use the Adam optimizer along with a cosine learn-
ing rate scheduler. We adopt 20 epochs training, where the
first 3 epochs are used for warm-up training. We use the
feature generated from the backbone and then we use a one-
layer linear classifier to output 2-dim gaze angle prediction.
With this setting, we hope to make a fair comparison with
the supervised gaze estimation.

A.4. Limitation and Future work

As we discussed in the main text, we need to pre-trained
on ETH-Xgaze for a good initialization for Columbia few-
shot linear probing. This is because Columbia has too few
samples to learn a good representation for full-face gaze
estimation. Besides, our approaches still need eye land-
mark information like eye image approaches. Learning
self-supervised gaze representations from full faces without
any labels remains challenging in future research.



