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Abstract

Personality is an important concept in psychol-
ogy that reflects individual differences in think-
ing and behavior, and has significant applica-
tions across various fields. Most existing per-
sonality analysis methods address this issue at
the bag level, treating the entire corpus gath-
ered from one individual as a single unit for
classification. However, this paradigm presents
several challenges. From the data perspective,
collecting a large corpus for each individual and
performing comprehensive annotations pose
significant difficulties in both data collection
and labeling. On the application side, concen-
trating on classifying the entire corpus limits its
applicability in more common single-instance
scenarios. To address these issues, we propose
a new task paradigm in text-based personality
representation learning. Specifically, we con-
struct a triplet personality trend comparison
dataset to learn single-sentence personality em-
beddings with desirable metric properties. This
approach removes the traditional constraints
on data sources, facilitating dataset expansion,
and can leverage the transfer capabilities of
embeddings to easily adapt to various down-
stream tasks. Our experiments show that the
learned embeddings significantly boost perfor-
mance by a relative 10% across various appli-
cations, including personality detection, per-
sonality retrieval, and emotion translation pre-
diction. The code and dataset are available at
https://github.com/zjutangk/PTCD.

1 Introduction

Personality, a key psychological concept, high-
lights individual differences in thoughts, feelings,
and behaviors (Corr and Matthews, 2020). It is
crucial as it reflects a person’s true nature and in-
fluences how others perceive them (Hogan, 2017).
With the development of NLP, automatic person-
ality detection has received significant attention
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Figure 1: The diagram compares the traditional learning
paradigm with our approach in terms of dataset structure
and workflow setting.

(Petrides and Mavroveli, 2018; Mehta et al., 2020;
Yang et al., 2023a; Lynn et al., 2020) due to its wide-
ranging applications such as psychological health
assessment (Wilkinson and Walford, 2001), role-
playing (Tu et al., 2024) and personalized recom-
mendation systems (Hu and Pu, 2011; Kle¢ et al.,
2023).

To express personality in Al models, current
algorithms primarily follow the traditional super-
vised learning paradigm (Tandera et al., 2017; Yang
et al., 2021a,b; Zhao et al., 2021; Zhu et al., 2025;
Yang et al., 2025). Specifically, researchers collect
corpus-personality dataset to train prediction mod-
els, where each sample is composed of multiple
sentences grouped into a bag, and personality labels
are manually annotated in a discrete manner. This
approach often involves collecting datasets from
social platforms like Twitter and Reddit, where
users’ posts are gathered as samples'. Unfortu-
nately, this multi-instance learning style (Foulds
and Frank, 2010) presents several challenges: (i)-
Data Collection Difficulty: A large amount of
utterances from same individual is required, which
can be hard to obtain; (ii)-Annotation Difficulty:

! Although these platforms provide a large volume of data, it
is often accompanied by redundant content and label leaks.
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Bag-level fine-grained annotation is highly chal-
lenging for human annotators; (iii)-Application
Difficulty: Many downstream applications, such as
dialogue systems, require single-sentence represen-
tation, which does not fit the bag-level approach.
Therefore, there is an urgent need for a method
to learn pretrained personality representations that
balances the trade-off between sample size and an-
notation quality while also transferring effectively
to downstream tasks.

The essence of these challenges lies in the fact
that both the structure of datasets and the learning
methods remain at the bag level. Technologically,
transitioning to a single-sentence level for dataset
construction and pipeline design could significantly
facilitate dataset scale-up and task transfer. This
shift, though promising, faces two critical barri-
ers. On the one hand, single sentences often lack
comprehensive and fine-grained personality traits,
which makes accurate personality annotation at the
sentence level inherently difficult. On the other
hand, though several general-purpose sentence rep-
resentation methods are available currently like
BERT and GPT(Floridi and Chiriatti, 2020; De-
vlin et al., 2019), most of these language mod-
els are limited to semantic understanding and are
not specifically trained for personality. LLMs also
demonstrate strong generalization abilities in lan-
guage representation. But they are more suited
for generation tasks, and their application in recom-
mendation and retrieval tasks requires further inves-
tigation. Due to the difficulty in annotating single-
sentence personality supervision and the lack of
pre-trained models in the personality domain, we
aim to transform the form of supervision informa-
tion to learn personality domain single-sentence
representations.

In our work, we revisit the field of text-based
personality learning and propose a new task
paradigm based on triplet comparison. We aim
to learn a continuous embedding space for personal-
ity that mirrors human perception, and then transfer
it to various downstream tasks. Specifically, when
humans perceive two utterances as more similar in
personality traits than a third one, the embedding
space should reflect this by showing a closer dis-
tance between the first two utterances compared to
the third. In pursuit of our research goals, we devel-
oped the Personality-Tendency-Compare Dataset
(PTCD), which contains 36,294 high-quality triplet
samples extracted from a foundational corpus of
162,505 multi-domain chinese utterances. By uti-

lizing triplet annotations, we can avoid limiting
the data to a single individual’s corpus and reduce
the difficulty of manual labeling. This dataset is
the first large-scale collection of utterances anno-
tated with personality comparisons, setting a prece-
dent for single-sentence personality representation
learning. Based on the constructed dataset, we use
triplet loss to learn a compact representation of
personality with good metric properties.

Additionally, we integrate personality embed-
dings into various downstream tasks, including per-
sonality detection, personality-aware retrieval, and
emotion translation prediction. We demonstrate
their effectiveness through comprehensive exper-
iments. Our results from the PTCD dataset show
that our method not only surpasses existing em-
bedding techniques and state-of-the-art large lan-
guage models in predicting personality tendencies
aligned with human preferences, but also signif-
icantly enhances performance across various do-
mains. Specifically, we achieve an over 10% rela-
tive improvement in performance across the SOTA
of all tasks, illustrating the strong transfer capabili-
ties of our personality representation.

2 Related Work

Personality Classification. In the early stages of
personality detection, (Francis and Booth, 1993)
introduced the Linguistic Inquiry and Word Count
(LIWC), to extract psycholinguistic features for
text-based personality analysis. Based on LIWC,
(Argamon et al.; Cui and Qi, 2017; Amirhosseini
and Kazemian, 2020) conducted feature engineer-
ing research using traditional machine learning
methods. Recent advancements in deep learning
technology have significantly accelerated progress
in personality classification and DNN-based meth-
ods primarily focus on feature aggregation and post-
processing of encoding. About feature aggregation,
(Jiang et al., 2020) aggregates at the text level by
directly concatenating the corpus into a document
for encoding; (Xue et al., 2018) use CNN to ag-
gregate features of posts from social media; (Lynn
et al., 2020; Wang et al., 2021) utilized a hierarchi-
cal attention network to learn user representations
from posts. Several graph-based learning methods
(Yang et al., 2023a; Zhu et al., 2024) have also
been proposed to alleviate the misleading effects
of sequential information in the corpus on model
training. However, graph construction incurs ad-
ditional time and computational costs during both



the training and inference processes. Due to the
recent focus on LLM technology in the NLP field,
some works (Yang et al., 2023b; Li et al., 2024)
directly use LLMs to infer personality from text,
eliminating reliance on features, which are often
restricted to one single downstream task and are
limited by the scale of the problem.

Sentence Embedding. Sentence-level represen-
tations are crucial for various NLP tasks, as they
can capture linguistic properties effectively using
vector representations. Earlier methods (Kiros
etal., 2015; Gan et al., 2017) used encoder-decoder
architectures to predict surrounding sentences and
autoencoders (Hill et al., 2016; Zhang et al., 2018)
to reconstruct them. Recent advancements have
employed complex transformer-based neural net-
works. For instance, Sentence-BERT (Reimers and
Gurevych, 2019) introduced a Siamese network
to enhance BERTs efficiency, while Sentence-T5
(Ni et al., 2022) utilizes the TS5 model and con-
trastive learning to optimize embeddings for se-
mantic similarity tasks (Conneau and Kiela, 2018).
Some studies (Gao et al., 2021; An et al., 2024)
in natural language inference (NLI) have applied
contrastive learning to sentence embeddings, using
entailed and contradicted sentences as examples.
Despite these advancements, such methods rely
heavily on discrete labels and have primarily fo-
cused on NLI datasets. As a result, their application
in personality-related tasks remains limited due to
the scarcity of reliable datasets.

3 Personality Tendency Compare Dateset

In this paper, we construct a multi-domain high-
quality Personality Tendency Compare Dataset
(PTCD) in triplet form to address the limitations
of the traditional paradigm for personality embed-
ding learning. Formally, personality datasets are
constructed as follows:

* Traditional: One may collect M individuals’ cor-
pus Dy = {U1, Uy, ...,Ups} where each individ-
ual ¢ has N; utterances. Scaling up per-individual
textual samples faces inherent limitations in natu-
ral language processing, particularly when balanc-
ing ecological validity against privacy-preserving
data collection.

* Our Triplet Format: Our dataset define triplets
I' = {(uq, up, un)} where anchor u, shares con-
textual similarity with positive sample u,, but dif-
fers from negative sample u,. This paradigm

overcomes the traditional constraint of requiring
extensive single-individual corpora through com-
parative triplet formulation, thereby enabling scal-
able construction of personality datasets.

Data Collection. To ensure the diversity of the
dataset, we collected personality-related corpora
from three distinct domains: dialogue, literature,
and description of personality. The former two are
widely prevalent across social media platforms and
entertainment works, while the latter serves as a
typical carrier of personality-related information.
The details of different domain data are as follows:
Dialogue: We collect open-source datasets of hu-
man conversations, including live-streaming chat
log dataset LiveChat(Gao et al., 2023) and social
media exchanges dataset PersonalDialog(Zheng
et al., 2019, 2020). Literature: The Literature
domain includes character dialogues from classic
literature and other entertainment works (such as
anime and games). Specifically, we collected dia-
logue data from 320 characters across three open-
source datasets: ChatHaruni(Li et al., 2023), Char-
acterEval(Tu et al., 2024) and HPD(Chen et al.,
2023). Personality Description: We designed a
systematic approach LLM to collaboratively gener-
ate personality description corpora from character
personas. Specifically, we obtained comprehensive
character personas from the open-source dataset
PersonalHub(Ge et al., 2024), then utilized LLM
to generate corresponding personality descriptions
through well-crafted prompts. About the detail of
prompt design, please refer to AppendixC.

LLM-based Preprocessing. Given that we col-
lected extensive data but aimed to construct a
triplet-structured dataset (composed of three sin-
gle sentences), the quality of individual sentences
significantly impacts the final triplet quality. To
ensure high-quality downstream generation, we im-
plemented LLM-based preprocessing: first filtering
out sentences lacking personality-related informa-
tion (e.g., greetings or formalities), then assign-
ing auxiliary labels based on MBTI taxonomy? to
guide subsequent triplet construction. The auxiliary
labeling process operates just as a coarse-grained
preprocessing mechanism solely intended to guide
triplet construction. Therefore, other personality
taxonomies like Big 5 are also feasible, and the
experiment results shown in Section 6.2.1 demon-
strate the generalized effectiveness of our method

2 Prompt details are provided in Table 14 of Appendix.
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Figure 2: Overview of the construction of the PTCD dataset. The pipeline comprises four steps: (1) Corpus
Collection: license-compliant corpora were collected from multiple domains; (2) LLM-based Preprocessing:
LLM performed initial data curation by filtering non-personality-related utterances and annotating auxiliary labels
characterizing personality tendencies; (3) Triplet Proposal: personality-relevant triplets were automatically generated
based on auxiliary labels; and (4) Crowdsourced Labeling: high-quality triplet annotations were obtained through

professional crowdsourcing platforms.

Literature
55,459

Domain | Dialogue
49,996

Description All
57,050 162,505

Num |

Table 1: The distribution of different domains of corpus.

across multiple personality taxonomies. We do
further analysis analysis between different person-
ality taxonomies in Appendix D. After preprocess-
ing, the distribution of different domain domains is
shown in Table 1.

Triplet Proposal. During the LLM-based prepro-
cessing, we get sentence set D,,; for each auxiliary
label a’, where the auxiliary label set is denoted
as A. To generate triplets, we first randomly se-
lect an anchor sentence u, belonging to the auxil-
iary label a’, then sample wu,, and u,, from D,; and
Uarea/ai Dar respectively. To maximize sample
diversity, all random selections are in the way of
sampling without replacement. During this process,
we generate 40,000 triplets in all.

Crowdsourced Annotation. We leveraged the
YouLing platform?, a crowd-sourcing annotation
service operated by NetEase. Each triplet was anno-
tated by five trained labelers through the platform’s
workflow management system. Following anno-
tation collection, we employed the Dawid-Skene
algorithm (Dawid and Skene, 1979) to resolve label
disagreements via probabilistic inference. Finally,
we applied confidence thresholding to filter low-
quality annotations, ensuring the final dataset met
rigorous quality standards. Finally, we obtained
36,294 triplets with high annotation consistency,
and the detail of split is shown in Table?2.

3 https://fuxi.163.com/productDetail/zb

Valid
6,050

Test All
6,049 36,294

Split | Train
Num | 24,195

Table 2: Details about the split of PTCD.

Personality Detection Dataset Based on the col-
lected corpus, we also develop a Chinese per-
sonality detection dataset as a by-product. This
dataset includes 200 famous characters, with each
character having an average of over 200 entries
that clearly contain personality-related information.
Compared to widely used social media datasets, our
data sources are more diverse, ensuring a higher
quality of the dataset serving as a benchmark.

4 Measurable Embedding Learning

To learn single-utterance personality representation
with good metric properties, we conduct measur-
able embeddings learning (MEL) by triplet learning
with a pre-trained language model BERT (Devlin
et al., 2019) on the basis of PTCD dataset. Notably,
we use BERT to align with other mainstream works
and other pre-trained language models are equally
applicable to this method.

Pretrain Setting. Integrating domain knowledge
into BERT enhances its performance on personal-
ity classification tasks (Gururangan et al., 2020).
Specifically, we extract single-sentence data from
the triplet training set as pretraining data. We apply
the masked language model (MLM) for pretraining
in line with mainstream methodologies.

Triplet Learning. To learn representations with
good metric properties, we train using labeled
triplets from PTCD. For single utterance u;, we



use BERT as encoder to obtain the corresponding
normalized features z; = Normalize(BERT (u;)).
Given a triplet(Uanchor; Upos, Uneg )> OUr goal is to
learn a set of representations (Zanchor, Zpos; Zneg)
that minimize the distance between z,,chor and
Zpos While maximizing their distance from z,eg. To
be specific, we optimize the following triplet loss
to learn metric representations:

N
Liri =Y max(dpes — dneg + margin, 0) (1)

where dp,os = distance(Zanchor; Zpos) and dneg =
distance(Zanchor, Zneg). Since the features used
here are normalized, we directly use the L2 dis-
tance to calculate the distance. margin is a hy-
perparameter that controls the strictness of loss
constraints. A larger margin leads to clearer fea-
ture separation but makes model convergence more
challenging. Through measurable embedding learn-
ing on triplet dataset, we get personality encoder
M p that solves the problem of single-sentence per-
sonality representation. Leveraging its transferabil-
ity, we can apply it to various downstream tasks.

S Downstream Application

In this section, we explore the methodologies uti-
lized to leverage learned representations in diverse
downstream applications.

5.1 Direct Personality Detection

Personality detection is the most direct applica-
tion of personality representation, and the com-
munity has conducted extensive research on this
issue. Using this task as an example, we explore
the specific application methods of personality em-
beddings in downstream tasks with bag input types.
Personality detection can be formulated as a multi-
instance multi-label classification problem (Zhou
et al., 2012). Mathematically, given a set of n utter-
ances U, = {u1,ug, ..., up } from an individual z,
where u; = [wi1, wi2, ..., Wim| is i-th utterance with
m tokens. The goal of the problem is to predict the
T-dimensional personality traits Y = [y1, y2, ..y7]
for given U,.. For MBTI taxonomy, 7'=4 and Y is
a binary vector. In our method, we firstly train an
encoder for a measurable personality representation
{z1, 22, ..., zn} = encoder(U) and then learn em-
bedding pooling architecture for classification task
F' : Pool(z1, 22, ..., z,) — Y. There is a differ-
ence from the traditional approach which learns a
mapping function F : U = {uy, ug, ..., up} — Y.
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Figure 3: Illustration diagrams of different applications,
including personality detection, emotion translation pre-
diction, and retrieval.

Permutation-Invariant Pooling (PIP). Person-
ality detection is a multi-instance multi-label learn-
ing task, challenged by the unstructured and vari-
able nature of user utterances. Effective pooling
of single-utterance embeddings requires: 1. Per-
mutation invariance to avoid learning unintended
sequential dependencies. 2. The ability to handle
variable-sized inputs.

Inspired by the Set Transformer (Lee et al.,
2019), we construct a permutation invariant de-
coder using multi-head attention blocks (MAB)*
as the pooling architecture. Considering the MBTI
taxonomy has four dimensions, we set up four cor-
responding seed vectors S = [s1, s2, S3, S4] com-
bined with multi-head attention to aggregate fea-
tures to four pooled outputs. We further model
these pooled outputs using MAB to ensure permuta-
tion invariance and preserve information regarding
interactions between outputs. The specific process
is as follows:

Pool(Z) = MAB(MAB(S, Z), MAB(S, Z)) (2)

where Z is set of utterance representations. This
pooling architecture is notable for having only two
learnable layers, which allows for significant per-
formance improvements just through few-shot fine-
tuning, as demonstrated in Table 3.

Multi-Label Classification. Using the MBTI
taxonomy as an example, it consists of four in-
dependent binary classifications. We set up four
binary classification heads corresponding to each
MBTI dimension, each receiving one of the four
pooled outputs. The probability outputs from these
four classification heads are concatenated to calcu-

* Details of this module can refer to Appendix A.4



late binary cross-entropy loss:

N
1
Loee = =5 ;(yilogpi + (1 —yi)log(1 — pi))

3)
where p; is a four-dimensional vector obtained by
concatenating the prediction results from four bi-
nary classification heads after pooling the features
of individual x;.

5.2 Personality-Aware Retrieval

Personality-aware retrieval is a direct application
of the well-measured properties of personality
embeddings. Given a knowledge base D =
ug, U1, ..., Uy, contains n utterances, we obtain
the corresponding personality embeddings Z =
{zi|zi = encoder(u;) for u; € D}. For query ug,
we get its corresponding embedding z, and calcu-
late the distance between z, and each sample in
the knowledge base D that distance = {d; | d; =
||zq — zil|2 for z; € Z}. So that we can obtain
the top-k samples that are most similar to the per-
sonality expressed by the query with top-k small
distance. This retrieval process can be applied to
decision-making in multi-agent systems and the
field of NPC generation. We have also conducted
related research, which is presented in the appendix.

5.3 Emotion Translation Predict

To provide consistent emotional interaction with
users, dialog systems (Liu et al., 2022) should be ca-
pable to automatically select appropriate emotions
for responses like humans. Current study (Wen
et al., 2021) has already demonstrated that individ-
ual differences in emotion expression are closely
related to personality traits. However, most dialog
systems rely on user surveys or profiles for person-
ality information, which isn’t ideal for cold-start
scenarios or adaptive interactions. We address this
by integrating personality embeddings with an emo-
tion translation model, using real-time personality
information to predict emotions that react to the di-
alog context. Formally, dialogue context between
user and dialogue system C' = {uj,ug,...,un}
contains n utterances from both user and dialogue
system. e; is the emotion expressed in u; and we
use e, to represent the response emotion we want
to predict. We obtain pretrained personality em-
bedding z; = M,(u;) and incorporate it into the
learning process of emotion transition model Fr:
€r = et(en ’ C, zn)

6 Experiment

In this section, we demonstrate the measurability of
learning personality representations from the con-
structed PTCD dataset, as well as their practicality
in various applications.

6.1 Implementation Details

We use the pre-trained bert-base-uncased BERT
model from (Wolf et al., 2019) as our backbone.
We set the maximum length of a post to 100 for
both datasets. Due to our permutation-invariant
pooling architecture, we do not have to set the max-
imum number of utterances. About measurable em-
bedding learning, we employ AdamW optimizer
with a warm-up schedule and 0.01 weight decay.
The learning rate is set to 5¢~° for all benchmark
datasets. Regarding the dataset processing, for the
Kaggle dataset, we followed prior works by remov-
ing certain instances of information leakage and
noise while maintaining the same partitioning. For
the Essays dataset, which consists of numerous
semantically uncorrelated sentences concatenated
into long texts, we restored these long texts into col-
lections of individual sentences based on punctua-
tion for representation learning. Details of datasets
can refer to appendix A.1.

6.2 Main Results

6.2.1 App. ©: Personality Detection

We primarily validate the feasibility of measurable
embeddings through personality classification.

Baselines. For the personality detection task, we
conducted a comprehensive comparison of vari-
ous approaches. The traditional machine learning
methods include: LIWC+SVM (Tighe et al., 2016),
W2V+CNN (Rahman et al., 2019). The deep learn-
ing methods include: AttRCNN (Xue et al., 2018),
DDGCN (Yang et al., 2023a). The LLM-based
(Large Language Model-based) methods include:
TAE (Hu et al., 2024), PsyCoT (Yang et al., 2023b).
For more details about methods, please refer to the
appendix A.3.

Direct Personality Detection. Firstly, we di-
rectly tested the effectiveness of our work using
the personality classification corresponding to the
PTCD dataset. Specifically, we fixed the parame-
ters of the encoder trained with triplet loss and per-
formed fine-tuning only on the pooling layer. Table
3 shows that our method combining measurable em-
bedding learning with permutation-invariant pool-



Method | I/E | S/N | T/F | Jp |  Average

‘ ACC F1 ‘ ACC F1 ‘ ACC F1 ‘ ACC F1 ‘ ACC F1
LIWC+SVM | 60.12  56.53 | 58.44 57.13 | 61.27 5792 | 61.33 5798 | 60.29 57.39
BERT 78.55 75.10 | 82.77 76.19 | 84.33 79.25 | 76.19 74.44 | 8046 76.26
RoBERTa 7759 73.44 | 80.15 78.80 | 80.22 78.12 | 81.02 7792 | 79.75 77.04
DDGCN 79.82  79.27 | 79.36 7550 | 83.26 73.79 | 84.71 81.64 | 81.78 77.55
PsyCOT 5712 5233 | 76.81 4344 | 5797 4225 | 56.52 56.29 | 62.10 48.58
GPT-40 86.95 91.73 | 55.07 43.63 | 82.60 89.83 | 76.81 46.66 | 7536 74.93
MEL+PIP ‘ 95.65 94.26 ‘ 94.20 91.48 ‘ 95.65 90.84 ‘ 94.20 93.15 ‘ 9494 9293

Table 3: Performance on testing sets of PTCD. Average results over 3 runs are reported. For each metric, the best

results are marked in bold.

Method | I/E | S/N T/F | Jp |  Average
ACC F1 ACC F1 ACC F1 ACC F1 ACC F1

LIWC+SVM | 69.55 50.01 | 77.52 55.67 | 75.35 59.82 | 66.32 57.20 | 72.18 55.68
BERT 7730 62.50 | 84.90 54.04 | 7830 77.93 | 69.50 68.80 | 77.50 65.82
RoBERTa 77.10 61.89 | 86.50 57.59 | 79.60 78.69 | 70.60 70.07 | 78.45 67.06
AttRCNN - 59.74 - 64.08 - 78.77 - 66.44 - 67.25
DDGCN 78.10 70.26 | 84.40 60.66 | 79.30 7891 | 73.30 71.73 | 78.78 70.39
PsyCOT 79.00 66.56 | 85.00 61.70 | 75.00 74.80 | 57.00 57.83 | 74.00 65.22
TAE - 70.90 - 66.21 - 81.17 - 70.20 - 72.07
GPT-40 73.27 6093 | 8597 72.84 | 76.65 7223 | 6691 4525 | 75.68 62.82
MEL+PIP 7698 6544 | 78.02 6620 | 72.10 60.33 | 68.97 64.72 | 74.01 64.17
MEL+DGCN | 80.25 70.22 | 86.74 68.59 | 81.02 80.25 | 78.89 75.00 | 81.72 73.52

Table 4: Performance on Kaggle dataset which is labeled by MBTI taxonomy. For each metric, the best results are

marked in bold.

ing outperforms all competing methods by a con-
siderable margin on all metrics: with the encoder
frozen and only the pooling layer fine-tuned, we
achieved an overall performance improvement of
12% over other mainstream methods.

Transfer Personality Detection. Secondly, we
tested the transfer ability of pretrained personality
embeddings on other publicly datasets. As shown
in Table 4 and 5, we outperformed domain-specific
training methods in domain adaptation scenarios
across various open-source datasets with different
classification rules. This demonstrates the strong
transferability of measurable embeddings and sug-
gests that training on a dataset within the same
domain is likely to yield even more exceptional
results. More details of experiment can refer to
appendix A.5.

6.2.2 App. @: Emotion Translation Predict

Current study (Wen et al., 2021) has released a
dialog-emotion dataset PELD which includes 6,510
dialogue triples of daily conversations with emo-
tion labels. We use RoBERTa as our base model
in line with mainstream methods. Keeping the
training methodology unchanged, we only use our
pre-trained personality embeddings to integrate per-
sonality information, assessing the effectiveness
of the learned personality embeddings in emotion
translation prediction. Experiment result shown in

Table 7 demonstrates that integrating personality in-
formation into emotion translation prediction in the
form of single-sentence personality embeddings
can significantly enhance task performance.

6.2.3 App. ®: Similarity-Based Personality
Retrieval

Retrieval is an important application for embed-
dings, and we evaluate the performance of measur-
able embeddings in the similarity-based personality
retrieval task. Specifically, we split the test set of
the PTCD dataset into individual sentences to serve
as the knowledge base. For a given query, we use
the trained encoder to obtain the corresponding em-
bedding and calculate the cosine similarity with
the embeddings in the knowledge base, selecting
the top N most similar utterances. For comparison,
we also tested a BERT model trained using MLM
and MLL. Due to the lack of relevant datasets in
the field of personality retrieval, we employ two
approaches to validate the performance of the re-
trieval task: (i) Objective metric. We use utter-
ances from classic roles in the knowledge base as
inputs and test the proportion of N retrieved sim-
ilar utterances that belong to the same or similar
personalities. This objective metric demonstrates
the embeddings’ utility in style transfer and NPC
generation. (ii) Subjective metric. We invited
40 annotators through a well-established crowd-
sourcing platform to evaluate which of the two



Method \ AGR \ CON \ EXT \ NEU \ OPN |  Average
ACC F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC F1

LIWC+SVM | 51.78 4750 | 51.99 52.00 | 51.22 49.20 | 51.09 50.90 | 54.05 52.40 | 52.03 50.40
W2V+CNN - 46.16 - 52.11 - 39.40 - 58.14 - 59.80 - 51.12
BERT 56.84 5472 | 57.57 56.41 | 5854 58.42 | 56.60 56.36 | 60.00 59.76 | 5791 57.13
RoBERTa 59.03 57.62 | 57.81 56.72 | 57.98 57.20 | 5693 56.80 | 60.16 59.88 | 58.38 57.64
PsyCOT 61.13 61.13 | 59.92 5741 | 59.76 59.74 | 56.68 56.68 | 60.73 57.30 | 59.64 58.43
GPT-40 63.15 62.55 | 60.82 60.02 | 49.25 47.88 | 5598 5439 | 61.06 60.56 | 58.05 57.08
MEL+PIP 60.97 58.82 | 61.34 57.52 | 60.65 57.43 | 5530 5521 | 60.82 58.49 | 59.82 57.49
MEL+DGCN | 63.33 61.80 62.50 61.08 | 62.76 60.24 61.68 61.45 | 62.05 61.32 | 62.42 61.18

Table 5: Performance on Essays which is labeled by Big 5 taxonomy. For each metric, best results are marked in bold.

Method | ACC  F1  Excat ACC
bert-uncased-base | 54.72  52.17 5.8

MLM 7529 7102 3213
MLM+MLL | 8034 7688  44.93
E5-Mistral-7B | 82.69 79.82 4675

Ours | 9494 9293  77.20

Table 6: Different embedding performance in personal-
ity detection task.

Performance Comparison of Triplet Predict
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Figure 4: Comparison of Prediction Accuracy for Dif-
ferent Types of Triplets.

methods’ retrieved content is more similar to the
query. In cases where the similarity was difficult to
determine, annotators could select the option "un-
certain." As shown in Figure 5, our method demon-
strates a clear advantage across various objective
and subjective evaluation metrics.

6.3 Discussion

Compare Different Embeddings. It is worth
noting that there is no off-the-shelf personality em-
bedding method available yet, so we compare per-
formance on downstream tasks with other common
deep learning methods and text-embedding LLM.
As shown in Table 6, the triplet learning method
demonstrates a significant performance advantage.

Triplet Prediction. To evaluate the metric prop-
erties of personality representations, we directly
compare the performance of different models on
the triplet selection task. Specifically, we use
the untrained BERT-base-Chinese model, a BERT
model pre-trained with the Musk Language Model
and multi-label learning techniques, open-source

Method ‘ Negative Netural Positive M-avg W-avg
RoBERTa 0415 0.430 0.323 0.389  0.390
RoBERTa-P 0.401 0.505 0.176 0361 0430
PET-CLS 0.492 0.474 0.327 0431 0445
Ours ‘ 0.552 0.514 0.527 0.531 0.536

Table 7: Results for sentiment prediction for dialogue
emotion translation about F1-score. M-avg and W-avg
indicate macro-averaged and weighted-averaged F1.
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Figure 5: Comparison of Personality Retrieval. The
bar chart illustrates the differences in retrieval results
between the two embedding learning methods, specif-
ically in terms of the proportion of same-source and
same-personality roles. The pie chart represents the
subjective results from our user study.

large language models (Touvron et al., 2023; Chu
et al., 2024), and closed-source models (Anthropic,
2024; Achiam et al., 2023) for comparison. The re-
sults are shown in Figure 4, benefiting from strong
generalization capabilities, large language models
perform better on the triplet selection task than
traditional deep learning methods, but our meth-
ods outperforms all mainstream closed-source large
models, demonstrating the effect of triplet learning
in personality perception.

7 Conclusion

In this work, we propose a new task paradigm in
text-based personality learning. We construct a
triplet personality dataset to address the trade-off
between data scale and annotation quality in tra-



ditional personality-text datasets. Based on this
dataset, we obtain pretrained personality repre-
sentation with desirable metric properties through
triplet learning. We then integrate personality em-
beddings into various downstream applications and
experimentally demonstrate the transferability of
the triplet-learned embeddings. Although this work
may seem anti-trend in the era of large models, we
hope to spark interest among NLP researchers in
the practical applications of personality analysis.

Limitations

To inspire future research, we summarize the lim-
itations of our methods. Firstly, due to regional
and platform restrictions, the constructed triple
dataset contains only a single language. In the
future, this approach can be extended to explore
cross-linguistic personality representation learning.
Secondly, the design of triplet learning is relatively
straightforward, and there remains room for explo-
ration in utilizing triplet data to learn better per-
sonality representations. Thirdly, the application
of personality representation in the recommenda-
tion domain has yet to be explored. The coupling
effects of personality representation in friend rec-
ommendation and music recommendation warrant
further investigation.

Ethics Statement
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research by which researchers may dispense with
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A More Details of Implement

A.1 Details of Dataset

In personality detection task, we primarily utilized
our own constructed PTCD dataset, along with two
publicly available personality datasets: Kaggle®
and Essays (Pennebaker and King, 1999).

We collect high-quality corpora from differ-
ent domains to construct the PTCD dataset. In
the begining, we collect 6,145,276 utterances for
Dialogue domain, 230,795 dialogue instances of
1,388 fictional characters for Literature Domain
and 237,562 utterances for Description domain.
After preprocessing, the distribution of data in dif-
ferent domains can be referred to Table 8. During
the triplet proposal phase, we generated a total of
40,000 triplets. After annotation completion, we
applied rigorous filtering based on annotation con-
sistency (using the Dawid-Skene algorithm (Dawid
and Skene, 1979) with a 0.2 confidence threshold),
resulting in 36,294 high-quality annotated triplets.

The Kaggle dataset is sourced from Personali-
tyCafe’ and contains 45 to 50 social media posts
for each of the 8,675 users along with their corre-
sponding MBTI personality type.

The Essays dataset is a comprehensive collec-
tion of text data tailored for personality recognition
tasks, specifically emphasizing the Big 5 person-
ality traits. Under specific guidelines, volunteers
were asked to write freely to convey their thoughts
within a set time limit. This dataset includes 2,468
long texts, each paired with the corresponding au-
thor’s Big Five personality traits.

Have to note that the Pandora dataset® is also
widely used in related work; however, access to
this dataset requires permission from the author.
Unfortunately, we did not receive response from
the author before the completion of this paper.

A.2 Details of Data Processing in Essays

In the Essays dataset, the text from each volunteer
is concatenated into a long passage. In our learning
paradigm, this long text needs to be segmented into
individual sentences. Text segmentation is not the
focus of this study, so we adopt a straightforward
punctuation-based approach: sentences are divided
based on periods, question marks, and exclamation
marks.

® https://www.kaggle.com/datasnaek/mbti-type
7 http://personalitycafe.com/forum
8 nhttps://psy.takelab.ferhr/datasets/all

Domain ‘ Dialogue Literature Description All

‘ 49,996 55,459 57,050 162,505

Num

Table 8: The distribution of different domains of corpus
in PTCD.

A.3 Details of Baselines

The details of baseline methods used in the person-
ality detection task are as follows: LIWC+SVM
(Tighe et al., 2016) uses LIWC (Pennebaker, 2001)
to extract psycholinguistic features and applies
SVM as the classifier. W2V+CNN (Rahman et al.,
2019) uses non-pretrained CNN network (LeCun
et al., 1998)with word2vec algorithm to learn text
embedding. AttRCNN (Xue et al., 2018) utilizes a
hierarchical structure that incorporates a variant of
Inception (Szegedy et al., 2017) to encode each
post. DDGCN (Yang et al., 2023a) employs a
domain-adapted BERT to encode each post, along
with a dynamic deep graph network to aggregate
posts in a non-sequential manner. TAE (Hu et al.,
2024) enhances the performance of smaller mod-
els in personality detection by utilizing text aug-
mentations from LLM and employing contrastive
learning techniques. PsyCoT (Yang et al., 2023b)
employs psychological questionnaires as chain-of-
thought (CoT) process, utilizing LLM to conduct
multi-turn dialogue evaluations.

A.4 Details of Multi-head Attention Blocks

Regarding the specific structure of multi-head at-
tention blocks (MAB) is as follows:

MAB(Q, K) = LayerNorm(O + FNN(0))
where O = LayerNorm(Q + M)

and M = Multihead(Q, K, K;w)

and FNN(0) = ReLU(FC(0))

“

where (), K are both set inputs, w is a hyperpa-
rameter that controls the number of attention heads.

A.5 Details of Transfer Personality Detection

Given the significant differences in language and
domain between our triplet dataset and these open-
source datasets, we opted to translate the PTCD
dataset into English for training and then evalu-
ated its transfer performance on the open-source
datasets.

Additionally, pooling architecture mentioned in
section 5.1 only has two layers to learn, which is



\ PIP | DGCN
| PTICD Kaggle | PTCD Kaggle
Epoch Time | 6.71s  4.02s | 70.10s  58.42s

Method

Table 9: Comparison of epoch time of different datasets.

Method ACC F1  Excat ACC
MLL encoder 80.43 76.88 44.93
Embedding Fusion | 86.34 84.19 60.12
Single Classifier | 89.49 87.50 66.67
Ours 94.94 94.94 77.20

Table 10: Ablation study on PTCD dataset. ACC refers
to the accuracy of a single dimension under the MBTI
taxonomy, while Exact ACC denotes the probability of
having all four dimensions accurately classified.

too simple to maintain excellent performance in
domain adaptation scenarios. To better capture
the information between corpora, we follow pre-
vious work (Yang et al., 2023a). Based on the
trained personality representation, we dynamically
compute the adjacency graph and use DGCN (Liu
et al., 2020) to complete the aggregation of features.
In this manner, we outperformed domain-specific
training methods in domain adaptation scenarios
across different open-source datasets.

B Additional Experimental Results
B.1 Training Complexity

To demonstrate the advantage of our PIP architec-
ture in terms of time complexity, we compared the
time required for training convergence using PIP
and DGCN. As shown in Table 9, PIP has a sig-
nificant advantage over DGCN in terms of time
complexity.

B.2 Ablation Study of Personality Detection

To demonstrate the effectiveness of the two com-
ponents separately, we also tested the settings of
training on PTCD dataset. To be specific, we test
three ablation settings:

e MLL-encoder: In this setup, we stop using
triplet loss to train the encoder. Instead, we
split the PTCD dataset into individual sen-
tences for multi-label learning to assess the
importance of measurable embedding learn-
ing.

* Embedding Fusion: This setting replaces the
Permutation-Invariant Pooling architecture by

Method | s 10 15 20
Zero-Shot 3164 3347 3202 3348
Few-Shot (MLM + MLL) | 29.62  30.76  30.14  29.76
Few-Shot (Ours) 3873 3576 3784 3675

Table 11: The ratio of rank = 1 cases to total cases
across three methods under different numbers of exam-
ples, specifically for N = 5,10, 15, and 20.

Method | s 10 15 20
Few-Shot (MLM + MLL) | 5624 5469 5670  57.44
Few-Shot (Ours) 5858 5897  60.01  59.30

Table 12: The win rate relative to Zero-Shot under
different numbers of examples, specifically for N =
5,10, 15, and 20.

averaging the set input embeddings and con-
ducting Multi-Label Classification to validate
the effectiveness of our pooling structure.

* Single Classifier: In this scenario, we limited
the pooling output to one channel and con-
ducted a 16-class classification using MBTI
rules, confirming the effectiveness of trans-
forming the task into a multi-label learning
format.

As shown in Table 10, all ablation settings resulted
in varying degrees of performance degradation,
demonstrating the effectiveness of each component
of our framework. Additionally, we can observe
the importance ranking of measurable embedding
learning, pooling architecture, and classifier.

B.3 Retrieval-based enhancements for
role-playing agent

In game development, ensuring the dialogues from
NPC align with their predefined personalities is cru-
cial, particularly for user-customized companion
NPCs. To evaluate the effectiveness of embedding
models for role-playing agents, we investigate the
changes of agents’ responses before and after intro-
ducing retrieval examples, assessing the alignment
of these responses with the character’s personal-
ity. To ensure equitable evaluation, we construct
a dataset based on CharacterEval (Tu et al., 2024)
that retains test data and character descriptions con-
taining personality information. Additionally, it
includes a dialogue library derived from dialogue
snippets from CharacterEval.

We compare three methods: 1) Zero-Shot, us-
ing the standard prompt from CharacterEval, to
generate responses; 2) Few-Shot (MLM + MLL),



Table 13: Prompt of Retrieval-Based Role-Playing Agent

# Prompt of Retrieval-Based Role-Playing Agent

Now, please act as a role-play expert. Based on the information provided below, engage in a
conversation by impersonating the role of role and strictly adhere to the character’s traits.

{role_information}

Below are text samples with similar characteristics for your reference:

{examples through retrieval }
Dialogue history as follows:
{dialogue context}

employing a BERT model trained using MLM and
MLL to select dialogues that exhibit similar person-
alities as examples, guiding the agent to generate
responses; and 3) Few-Shot (Ours), applying our
method to retrieve similar dialogues. In the latter
two methods, we utilize embedding models trained
on our PTCD datasets to encode personality de-
scriptions and select the N most similar dialogues
from the library based on cosine similarity, thereby
enhancing the consistency of the agent’s responses
with the target personality. To measure the sim-
ilarity between the responses and the personality
descriptions, we use a judge model to rank the out-
puts generated by the three methods. Specifically,
we utilize GPT-3.5 as the agent and GPT-4 for the
judge model.

As illustrated in Table 11 and Table 12, our
method consistently outperforms competing ap-
proaches across both evaluation metrics: the pro-
portion of rank = 1 samples and the win rate. This
performance advantage is particularly pronounced
when the number of examples N = 15. The em-
pirical results indicate that the samples retrieved
by our method demonstrate higher relevance to
character personality traits, thereby providing ro-
bust evidence for the superior performance of our
method.

C Details of Prompt

We provide the LLLM prompts used in the paper
below.

D Analysis about MBTI and Big 5

Firstly, both the MBTI and Big5 frameworks have
been extensively studied in existing works (Hu
et al., 2024; Yang et al., 2023b,a). Psychologi-
cal studies (Furnham, 1996; McCrae and Costa Jr,
1989) have also demonstrated correlations between
the dimensions of these two frameworks. Further-
more, our experiments also demonstrate that our

method achieves SOTA performance on both MBTI
and Big5 classification tasks (as shown in Table 2
and Table 3), which fully proves the generalization
of our work. While future research may increas-
ingly focus on Big5-based studies, we believe that
this novel learning paradigm is more critical for
personality representation research.



# Personality Conception

Assume the role of a certified personality psychology expert analyzing fictional character profiles.
Your task is to generate original personality descriptions using the MBTI framework, strictly
avoiding verbatim content from the input text. Follow this exact structure:

1. Extraversion (E) vs. Introversion (I)

State preference: Analyze energy source and social interaction patterns with 2 specific behavioral
examples

2. Sensing (S) vs. Intuition (N)

State preference: Describe information processing style with 1 concrete decision-making example
3. Thinking (T) vs. Feeling (F)

State preference: Explain decision-making approach with 1 conflict resolution example

4. Judging (J) vs. Perceiving (P)

State preference: Characterize lifestyle orientation with 1 time-management/crisis-handling exam-
ple

Additional Requirements:

Use plain language avoiding technical terms while maintaining psychological accuracy

For ambiguous traits: specify "Insufficient evidence to determine" with rationale

Maintain third-person perspective throughout

Keep total length under 150 words

Character Profiles: { Character Profiles }

Table 14: Prompt of Triplet Mining.

# Sentence Filter

Please determine whether the following text contains information that reflects the personality of the
speaker. Please base your judgment on the following criteria:

Important criteria: Opinion and attitude - Express a clear opinion or attitude.
Auxiliary criteria: Language style - a particular way of speaking is used.
Please answer "yes" or "no" according to the above criteria.

Examples:

1."What’s the use of being smart when you’re all alone in the end?" -Yes

2. "Nice weather." - No

Text under test: utterance

Note: Only reply "yes" or "no" and give a reason of no more than 50 words.

# Obtain Personality Tendcy

Based on the following sentence, determine this person’s MBTI personality type.
Sentence:

{corpus}

MBTIT personality types include the following options:

—-E (Extraversion)/I (Introversion)

—S (Sensing)/N (Intuition)

—T (Thinking)/F (Feeling)

—J (Judging)/P (Perceiving)

Please analyze the corpus and determine the most suitable MBTI personality type combination.
Note: Output only the personality type combination without any additional content.




Table 15: Prompt of Personality Detection.

# Prompt of Personality Detection

Judge the person’s MBTI personality label based on the following text paragraphs. These texts are
descriptions of a person’s actions, thoughts, and feelings.

Text paragraph:

{corpus}

The MBTI Personality label has the following options:

1. E (Extroversion) /I (introversion)

2. S (Sense of feeling) /N (intuition)

3. T (thinking) /F (feeling)

4. J (Judgment) /P (perception)

Please analyze the most appropriate MBTI personality label combination based on the corpus.
Note: Output personality label combination directly, do not output other content.

# Examples

Example: The posts of this user are:”Wow, thank you for this thread! Physical vs. metaphysical
is a great topic! I find that I am very much the same way your are. How can I put it ... I have my
days. :) The more I develop my xSxJ, the .../l my room. I like to be in my bed, next to my books,
with my fan on and laptop nearby.lll I wouldn’t say that I can read souls-but I can see potential. I
can sense sadness, happiness, uneasiness! etc. I can tell when someone is not happy where they
are and with what they are doing...lll thank you for being so polite! :) Il I find eye contact is key. I
acknowledge their existence and importance by maintaining eye contact with them throughout the
conversation. Not by staring into their eyes in a creeper way, but by making ...lIl As an INFJ male I
can somewhat relate to your post. A very close lady friend of mine and I were like this for years! I
had always liked her and could read her fairly well. I knew when she needed ...’

Result: INFJ
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