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Abstract

Although most current large multimodal mod-001
els (LMMs) can already understand photos of002
natural scenes and portraits, their understand-003
ing of abstract images, e.g., charts, maps, or004
layouts, and visual reasoning capabilities re-005
mains quite rudimentary. They often struggle006
with simple daily tasks, such as reading time007
from a clock, understanding a flowchart, or008
planning a route using a road map. In light009
of this, we design a multi-modal self-instruct,010
utilizing large language models and their code011
capabilities to synthesize massive abstract im-012
ages and visual reasoning instructions across013
daily scenarios. Our strategy effortlessly cre-014
ates a multimodal benchmark with 11,193 in-015
structions for eight visual scenarios: charts, ta-016
bles, simulated maps, dashboards, flowcharts,017
relation graphs, floor plans, and visual puzzles.018
This benchmark, constructed with simple019
lines and geometric elements, exposes the020
shortcomings of most advanced LMMs like021
GPT-4V and Llava in abstract image under-022
standing, spatial relations reasoning, and visual023
element induction. Besides, to verify the qual-024
ity of our synthetic data, we fine-tune an LMM025
using 62,476 synthetic chart, table and road026
map instructions. The results demonstrate im-027
proved chart understanding and map navigation028
performance, and also demonstrate potential029
benefits for other visual reasoning tasks. Our030
code and data are available at this anonymous031
link: https://anonymous.4open.science/032
r/self-instruct-data-engine-E785/033

1 Introduction034

In recent times, spurred by breakthroughs in large035

language models (LLMs) (Zeng et al., 2023; Tou-036

vron et al., 2023a; OpenAI, 2022, 2023; Touvron037

et al., 2023b; Bi et al., 2024; Jiang et al., 2024;038

Anthropic, 2024; Abdin et al., 2024), large multi-039

modal models (LMMs) have also undergone rapid040

advancements (Liu et al., 2024b,a; Team et al.,041

2023; Bai et al., 2023a; Lu et al., 2024; McK- 042

inzie et al., 2024). Leveraging a pre-trained LLM 043

to unify the encoding of all modalities empowers 044

LMMs to understand human daily environments 045

and execute complex tasks (Hong et al., 2023; Hu 046

et al., 2023; Zhang et al., 2023; Koh et al., 2024; 047

Zhang et al., 2024b). This greatly expands the po- 048

tential of general-purpose AI assistants. 049

Despite these achievements, LMMs still exhibit 050

significant deficiencies when deployed in human 051

daily life (Yin et al., 2023; Xie et al., 2024). For 052

instance, LMMs often fail when planning a route 053

using a road map, reading the time from a clock 054

image, or interpreting a flowchart. We observe 055

that these simple daily activities require LMMs to 056

understand abstract images, such as maps, charts, 057

and dashboards, rather than natural photographs or 058

portraits with explicit semantics. These abstract im- 059

ages composed of simple geometric elements are 060

more challenging for LMMs. Furthermore, even 061

many advanced LMMs are easily stumped by sim- 062

ple visual-level reasoning tasks, such as geometric 063

pattern induction and visual symbol comparison. 064

However, these capabilities, i.e., perceiving ab- 065

stract images and reasoning about visual elements, 066

are essential for LMMs if we deploy an LMM- 067

driven agent in our daily lives. It can help us with 068

data analysis, map navigation, web searches, and 069

many other tedious tasks. On the one hand, despite 070

valuable explorations by some pioneers (Yu et al., 071

2023b; Liu et al., 2023; Han et al., 2023; Ying et al., 072

2024; Wei et al., 2024), these abstract image un- 073

derstanding and visual reasoning abilities have not 074

been adequately emphasized, and we need a dedi- 075

cated benchmark to systematically evaluate the per- 076

formance of current LMMs in this aspect. On the 077

other hand, unlike semantic-related tasks, collect- 078

ing such abstract image-text pairs with reasoning 079

context is labor-intensive and time-consuming. 080

To fill in the gap, we drew inspiration from syn- 081

thetic data (Wang et al., 2022b; Liu et al., 2024c; 082
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Question: How many times was the GDP of the 
USA in 2020 compared to China?
Answer: 1.3 times. 
Rationale: In 2020, China’s GDP was $14 trillion, 
while..
GPT-4V: 1.17 times, For China, the GDP is 
represented by the blue line, which intersects at 
about 15 trillion USD in 2020….

Question: Select an
option to fill ?Answer: B.
The sides are decreasing...
Llava-v1.6-34b: …without 
more clear pattern difficult 
to predict … ✗

Question: According to this flowchart, I input the 
numbers 2, 3, and 4. What is the final result?
Answer: 4. Rationale: This algorithm flowchart is 
designed to find the maximum of three numbers
GPT-4o: C, which is 4, is the maximum value. Start 
with the comparison A > B (2 > 3), which is false …

Question: Do Stellar Orbits and Particle Models 
belong to the same sub-disciplines ? Answer: No. 
Rationale: Particle Models are a sub subfield of 
Dark Matter, while Stellar Orbits fall under 
Galactic Dynamics.
Llava-v1.6-34b: Yes, Stellar Orbits and Particle 
Models belong to the same sub-disciplines within 
the field of astrophysics …

Question: Observe the image. Are all the 
images identical?
Answer: No. Rationale: The cat in row 4 and 
column 4 is different …
GPT-4V: No, …unique cat is located in the fourth 
row and third column from the top left corner.

2D Planar Layout

Question: Does the 
smallest bedroom have 
a washroom?
Answer: No. 
Rationale: The 
smallest bedroom is 
BedRoom1, and it does 
not a washroom.

GPT-4V: Yes.
Bedroom2..

Visual Puzzle

Question: The starting 
point is marked in red, 
and the endpoint is in 
yellow. Please find a 
path from the starting to 
the endpoint.
Answer: Start from the 
red point, move upwards 
to 7s, and then move to 
the right to L1...

GPT-4o: 1.Move up to 
"w7”…

Road Map

Relation Graph

Question: How much food waste has increased from 
2000 to 2009
Answer: 4.2 Rationale: 33.7 - 29.5
GPT-4V: 4.2 … increased from 29.5 million tonnes in 
2000 to 33.7 million tonnes in 2009…

TableQuestion: Today, I set off for 
another city 100 kilometers away. 
The clock shows my departure 
time, and the speedometer 
displays my car's speed. When 
will I arrive at the destination?
Answer: 10:00 AM. Rationale:
Your departure time is 8:00 AM, 
and your car‘s speedometer 
shows 50 km/h. The distance is 
100 km. Therefore, you need to 
spend two hours on the road, and 
you will arrive at destination 
at 10:00 AM.
GPT-4V: You will arrive at 9:00. 
The clock shows 7:00, which is 
your departure time..

Dashboard

Speedometer

Chart

Flowchart

Figure 1: We leverage LLM and code to synthesize abstract images and self-instruct diverse reasoning instructions,
e.g., charts, road maps, dashboards, visual puzzles, and relation graphs. Unlike natural landscapes and human
photos, these non-natural images constructed with geometric elements require stronger perception and spatial
relation reasoning. Our benchmark indicates that current LMMs are far from human-level performance. They even
fail to complete simple daily tasks, e.g., reading the time on a clock or planning a route using a map.

Han et al., 2023; Du et al., 2023), which is widely083

used to supplement the insufficiency of instruction-084

following data. For instance, distilling high-quality085

dialogue data from a strong LLM (Wang et al.,086

2022b; Xu et al., 2023a; Yu et al., 2023a; Chen087

et al., 2023a; Zhao et al., 2023), or using external088

tools to refine the quality of synthetic data (Wei089

et al., 2023; Lee et al., 2024). However, synthe-090

sizing image-text data for LMM is not easy, as091

current LLMs can not directly generate images. An092

intuitive approach is to combine LLMs with a text-093

to-image model for producing <image, question,094

answer> (Li et al., 2023c; Wu et al., 2023b), but095

most text-to-image models fail to finely control 096

the details of the image, potentially leading to a 097

misalignment between image and text. 098

Considering that abstract images are composed 099

of lines and geometric elements, we can utilize 100

code to accurately synthesize them. In light of this, 101

we advocate a code-centric self-instruct strategy to 102

synthesize massive abstract images with reasoning 103

questions and answer pairs. We first instruct LLM 104

to autonomously propose a creative visual idea for 105

a daily scenario and then self-propose the neces- 106

sary data and code to draw an abstract image, such 107

as plotting a relation graph or house layout. Af- 108
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ter synthesizing images, our strategy self-instructs109

multiple reasoning question-answer pairs based on110

the plotting idea and code. This code-centric design111

can effortlessly synthesize diverse abstract images112

and reasoning instructions, involving chart inter-113

pretation, spatial relation reasoning, visual puzzles,114

and mathematical geometry problems, and also pro-115

vide accurate answers and rationale.116

As shown in Figure 1, our strategy synthesized117

an abstract image benchmark for daily scenarios,118

including 11,193 high-quality instructions covering119

eight scenarios: Dashboard, Road Map, Chart, Ta-120

ble, Flowchart, Relation Graph, Visual Puzzles, and121

2D Planar Layout. Empowered by this benchmark,122

we evaluate several representative LMMs and iden-123

tify their significant deficiencies in abstract image124

understanding and visual reasoning. For example,125

in the dashboard scene, the best-performing LMM126

(GPT-4V) only achieved a score of 36.2, far be-127

low the human level of 85.3. Besides, to verify128

the quality of the synthesized data, we also syn-129

thesized 62,476 charts and road map instructions130

for fine-tuning Llava-1.5-7B. Experimental results131

show that our synthesized data can significantly132

enhance in-domain performance and also benefit133

other abstract image reasoning tasks.134

Our contributions can be summarized as follows:135

• We identify that current LMMs have a sig-136

nificant gap compared to humans in under-137

standing and visually reasoning about abstract138

images, such as maps, charts, and layouts.139

• Utilizing LLM and code, We design a multi-140

modal self-instruct strategy to synthesize a141

diverse set of abstract images and reasoning142

instructions, providing value data for LMMs.143

• We synthesized a benchmark of 11,193 high-144

quality abstract images, covering eight com-145

mon scenarios. Our benchmark reveals sig-146

nificant deficiencies even in advanced LMMs.147

Besides, we synthesized 62,476 chart and road148

map instructions for fine-tuning, verifying the149

effectiveness of the synthesized data.150

2 Multi-modal Self-Instruct151

2.1 Overview152

Our multi-modal self-instruct is an LLM-driven153

data synthesis strategy capable of producing ab-154

stract images and aligned reasoning instructions for155

various daily scenarios, including road maps, dash- 156

boards, 2D planar layouts, charts, relation graphs, 157

flowcharts, and visual puzzles. 158

Firstly, our strategy can autonomously propose 159

a creative idea for visual scenarios, e.g., using a 160

step-by-step flowchart to demonstrate how to at- 161

tend an academy conference or designing road map 162

(Section 2.2). Then it generates detailed code to 163

visualize this idea (Section 2.3). After synthesiz- 164

ing the desired image, LLMs self-instruct multiple 165

high-quality Q&A pairs for this visual content (Sec- 166

tion 2.4). The entire process is fully completed by 167

the LLM with a few demonstrations. 168

As shown in Figure 2, we illustrate the entire pro- 169

cess of our image-text synthesis, including using 170

road maps for navigation, interpreting pie charts, 171

solving visual puzzles, and using operating work- 172

flow. For each scenario, we synthesize multiple 173

questions, annotated answers, and rationales. For 174

example, in the pie chart case, the LLM designs 175

a multi-step math question about the difference 176

between the largest and smallest categories. 177

2.2 Visual Idea Proposal 178

To generate an image from scratch, we first instruct 179

the LLM to propose an innovative visual idea. This 180

visual idea illustrates a scenario commonly encoun- 181

tered in daily life or work, e.g., a chart about a 182

specific topic or a road map. Besides, this scenario 183

image can be rendered with code, rather than real 184

portraits or natural scenes. Therefore, we focus 185

on eight common types of abstract images that are 186

rarely covered in current datasets: 187

Working Scene and Life Scene 188
Charts and Table: Line , bar , pie , composite 189
charts , and single and multiple tables. 190

Flowchart: Algorithm flowcharts and 191
operating workflows , such as designing a 192
slide presentation. 193

Relation Graph: Multiple relational graphs 194
with complex connections. 195

Road Map: Simulated road maps annotated 196
with intersection names. 197
Visual Puzzles: 1. Inductive reasoning 198
across multiple images. 2. Comparing the 199
differences between multiple images. 200

2D Planar Layout: Floor plans with 201
different structures and layouts. 202
Instrument Dashboards: Mechanical dials , 203
such as clocks , odometers , speedometers , 204
thermometers , barometers .. 205

We design some examples for each scenario as 206

in-context demonstrations. Prompted by them, the 207

LLM is encouraged to propose a creative and de- 208

tailed plotting idea using natural language. These 209

visual ideas depict the basic outlines of visual in- 210
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Idea Proposal Image Synthesis
Idea: City Road Map 
A city map: start from the red point 
and finish at the yellow location…

Idea: Statistical Charts
Draw a pie chart of job satisfaction, 
divided into four categories: very 
satisfied, satisfied, neutral, 
dissatisfied, and very dissatisfied.

Idea: Visual Puzzles
Design a “spot the difference” game: 
a 5x5 grid. Only one cell contains 
pants, while all other cells contain 
shirts.

Q1: Based on the map, which 
station is closest to the
destination (marked as yellow)?
A1: 2p is the closest station

Q2: Plan a detailed route from 
the starting point (red dot) to 
the destination (yellow dot) 
A: Move forward to 7s, then…

Q1: What is the percentage of 
'Very Satisfied' ?
A: 3%. The blue color show..

Q2: What is the difference 
between the largest and 
smallest proportions?
A: 45% - 3% = 42%

Q1: How many subgraphs in
the given figure?
A:25. It contains 5 rows and 5..

Q2: Find the location of the 
different subgraphs
A: Row 3, Column 4

Instruction Construction

Q3: What's the difference 
between them?
A: 3 row, 4 column is pants….

Idea: Visual Puzzles
A shape reasoning quiz: From left 
to right, there is a triangle,  
quadrilateral, and pentagon. Guess 
what comes next. The pattern is….

Q1: Please choose the most 
suitable shape to fill in.
A: A. I find their side number..

Idea: Simplified Schematics
A four-step flowchart illustrating 
how to create a slideshow. The 
first step: create a empty slide…

Idea: House layout plans
I want to showcase a floor plan of a 
house. There are two bedrooms.. 

Idea: Instrument dashboards
When I left home, I saw the round 
clock on the wall showed 8:10.

?
A CB D

Idea: Operating Workflow
Use a workflow to illustrate the 
how to register a conference

Idea: Relation Graph
Use a tree diagram to display a 
branch of Astrophysics Research. It 
includes three sub-disciplines:….

Q1: How many steps need to 
be completed ?
A: 7 steps
Q2: According to this 
workflow, after completing the 
paper registration, what should 
I do next?
Answer: You should Pay 
Registration Fee.

Simulated
data

Simulated
data

Simulated
data

Simulated
data

Simulated
data

Code
Data

Code
Data

Code
Data

Code
Data

Code
Data

Figure 2: Our multi-modal self-instruct strategy first self-proposes a visual idea to depict an abstract image. Based
on this, the LLM generates simulated data and writes code to create the drawings. Subsequently, LLM is instructed
to design multiple Q&A based on the code and idea, covering various aspects such as spatial reasoning, color
recognition, and mathematical reasoning, constructing a rich set of multimodal instructions.

formation. By incorporating detailed parameters,211

a visual idea can control the specifics of image212

synthesis, enabling the creation of a diverse range213

of images. Additionally, when constructing visual214

instructions, visual ideas can provide a visual ref-215

erence for the generation of instructions in natural216

language form.217

2.3 Image Synthesis218

Simulated Data To render the proposed idea into219

an image, we guide the LLM to first generate some220

simulated data for the proposed idea. For example,221

for the pie chart in Figure 2, the LLM needs to222

fabricate the percentage data for the four types.223

Code Generation After producing simulated 224

data, LLM generates corresponding Python code 225

to visualize the proposed idea. We encourage the 226

LLM to use popular visualization packages, e.g., 227

Matplotlib1 or ECharts2, to create desired visual 228

elements, as it significantly reduces the complexity 229

of code generation. Besides, we instruct the LLM 230

to explicitly define all parameters in the code for 231

plotting images, such as image style, color, font 232

size, and legend position. These explicitly stated 233

parameters control the details of the synthesized 234

images and can be used to produce Q&A. 235

1https://matplotlib.org
2https://echarts.apache.org/zh/index.html
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2.4 Visual Instruction Construction236

After executing the code, we obtain the expected237

image. Next, the LLM autonomously proposes238

multiple high-quality <question, answer> pairs re-239

lated to this synthetic image.240

Question-Answer Pair Generation. To make241

the LLM aware of all the image details, we con-242

catenate the proposed idea, simulated data, and243

generated code in the prompt, and then guide the244

LLM to design instructions following data for this245

synthesized image. More than just image compre-246

hension and captioning tasks, our strategy can self-247

propose a wide range of unconventional questions248

for this synthesized image, such as comparing dif-249

ferences among multiple images, area estimation,250

and spatial relation inference. Furthermore, it can251

even design diverse multi-step reasoning problems252

based on multiple synthesized images.253

Annotate Answers with Rationale. To enhance254

the training effectiveness of multimodal instruction-255

following data, we also provide a detailed rationale256

for each question. We prompt the LLM to care-257

fully review the idea and code, and then generate258

a detailed rationale for the given question, rather259

than just providing an answer. Similar to the chain-260

of-thought process, rationale can be used to train261

LMMs, enhancing their reasoning capabilities.262

Below is a complete case for our pipeline, includ-263

ing Idea Proposal, Image Synthesis, and Instruction264

Construction. We also provide the results of GPT-4265

and Gemini-1.5, which all failed on this case.266

Idea Proposal: Draw a clock with hour and267
minute hands.268
Simulated Data: time='8:10', Shape='Round269
Clock ', color='black ', size =...270
Code Generation: 'import pyechart ...'271
Instruction Construction272
Question: What time is shown on the dial?273
Answer1: 8:10274
GPT-4V: 10:10. Gemini-1.5-pro: 2:42.275
Math Question: When I left home , the clock276
showed the time indicated in the figure277

. What time is it after 8 hours of work?278
Answer2: 4:10 or 16:10279
Rationale: I see that the clock shows the280
time as 8:10. After working for eight281
hours , the time should be 16:10.282
GPT-4V: 7:10. The clock shows 11:10 ...283
Gemini-1.5-pro: 9:50. The time is 1:50 ...284
Reasoning Question: I exercised for one and285
a half hours. After finishing , the286

clock showed the time as illustrated.287
What number did the hour hand point to288
when I started my workout?289
Answer3: 6 or 7290
Rationale: I read the time from the clock291
as 8:10, and you have been exercising292

Task #Image # Instruction #Usage

Chart 1,768 34,590 Train
Table 570 10,886 Train
Road map 17,000 17,000 Train
All 19,338 62,476 Train

Chart 149 3,018 Test
Table 58 1,108 Test
Road map 3,000 3,000 Test
Dashboard 73 1,013 Test
Relation Graph 66 822 Test
Flowchart 98 1,451 Test
Visual Puzzle 189 529 Test
2D Planar Layout 25 252 Test
All 3,658 11,193 Test

Table 1: The statistics of our dataset, including eight
tasks from work and life scenarios. All data were syn-
thesized using our multi-modal self-instruct strategy.

Figure 3: Left: The distribution of different chart types.
Right: The number of questions for each category.

for an hour and a half. This means you 293
left at 6:40. Therefore ... 294
GPT-4V: 12. The clock shows the time as 295
1:30 ... 1:30 -1.5 hours =12:00 PM ... 296
Gemini-1.5-pro: 1. The clock is 2:30 ... An 297
hour and a half before was 1:00 ... 298

3 Multimodal Self-instruct Dataset 299

3.1 Dataset Statistics 300

We focus on eight common but under-explored sce- 301

nario images, including Chart, Table, Road Map, 302

Relation Graph, Flowchart, Visual Puzzle, Dash- 303

board, and 2D Planar Layout. We initially syn- 304

thesized a benchmark involving all 8 scenarios, 305

containing 3,658 images and 11,193 instructions in 306

total, to benchmark several representative LMMs. 307

Besides, to evaluate the quality of the synthesized 308

data, we also synthesize three training sets for 309

chart, table, and road map tasks, comprising 34,590, 310

10,886, and 17,000 training instructions, respec- 311

tively. As shown in Table 1, we provide detailed 312

statistics about our synthesized dataset. 313

3.2 Synthesis Details 314

Chart and Table Firstly, we design some key- 315

word seeds, e.g., GDP, energy consumption, em- 316
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Moderate Difficult Hard

Figure 4: Top: We present three examples of road maps
with different path complexity. Bottom: We categorize
all maps into five levels of complexity.

ployment rate, and then we prompt the LLM to317

expand these seed keywords into a huge keyword318

library covering economics, technology, and soci-319

ety domains. Before generation, we first randomly320

sample a keyword from the library and then prompt321

the LLM to generate corresponding visual ideas,322

code, and instruction data. We synthesize five types323

of charts: line charts, bar charts, pie charts, table324

screenshots, and composite charts (containing mul-325

tiple sub-charts). For each chart, we prompt LLMs326

to self-instruct five types of questions: Optical327

Character Recognition (OCR), Caption, Detailed328

Perception (involving issues of position, quantity,329

layout), Data Extraction, and Mathematical Rea-330

soning. As shown in Figure 3, we provide statistics331

based on chart types and question types separately.332

Besides, we provide several detailed examples for333

each type of chart and question in Figure A2.334

Road map Navigation. To generate simulated335

maps with obstacles and paths, we design a path336

generation strategy based on the rapidly exploring337

random tree algorithm3: Starting from an initial338

point, the agent randomly walks within an under-339

explored map, sampling the path according to the340

predefined walking parameters, including direction,341

probability, and maximum walking steps. The pro-342

cess stops when the maximum walking steps are343

reached, and the stopping position is set as the end-344

point. When synthesizing maps, the LLM first sets345

the map size, and randomly walking parameters.346

Then it generates code to implement our path gen-347

3https://en.wikipedia.org/wiki/Rapidly_
exploring_random_tree

eration process. Ultimately, we synthesized 17k 348

training maps and 3k testing maps. Based on the 349

path complexity, we categorized all maps into five 350

levels. As shown in Figure 4, most maps are of 351

medium difficulty or higher, requiring at least two 352

intersections and turns to reach the endpoint. We 353

provide two complete cases in Figure A4. 354

Other Scenarios Synthesis. We employ similar 355

processes to synthesize images of the other five 356

scenarios, producing 1,013 Dashboard, 822 Rela- 357

tion Graph, 1,451 Flowchart, 529 Visual Puzzle, 358

and 252 Planar Layout instructions. Specifically, 359

for Flowchart, we synthesize two types: algorithm 360

flowcharts and operating workflow. For the Rela- 361

tion Graph, we generate graphs with different struc- 362

tures, such as trees or graphs. For Dashboard, we 363

synthesize circular dials, such as clocks, speedome- 364

ters, and fuel gauges, and some elongated dials 365

like thermometers and barometers. Regarding the 366

Visual Puzzle task, we synthesize two types of puz- 367

zles: visual pattern induction and multi-subgraph 368

comparison. As for the 2D Planar Layout, we syn- 369

thesize architectural layouts, webpage layouts, and 370

more. These instructions are all used as test bench- 371

marks to evaluate the current mainstream LMMs 372

performance. We provide some visualized cases 373

for each task in Figures A5 to A8. 374

3.3 Implementation Details 375

LLM and Prompts. We employ gpt-4-turbo-2024- 376

04-09 to implement our data synthesis: idea pro- 377

posal, code generation, and instruction construc- 378

tion. A detailed prompt is shown in Appendix A. 379

Dataset Quality. To ensure the quality of the syn- 380

thesized data, we filtered the data at three levels: 381

code feasibility, image aesthetics, and answer 382

accuracy. I. If the generated code fails to run, we 383

prompt the LLM to self-reflect based on the error 384

feedback from the compiler. If the LLM still cannot 385

produce valid code after three retries, we discard 386

that visual idea. II. For each synthesized image, 387

we employed Llava-1.5 (Liu et al., 2024a) to check 388

the image aesthetics, including whether visual ele- 389

ments within the image interfere with each other, 390

the reasonableness of the layout, and the legibility 391

of any text. These rules allowed us to filter out aes- 392

thetically unpleasing images. III. To ensure answer 393

accuracy, we adopted the self-consistency (Wang 394

et al., 2022a) for answer generation: instructing 395

the LLM to generate multiple responses based on 396

the idea, code, and question, and then selecting the 397
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LMMs Acc (%)
Chart Table Road Map

GPT-4-Vision-1106 50.6 75.8 23.3
Claude-3-Sonnet 46.4 68.4 38.3
Qwen-VL-Plus-70B 40.1 51.6 18.6

Vanilla Llava-1.5-7B 10.5 15.8 0.3
Vanilla Llava-1.5-13B 13.4 18.3 5.1
InstructBLIP-7B 8.8 7.7 0.4
InstructBLIP-13B 2.8 2.1 0.6
Deepseek-VL-Chat-1.3B 18.4 24.2 9.6
Deepseek-VL-Chat-7B 25.2 31.1 18.8

Llava-our-62k 30.3 ↑19.8 51.8 ↑36.0 67.7 ↑67.4

Table 2: Our model is fine-tuned on chart, table, and
roadmap tasks. The arrows indicate the improvements
compared to Vanilla Llava-1.5-7B.

Data Selection Size Chart (%) Table (%) Map (%)

Vanilla Llava 0 10.5 15.8 0.3

w/ Chart 34.5k 29.8 26.7 8.9
w/ Table 10.8k 17.3 47.8 6.0
w/ Map 17k 9.8 10.3 62.0
w/ Chart, Table 45.3k 31.0 50.4 7.6
w/ Chart, Table, Map 62.3k 30.3 51.8 67.7

Table 3: We investigate the synergistic effects between
the three tasks. Chart and table corpus can improve each
other and both benefit road map tasks.

final answer through a voting process. IV. Addi-398

tionally, we randomly selected 10% of the question-399

answer pairs for human verification. The results400

confirmed that the quality of our dataset is assured.401

4 Experiments402

First, we evaluate the performance of many repre-403

sentative LMMs using our benchmark containing404

all tasks in Section 4.2. Next, we perform instruc-405

tion fine-tuning on the Llava-1.5-7B using 62,476406

charts, tables, and road map instructions (denoted407

as Llava-our-62k). Then, we discuss the in-domain408

performance Llava-our-62k and the impact of the409

quantity of synthetic data (Section 4.3). Lastly, we410

investigate whether it can be generalized to other411

reasoning tasks (Section 4.4).412

4.1 Settings413

We evaluated the performance of mainstream414

open-source and closed-source LMMs, including415

Llava-1.5-7B (Liu et al., 2024a), Llava-1.5-13B,416

InstructBLIP-7B (Dai et al., 2024), InstructBLIP-417

13B, Deepseek-VL-Chat-1.3B (Lu et al., 2024),418

Deepseek-VL-Chat-7B, GPT-4-Vision-1106 (Ope-419

nAI, 2023), Claude-3-Sonnet4 and Qwen-VL- 420

Plus (Bai et al., 2023b). All models were evaluated 421

using the same prompts and temperature settings. 422

We provide the evaluation metrics and other train- 423

ing details in Appendix A. 424

4.2 Benchmarking LMM’s Visual Reasoning 425

As shown Figure 1, we evaluate the performance of 426

many LMMs, Llava-our-62k across eight tasks, i.e., 427

chart, table, road map, dashboard, relation graph, 428

flowchart, visual puzzle, and planar layout. Ad- 429

ditionally, we invited two undergraduate students 430

to test on our benchmark. Their scores were then 431

averaged to represent the human-level performance. 432

The detailed results are shown in Table A1. 433

Underwhelming Abstract Image Comprehen- 434

sion. We observe that for these abstract images, 435

even advanced LMMs like GPT-4V and Claude- 436

3 achieved only 49.5% and 50.1% accuracy on 437

average for all tasks, leaving a significant gap to 438

human-level performance (82.1%). Surprisingly, 439

some tasks that seem straightforward for humans, 440

such as planning a route on a map and recognizing 441

clocks, prove challenging for LMMs. Specifically, 442

in the dashboard task, even the best LMMs only 443

achieved an accuracy of 36.2%. In the chart and 444

relation graph tasks, we observe that LMMs often 445

make errors when dealing with abstract concepts 446

and spatial relationships. For example, in the Pla- 447

nar Layout task, GPT-4 often fails to accurately dis- 448

tinguish the size of the three bedrooms and whether 449

they contain a washroom. These results indicate 450

that despite significant progress in understanding 451

semantic-rich natural photos, current LMMs still 452

possess only a rudimentary understanding of ab- 453

stract images and concepts. 454

Significant Disparity in Visual Reasoning Abil- 455

ity Among LMMs. In the road map navigation 456

task, LMMs need to dynamically plan reasonable 457

paths based on visual input. In the visual puzzle 458

task, LMMs should carefully observe the given dia- 459

grams, induce visual patterns, and then perform rea- 460

soning. For these two tasks, we observed a signif- 461

icant performance disparity between open-source 462

and closed-source LMMs. For example, Claude-3 463

achieved 38.3% and 47% for road map and visual 464

puzzles, respectively, while smaller open-source 465

models all achieved very low accuracy (≤ 20%). 466

4https://www.anthropic.com/news/
claude-3-family
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LLM Weak-related Tasks (%) Our Synthetic Benchmark (%)
ChartQA MathVista Dashboard Relation Graph Flowchart Visual Puzzle Planar Layout

Vanilla Llava 19.9 25.1 16.5 29.6 9.6 3.4 37.7
Llava-our-62k 23.9 ↑4 25.9 ↑0.8 16.5 30.1 ↑0.5 12.3 ↑2.7 3.6 ↑0.2 44.1 ↑6.4

Table 4: We used two weakly related tasks and our synthetic benchmarks from five untrained tasks to evaluate the
generalization capability of our 62k model, which was fine-tuned solely on chart, table, and road map tasks.

This disparity between open-source and closed-467

source LMMs is particularly pronounced in these468

visual reasoning tasks.469

4.3 Main Results After Fine-tuning470

In addition to constructing the benchmark, we fine-471

tuned the Llava-1.5-7B model using the training472

sets from chart, table, and map tasks, and compared473

its performance with other baselines.474

In-domain Performance. First, as shown in Ta-475

ble 2, compared to vanilla Llava-1.5-7B, we signifi-476

cantly improved its chart understanding capabilities477

by 19.8% and 36%, and also achieved the best per-478

formance in the road map navigation task (67.7%),479

far surpassing closed-source LMMs like GPT-4480

(23.3%) and Claude-3 (38.3%). Notably, we only481

use 68k synthetic data and 4 hours of LoRA fine-482

tuning, elevating the chart understanding capability483

of Llava-1.5-7B to the Qwen-VL-Plus level. This484

demonstrates the tremendous potential of our syn-485

thetic data. Besides, we observe that most LMMs486

perform poorly on the road map navigation task,487

but can quickly improve after fine-tuning using our488

data. This highlights that current LMMs are not489

well-aligned in these reasoning scenarios.490

Synergy Between Chart, Table and Road Map.491

We also studied the synergistic effects among the492

three tasks, such as whether chart training data493

benefits table and road map navigation tasks. As494

shown in Table 3, we trained separately on the495

chart (34.5k), table (10.8k), and roadmap (17k)496

datasets. Then, we train with a mix of chart and497

table data, and finally with a mix of all three tasks.498

We found that training on charts and tables does499

have a positive effect on road map tasks. For exam-500

ple, training solely on charts or tables can lead to501

approximately a +5% performance improvement502

in road map tasks, despite the significant differ-503

ences in task types. Interestingly, the reverse is not504

true. The training process on road maps does not505

have a significant impact on chart and table tasks.506

We speculate that this may be due to the different507

capabilities required for each task.508

Impact of Synthetic Data Quantity. To investi- 509

gate the impact of synthetic data quantity, we fine- 510

tuned the Llava-1.5-7B model using 35k, 47k, and 511

62k synthetic instructions respectively. As shown 512

in Figure A1, we observe that as the quantity of 513

synthetic data increases, the model’s performance 514

steadily improves without reaching a plateau, espe- 515

cially in the math reasoning sub-task. Specifically, 516

the accuracy for chart tasks increased from 25.78% 517

to 29.5%, and the table accuracy improved by 5.4%. 518

These results indicate that our synthetic data are of 519

high quality and diversity. 520

4.4 Generalized to Untrained Tasks 521

We evaluate whether Llava-our-62k can general- 522

ize to other benchmarks, especially the tasks with 523

significant differences. We use 1) two weakly 524

correlated tasks: ChartQA (Masry et al., 2022), 525

MathVista (Lu et al., 2023), and 2) our synthetic 526

benchmarks from other five reasoning tasks. As 527

shown in Table 4, we observe that although our 62k 528

model is only trained on chart, table, and road map 529

data, it also demonstrates improvements in other 530

benchmarks, including chartQA (+4%), MathVista 531

(+0.8%), and our synthetic benchmarks (+1.95% 532

on average). These results show that our model can 533

generalize to other types of visual reasoning tasks, 534

rather than merely fitting to the training scenarios. 535

5 Conclusions 536

We observe that current LMMs perform sub- 537

optimally in perceiving and reasoning with abstract 538

images, often failing at simple daily tasks. There- 539

fore, we design a multimodal self-instruct strat- 540

egy, enabling LLMs to autonomously synthesize 541

various diagrams, instrument dashboards, and vi- 542

sual puzzles using code, and self-propose reasoning 543

Q&A. We synthesized 11k data to benchmark the 544

current LMMs. Evaluation results underscore the 545

significant challenges posed by our benchmark. We 546

also synthesized 62k chart and road map training 547

instructions to fine-tune a Llava-7B, enhancing its 548

chart interpretation and map navigation abilities. 549
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Limitations550

Our multi-modal strategy can synthesize a vast551

amount of abstract images and reasoning instruc-552

tions, providing valuable training data to enhance553

LMMs. However, we want to highlight that there554

remain some limitations or areas for improvement:555

1. Our data synthesis process relies on the code556

generation and reasoning capabilities of LLMs,557

which are only available in closed-source models558

like GPT-4. Using these models is costly. As the559

capabilities of open-source models improve, we560

are attempting to use open-source LLMs, such as561

Llama 3 and Deepseek-V2, to synthesize data. This562

will significantly reduce our expenses. 2. This563

work used code to synthesize abstract images in564

eight scenarios, such as tables and maps. In the565

future, we can expand to more scenarios, such as566

using code to control robot simulators to generate567

specific house layouts and structures, thereby pro-568

ducing a massive amount of data. 3. We believe569

that the image resolution of visual encoders is a570

bottleneck for current LMMs, especially for these571

abstract diagrams. In the future, we plan to improve572

the image resolution of the encoders to enhance the573

fine-grained perception capabilities of LMMs.574
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A Experiments Details928

Metrics. Considering the diversity of output for-929

mats, including numerical values, single phrases,930

and long sentences, we employed different eval-931

uation metrics. For numerical questions in chart,932

table, and dashboard tasks, answers within a 5%933

error margin are considered correct. For numerical934

questions in other tasks, the predicted values must935

match the labeled values exactly. For single-phrase936

answers, the predictions should either precisely937

match or contain the labeled answers. For long-938

sentence answers, we used the Rouge-L score as939

the evaluation metric. For the map navigation task,940

we evaluated the predicted paths by calculating the941

Landmark Coverage Rate (LCR(%)): we first ex-942

tracted the predicted landmark sequence from the943

LMM’s response and then compared it sequentially944

with the annotated landmarks sequence, calculating945

the proportion of correctly ordered landmarks.946

Training Details. We fine-tuned the Llava-1.5-947

7B using LoRA (Hu et al., 2021) (denoted as Llava-948

our-62k) on chart, table, and road map training sets949

for 1 epoch, with a batch size of 16, a learning950

rate of 2e-4, a rank of 128 and alpha of 256. All951

other parameters were kept consistent with those952

of Llava-1.5-7B. For reasoning questions, we con-953

catenated the answer and rationale for instruction-954

following training.955

B Additional Experiment Results956

As discussed in Section 4.2, we evaluate the perfor-957

mance of many LMMs, Llava-our-62k and humans958

using our benchmark. All results are shown in Ta-959

ble A1. Besides, as shown in Table B2, we also960

calculated the Rough-L score for the caption sub-961

task in the chart and table.962

C Related Work963

C.1 Multi-modal LLMs964

With the rapid development of Large Language965

Models (LLM), many researchers are currently966

devoting their efforts to developing multimodal967

large models (MLLM) for visual understanding and968

reasoning tasks. Beyond OpenAI’s GPT-4V and969

Google’s Gemini, numerous open-sourced MLLMs970

have also emerged and gained significant progress.971

Recently, MLLMs commonly align visual per-972

ception with LLMs to acquire multimodal per-973

ceptions through lightweight vision-to-language974

adapters, including projection, Q-former and addi-975
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Figure A1: We analyzed the impact of synthetic data
quantity on the model’s performance. We fine-tune
Llava-1.5-7B using chart and table instruction data of
varying scales and report its accuracy. Additionally,
we report the accuracy for four sub-category tasks: De-
tailed Perception, Data Extraction, Math Reasoning, and
OCR.

tional cross-attention layers. For example, Kosmos- 976

1/2 (Huang et al., 2023; Peng et al., 2023) and 977

LLaVA-series models (Liu et al., 2024b,a) adopt a 978

linear layer or an MLP to project visual inputs into 979

textual embeddings. Furthermore, PaLM-E (Driess 980

et al., 2023), PandaGPT (Su et al., 2023), NExT- 981

GPT (Wu et al., 2023a) and AnyGPT (Zhan et al., 982

2024) even project other multimodal data such as 983

audio, video and robot sensor data into the textual 984

embeddings. Q-former was first proposed in BLIP- 985

2 (Li et al., 2023b) by employing a set of learn- 986

able queries to bridge the gap between a frozen 987

image encoder and the LLM. It has been used in 988

several other approaches, such as LL3DA (Chen 989

et al., 2023b), minigpt-4 (Zhu et al., 2023), Instruct- 990

BLIP (Dai et al., 2024) and mPLUG-Owl (Ye et al., 991

2023b). Additionally, Flamingo (Alayrac et al., 992

2022) and Otter (Li et al., 2023a) inserted addi- 993

tional cross-attention layers into the frozen LLM to 994

bridge the vision-only and language-only models. 995

However, those models are primarily focused on 996

natural images, and there still remain challenges in 997
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LLMs Acc (%)
Chart Table Road Map Dashboard Relation Graph Flowchart Visual Puzzles Layout Avg.

Human 93.5 95.1 75.0 85.3 82.5 65.5 62.5 97.6 82.1

GPT-4Vision-1106 50.6∗ 75.8∗ 23.3 36.2∗ 52.4 45.3∗ 35.9 76.6∗ 49.5
Claude-3-Sonnet 46.4 68.4 38.3 35.4 56.2∗ 40.3 47.0∗ 69.1 50.1
Qwen-VL-Plus 40.1 51.6 18.6 26.4 52.2 32.5 32.3 61.5 39.4
Deepseek-VL-Chat-7B 25.2 31.1 18.8 18.2 37.6 20.8 15.0 47.2 26.7
Vanilla Llava-1.5-7B 10.5 15.8 0.3 16.5 29.6 9.6 3.4 37.7 15.4

Llava-our-62k 30.3 51.8 67.7∗ 16.5 30.1 12.3 3.6 44.1 32.0

Table A1: Evaluating LMMs using our synthesized benchmark containing eight reasoning tasks. Bold indicates the
best performance. ∗ indicates the second highest.

LLMs Rough-L
Chart Table

GPT-4Vision-1106 0.42 0.42
Claude-3-Sonnet 0.48 0.46
Qwen-VL-Plus 0.36 0.37
Vanilla Llava-1.5-7B 0.33 0.37
Vanilla Llava-1.5-13B 0.33 0.40
InstructBLIP-7B 0.04 0.23
InstructBLIP-13B 0.05 0.11
Deepseek-VL-Chat-1.3B 0.36 0.35
Deepseek-VL-Chat-7B 0.39 0.37
Llava-our-62k 0.46 0.44

Table B2: For the chart and table tasks, we also calcu-
lated the captioning results.

the comprehension of complex fine-grained images998

such as charts, documents and diagrams. Some999

multimodal benchmarks have made valuable explo-1000

rations into the visual reasoning capabilities and1001

fine-grained recognition abilities of LMMs (Yue1002

et al., 2024; Yin et al., 2024; Xu et al., 2023b; An-1003

tol et al., 2015; Liu et al., 2023; Ying et al., 2024;1004

Yu et al., 2023b; Li et al., 2024).1005

Besides, several MLLMs have been proposed1006

for chart comprehension and reasoning, including1007

ChartLlama (Han et al., 2023), Unichart (Masry1008

et al., 2023), Structchart (Xia et al., 2023), FinVis-1009

GPT (Wang et al., 2023) and TinyChart (Zhang1010

et al., 2024a). mPLUG-DocOwl (Ye et al., 2023a)1011

strengthens the OCR-free document understanding1012

ability with a document instruction tuning dataset.1013

C.2 Data Synthesis1014

Data synthesis is widely used in LLM training1015

to supplement the insufficiency of instruction-1016

following data. Many studies focus on generating1017

high-quality synthetic data either distilling dialogue1018

data from a strong LLM (Wang et al., 2022b; Xu1019

et al., 2023a; Yu et al., 2023a; Chen et al., 2023a;1020

Zhao et al., 2023), or using external tools to refine1021

LLM-generated synthetic data (Wei et al., 2023;1022

Lee et al., 2024). For instance, Wang et al. (2022b) 1023

proposed Self-Instruct to improve the instruction- 1024

following ability of LLMs via their own genera- 1025

tion of instruction data. Xu et al. (2023a) further 1026

generated more complex instruction through Evol- 1027

Instruct. Yu et al. (2023a) synthesized a mathemati- 1028

cal dataset from LLMs by bootstrapping mathemat- 1029

ical questions and rewriting the question from mul- 1030

tiple perspectives. Wei et al. (2023) can generate 1031

diverse and realistic coding problems from open- 1032

source code snippets. Lei et al. (2024) can also 1033

create high-quality large code datasets for LLMs. 1034

It simulates programmers writing code and con- 1035

ducting unit tests through agent interactions, en- 1036

suring annotation accuracy with an external code 1037

executor. 1038
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Llava-v1.6-34b: Annual 
global food waste from 
2000 to 2020 (millions of 
tonnes) ✗
Gemini-1.5-pro: Annual 
global food waste from 
2000 to 2020✓
GPT-4V: Annual global 
food waste from 2000 to 
2020✓
GPT-4o: Annual global 
food waste from 2000 to 
2020✓

Llava-v1.6-34b: The highest … is 30.8 quadrilion BTUs, which occurs in the 
year 2019. The lowest … is 25.2 quadrillion BTUs, which occurs in the year 
2010. The difference … is 5.6 … ✗
Gemini-1.5-pro: highest … approximately 38.  lowest … approximately 24… 
difference is approximately 14 …✓
GPT-4V: The highest…about 35, and the lowest…about 24. the difference … 
approximately 11 ✗
GPT-4o: The highest…approximately 44, and the lowest…about 22. the 
difference … approximately 22 ✗

Data Extraction Problem
"Q": "Which country has the highest Happiness 
Index?",
"A": "Finland”

"Q": "How many different coloured bars are there?""A": "5"

Math Reasoning Problem
"Q": "What is the difference 
between the highest and lowest 
energy production from natural 
gas?","A": "14.6 Quadrillion Btu"
”Rationale": "… subtract the 
smallest value from the largest…
38.4 - 23.8 = 14.6 Quadrillion Btu"

Caption Problem
"Q" : " Please describe the chart in detail "
"A": "The data illustrates the annual sales of different categories of organic food, 
including fruits, vegetables, grains, dairy, meat, and beverages, from the year 2020 to 
2022. It shows an overall increase in sales across all categories over the years, 
indicating a growing demand for organic food products.",

OCR Problem
"Q": "Please extract 
the chart's title."
"A": "Annual global 
food waste from 
2000 to 2020"

Type 1: Pie Chart Type 2: Line Chart

Type 3: Table Type 4: Bar Chart

Type 5: Composite Chart

Llava-v1.6-34b: Finland ✓
Gemini-1.5-pro: Finland ✓
GPT-4V: Finland ✓
GPT-4o: Finland ✓

Llava-v1.6-34b: 5 ✓          Gemini-1.5-pro: 5 ✓
GPT-4V: five ✓                GPT-4o: five ✓

Llava-v1.6-34b: … On the left side of 
the image, the chart for 2020… Grains: 
2100.0 USD … ✗
Gemini-1.5-pro: The chart shows the 
annual sales of different categories of 
organic food from 2020 to 2022. It is 
composed of three pie charts, one for 
each year. Each pie chart is divided 
into six slices, each representing a 
different food category… ✓
GPT-4V: ….2021:…Dairy: $2,500.0 
USD… ✗
GPT-4o: …chart consists of three pie 
charts, each representing the annual 
sales of different categories of organic 
food from 2020 to 2022. Here are the 
details for each year… ✓

Detailed Perception Problem

Figure A2: The chart task includes five types of charts (pie chart, line chart, table, bar chart, composite chart), each
containing five types of questions (Data Extraction, Math Reasoning, OCR, Detailed Perception, Caption Problem).
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" Q " : " You are now in a 18 * 18 road map. The road map is divided into two areas: 
the obstacle area and the free area. The color of obstacle area is Olive Green, and 
the color of free area is Light Blue. You need to find a path from the start point to 
the end point. The color of start point is Green, and the color end point is Blue.You 
can move up, down, left, or right. The road map has some markers to help you find 
the path. Now you need to find a path from the start point to the end point. ”

"A": "To navigate through the road map and reach the end point, follow these steps:
1. Start at the green point.
2. Move upwards until you reach the marker labeled "t2". 
3. Turn right and continue moving in that direction for a certain number of steps 
(not specified) until you reach the marker labeled "5K".
4. Turn downwards and continue moving in that direction for a certain number of 
steps (not specified) until you reach the marker labeled "L4".
5. Move right for one step and you will reach the end point, which is labeled blue."

" Q": "You are now in a 15 by 15 road map. The road map is divided into 
two areas: the obstacle area and the free area. The color of obstacle area is 
Dark Gray, and the color of free area is Cream. You need to find a path 
from the start point to the end point. The color of start point is Red, and the 
color end point is Gold.You can move up, down, left, or right. The road 
map has some markers to help you find the path. Now you need to find a 
path from the start point to the end point."

" A": "To navigate the road map, you will need to move through the cream-
colored areas while avoiding the dark gray obstacles. Your starting point is 
marked by a red color, while your destination is marked with a gold color. 
Follow this path: 
Move left until you reach the marker "9j", then move up until you reach 
marker "U8". From there, continue left until you reach the marker "X7".
Then, move up until you reach marker "7g", and finally move left to reach 
the end point. 

Llava-v1.6-34b: Move up until … 
"t2” … Move right until  … "m2" 
Move down until …"5k". Move 
left until…"L5"… Move down 
reach…"L4… ✓  Score = 1/1
Gemini-1.5-pro: Move right until 
… "m2" Move right until… "8e" 
Move downwards until …"5K" 
Move downwards until …"L5" 
Move downwards until "L4" … 
end point.   ✗       Score = 0.7/1
GTP-4V: Move upwards until … 
"t2"…move right reach …"m2 " … 
Move downwards reach "7B" … 
Move right…Move downwards …
reach "L4"   ✗       Score = 0.7/1

GPT-4o: To find a path from the start point (green dot) to the end point (blue dot) 
in the maze, follow these steps:
1. Move right until you reach the marker labeled "e1".
2. Move up to the marker labeled "m2".
3. Move right until you reach the marker labeled "8e".
4. Move down to the marker labeled "5K".
5. Move down to the marker labeled "L5".
6. Move down to reach the end point (blue dot labeled "L4").
    ✗       Score = 0.7/1

Llava-v1.6-34b: Move up until  "t2"…move 
right until …"b4" move down until …"u8"
 … move left until…"5z” … move down 
until … "11" move right until …"7s" …
move down until …"d4"…move right until 
…"9j”…move up until … end point
✗  Score = 0.3/1
Gemini-1.5-pro: Move upwards until … 
"5z".Move left until … "U8". Move upwards 
until … "b4". Move left until … "5g". Move 
upwards until … "x7". Move upwards until 
… "7g". Move left … end point.
✗ Score = 0.8/1
GPT-4V: Move upwards… "d4j"… move 
left until … "7s" … move upwards 
until …"I1 " … move left … "5g"…moving 
left…until … "b4" … move upwards … end 
point. ✗ Score = 0.0/1

GPT-4o: Let's find a path from the start point (Red) to the end point 
(Gold) in the 15x15 road map, following the markers as we go.
1.Start at the red point.
2.Move left to marker "5z".
3.Move up to marker "U8".
4.Move left to marker "b4".
5.Move down to marker "7g".
6.Move left to marker "X7".
7.Move down to the end point (Gold).       ✗       Score = 0.5/1

Figure A3: We present two examples of road map navigation, including the synthesized simulated maps, questions,
and answers.
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Heart Rate Monitor

Math Reasoning Problem
"Q": "If the monthly income and expenses both increase by 
1000 next month, what will be the new difference between 
them?"
"A": "1500"
Llava-v1.6-34b: …the new income would be 8000 + 1000 
=9000, and the new expenses would be 8000 + 1000 = 9000 
as well … the difference between them would be 0. ✗
Gemini-1.5-pro: … difference between them will not 
change … ✗
GPT-4V: monthly expenses are approximately $4,500 … 
8500−5500=3000 ✗
GPT-4o: The current monthly income is 8000.The current 
monthly expenses are 4000 … ✗

Math Reasoning Problem
"Q": "If a person's heart rate is 72 bpm, how many beats will their 
heart make in an hour?"
"A": "4320 beats"
"Rationale ": "… multiply the heart rate by the number of minutes in 
an hour. 72 bpm * 60 minutes = 4320 beats. "
Llava-v1.6-34b:  … 4320 beats per hour ✓
Gemini-1.5-pro: … 72 * 60 = 4320 times ✓
GPT-4V: 4320 times ✓
GPT-4o: 4320 times ✓

,

Data Extraction Problem
"Q": " What is the blood pressure reading?"
"A": " 120"
Llava-v1.6-34b: 120 mmHg ✓
Gemini-1.5-pro: 120 mmHg ✓
GPT-4V: 120 mmHg ✓
GPT-4o: 120 mmHg ✓

Data Extraction Problem
"Q": "What is the reading at the beginning of the rectangle's length?"
"A": "2"
Llava-v1.6-34b: 0 ✗
Gemini-1.5-pro: 2 ✓
GPT-4V: 2 ✓
GPT-4o: 2 ✓

Data Extraction Problem
"Q": "What is the length of the measured object?"
"A": "2”
Llava-v1.6-34b: … a circular with a diameter of 
6.0 cm … ✗
Gemini-1.5-pro: 2  ✓
GPT-4V: 2 ✓
GPT-4o: 2 ✓

Figure A4: We present five examples of dashboard.
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Llava-v1.6-34b: … four departments:1. Media Relations.
2. Internal …  3. Crisis Management 4. Emergency 
Response Team ✗
Gemini-1.5-pro: ... 3 departments … ✓
GPT-4V: three departments … ✓
GPT-4o: three main departments … ✓

Llava-v1.6-34b: organization chart ✓
Gemini-1.5-pro: organization chart ✓
GPT-4V: organization chart ✓
GPT-4o: organization chart ✓

Tree-based

Math Reasoning Problem
"Q": "How many departments are there in the 'Corporate 
Communications Office'?",
"A": "3"

Structural Problem
"Q": "What is the type of this figure? Choose your answer 
from organization chart, pie chart, line chart, gantt chart."
"A": "organization chart"

Math Reasoning Problem
"Q": "How many nodes are there under the 'ProjectA' node?"
"A": ”2"

Llava-v1.6-34b: two nodes ✓
Gemini-1.5-pro: two nodes ✓
GPT-4V: two nodes ✓
GPT-4o: two nodes ✓

Math Reasoning Problem
"Q": "Does the 'ProjectC' node exist in this figure?",
"A": "no"

Llava-v1.6-34b: Yes, the 'ProjectC' node exists in this 
figure. It is connected to the 'Subproject1' node… ✗
Gemini-1.5-pro: No ✓
GPT-4V: not include ✓
GPT-4o: No ✓

Figure A5: We present two examples of relation graph, each containing two types of questions.
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Algorithm Workflow

Structural
"Q": "How many rectangular symbols are there in the 
flowchart?"
"A": "6”

Operating Workflow

Structural
"Q": "How many steps are there in the flowchart for 
preparing a healthy smoothie?"
"A": "8"

Reasoning
"Q": "What action should be taken if you can't sleep? A. 
Start B. Create restful environment 
C. Do relaxing activity. D. Pay attention to diet"
"A": "C. Do relaxing activity"

Reasoning
"Q": "What is the previous step of 'Clean up’? A. Blend 
until smooth B. Taste and adjust C. Pour and serve D. 
None of the above"
"A": "C. Pour and serve"

Llava-v1.6-34b: six ✓
Gemini-1.5-pro: 5 ✗
GPT-4V: seven ✗
GPT-4o: six ✓

Llava-v1.6-34b: Do relaxing activity ✓
Gemini-1.5-pro: Do a relaxing activity ✓
GPT-4V: Do relaxing activity ✓
GPT-4o: Do relaxing activity ✓

Llava-v1.6-34b: The flowchart … has six steps:1. Gather… 
2. Prepare … 3. Add … 4. Add … 5. Blend … 6. Taste … 
7. Pour … 8. Clean … . ✗ 
Gemini-1.5-pro: 8 steps ✓
GPT-4V: 8 ✓
GPT-4o: 8 ✓

Llava-v1.6-34b: Pour and serve ✓
Gemini-1.5-pro: Pour and serve ✓
GPT-4V: Pour and serve ✓
GPT-4o: Pour and serve ✓

Figure A6: We present two examples of flowchart (algorithm workflow and operating workflow), each containing
two kinds of questions (Structural and Reasoning Problem).
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A B C D

?

A B C D A B C D

Llava-v1.6-34b: a square with a circle in the center … ✗
Gemini-1.5-pro: A✓
GPT-4V: A ✓
GPT-4o: B, third shape should have three black circles 
followed by two white circles ✗

Visual Pattern Reasoning

Multi-Subgraph Comparison

"Q": "Identify the different object 
by its row and column in the image.
"A": "(3, 4)"

"Q": “What could be the following shape in the figure ? 
(choose from the options) ""A": ”A"

"Q": Based on the pattern shown, which shape comes next? 
(choose from the options) ""A": "B"

"Q": " What might be the next shape? (choose from the 
options) " "A": "B"

"Q" :"Given the pattern in the image, what is the next shape? 
(choose from the options ) ""A": "A"

"Q": "What different result does one 
equation in the image produce?" 
"A": "5"

"Q": " Identify the different object 
by its row and column. "
"A": "(5, 5)"

"Q": " Which fruit do the identical 
emojis in the image depict?"
"A": "lemon"

Llava-v1.6-34b: without more ... difficult to predict ... ✗
Gemini-1.5-pro: C, Column 1: Triangles with lines added in 
each step … ✗
GPT-4V: please clarify the specific pattern, so I can help…✗
GPT-4o: D , the lines inside the initial triangle move to form 
the outline of the next distorted shape ✗

Llava-v1.6-34b: without more clear pattern … difficult to 
predict … ✗
Gemini-1.5-pro: B ✓
GPT-4V: Option C, Shape B: Hexagon with 5 dots. ✗
GPT-4o: D… second shape is a hexagon with five dots. ✗

Llava-v1.6-34b: appears to be a rectangle ✗
Gemini-1.5-pro: A✓
GPT-4V: pattern shows a consistent movement of the black 
rectangle to the right … ✗
GPT-4o: D… decreasing width of the rectangle ✗

Llava-v1.6-34b: Row 3, Column 
5: A pair of blue jeans ✗
Gemini-1.5-pro: 3,4,Pants ✓
GPT-4V: 4th row, 4th column…a 
pair of pants ✗
GPT-4o: 4th row, 3rd column ✓

A B C D

Llava-v1.6-34b:challenging to 
identify ✗
Gemini-1.5-pro: same ✗
GPT-4V: same ✗
GPT-4o: (5th row, 5th column) ✓ 

Llava-v1.6-34b: … interpret “3!” as 
the factorial of 3, then it would 
produce a different result … ✗
Gemini-1.5-pro: All the equations in 
the image result in the number 
six…✗
GPT-4V: 6 / 1 calculates to 6, but the 
only division operation … ✗
GPT-4o: 5 ✓

Llava-v1.6-34b: a pear ✗
Gemini-1.5-pro: lemons ✓
GPT-4V: peaches ✗
GPT-4o: peaches ✗

Figure A7: We present two categories of visual puzzles (visual pattern reasoning and muti-subgraph comparison),
each containing four visual puzzle graphs, questions, and answers.

20



Vertical Rocket Equipment Parts Diagram

"Q": "Do phones and laptops belong to servers? "
"A": "No, phones and laptops do not belong to servers. ”

Llava-v1.6-34b: No ✓
Gemini-1.5-pro: No ✓
GPT-4V: … do not belong to … ✓
GPT-4o:  … do not …✓

"Q": " Which gate is closer to Gate 1?"
"A": " Gate 3. ”

Llava-v1.6-34b: Gate l is closer to … while Gate 2 is 
closer to …✗
Gemini-1.5-pro: Gate 3 ✓
GPT-4V: Gate 3 is closer to Gate 1 than Gate 2 ✓
GPT-4o: Gate 3 is closer to Gate 1 ✓ 

"Q": "How many fins does 
it have?"
"A": "2"
Llava-v1.6-34b: three fins 
at the base ✗
Gemini-1.5-pro: 2 fins ✓
GPT-4V: four ✗
GPT-4o: four  ✗

"Q": "Which city has the most directly reachable neighboring 
cities?"
"A": "City 6”

Llava-v1.6-34b: City 1 has the most directly reachable 
neighboring cities. lt is connected to City 2, City 3, City 5, City 
6, and City 7. ✗
Gemini-1.5-pro: City 6 ✓
GPT-4V: City 6 ✓
GPT-4o: City 6 ✓

"Q": "Which section is described as 'Perfect for beginners with 
no prior programming experience?"
"A": "Beginner's Guide”

Llava-v1.6-34b:…the "Beginner's Guide section"✓
Gemini-1.5-pro: … is Beginner's Guide ✓
GPT-4V: … is the "Beginner's Guide"  ✓
GPT-4o: …is the Beginner's Guide. ✓

City Connectivity Graph

Figure A8: We present five examples of 2D planar layout, including the layout graph, problems, answers and
rationales.
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--------------- Data Prompt ---------------
Generate data related to Digital Forensics Unit.
Requirements:
The data should describe a tree -like structure of Digital Forensics Unit.
There can be multiple layers and certain nodes can have no children.
The data should not contain too much nodes and should not be too complicated.
Increase the depth of the data , but no more than 3 nodes in the same layer.
The total number of nodes should not exceed 8.
Output format: {"data": {...}}

Instance:
{

"data": {
"Digital Forensics Unit": {
"Case Management ": {

"Evidence Collection ": {},
"Analysis ": {}

},
"Training and Development ": {

"Workshops ": {},
"Certifications ": {}

}
}

}

--------------- Title Prompt ---------------
Generate a title for the data.
Requirements:
The title should be brief and concise.
The title should describe the general content of the data.
Output format: {" caption ": "..." }

Instance: Digital Forensics Unit

--------------- Code Prompt ---------------
Generate high quality python code to draw a organization chart for the data.
Requirements:
The code should only use packages from ['graphviz '].
The code must conform general requirements (given in JSON format):
{

"title": "Graphic Design Team",
"data": [

"all data must be used",
"annotate the node on the organization chart"

],
"layout ": [

"draw an hierarchy structured organization chart of the data",
"nodes different levels are positioned vertically , nodes on the same level are
positioned horizontallyuse arrows or lines to connect nodes",
"do not show axis"

]
}
Output format: ```python ... ```
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(continue from last page)

--------------- Question-Answer Prompt ---------------
Generate correct and high quality question-answer pairs about the data and the
organization chart.
Requirements:
Question -answer types:
{

STRUCTURAL: {
'Example 1': 'What is the type of this figure? Choose your answer from
organization chart , pie chart , line chart , gantt chart.',
'Example 2': "What 's the color of {node }?"},

MATH_REASONING: {
'Example 1': 'Does {name} node exist in this figure?',
'Example 2': 'How many nodes are there?'}

}
If applicable , the answer can be a single word.
Consider the data and code together to get the answer.
Output format: {

"STRUCTURAL ":[{"Q":"..." , "A":"..."} , ...],
"MATH_REASONING ":[{"Q":"..." , "A":"..."} , ...]

}

Instance:
{

"STRUCTURAL ": [
{

"Q": "What is the type of this figure? Choose your answer from
organization chart , pie chart , line chart , gantt chart.",
"A": "organization chart"

},
{

"Q": "What 's the color of the 'Digital Forensics Unit ' node?",
"A": "lightblue"

}
],
"MATH_REASONING ": [

{
"Q": "How many nodes are there in the 'Digital Forensics Unit '?",
"A": "2"

},
{

"Q": "Does the 'Evidence Collection ' node exist in this figure?",
"A": "Yes"

},
{

"Q": "How many nodes are there in the 'Case Management ' department ?",
"A": "2"

},
{

"Q": "How many nodes are there in the 'Training and Development '
department ?",
"A": "2"

},
{

"Q": "How many departments are there in the 'Digital Forensics Unit '?",
"A": "2"

}
}

}
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