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Abstract

Understanding scientific articles related to
COVID-19 requires broad knowledge about
concepts such as symptoms, diseases and
medicine. Given the very large and ever-
growing scientific articles related to COVID-
19, it is a daunting task even for experts to rec-
ognize the large set of concepts mentioned in
these articles. In this paper, we address the
problem of concept wikification for COVID-
19, which is to automatically recognize men-
tions of concepts related to COVID-19 in text
and resolve them into Wikipedia titles. We de-
velop an approach to curate a COVID-19 con-
cept wikification dataset by mining Wikipedia
text and the associated intra-Wikipedia links.
We also develop an end-to-end system for
concept wikification for COVID-19. Prelim-
inary experiments show very encouraging re-
sults. Our dataset, code and pre-trained model
are available at github.com/panlybero/
Covidl9_wikification.

1 Introduction

Recently, research articles about COVID-19 are
published at overwhelming scale and speed. Under-
standing these articles is crucial for combating the
COVID-19 pandemic. For example, the following
sentence describes the transmission of coronavirus:

S1: The interaction of the coronavirus spike
protein with its complementary cell receptor is
central in determining the tissue tropism, infec-
tivity, and species range of the released virus.
Coronaviruses mainly target epithelial cells. They
are transmitted from one host to another host, de-
pending on the coronavirus species, by either an
aerosol, fomite, or fecal-oral route.

There are a few concepts (in bold) that are cen-
tral to understanding this sentence. Understanding
these concepts requires biomedical expertise. The
sheer volume of new information makes it a daunt-
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ing task even for infectious disease experts to rec-
ognize the ever-growing set of concepts mentioned
in the literature. This necessitates developing a
concept recognition and linking system that can au-
tomatically tag mentions of these concepts in text
and resolve them into Wikipedia titles.

We call this task concept wikification for COVID-
19. It is an extension of the classic wikification
(Roth et al., 2014) problem with a few new chal-
lenges introduced: first, what concepts are related
to COVID-19? We need an efficient approach to
identify these concepts at scale. Second, there
is no labeled dataset for training such a wikifier.
Therefore, we need an effective way to construct
a labeled dataset timely, to assist researchers to
develop concept wikifiers in time to combat the
COVID-19 pandemic. Third, the concept wikifier
has to perform both concept mention detection and
linking in an end-to-end fashion, since there is no
mention extraction algorithm for COVID-19 con-
cepts yet. This is unlike classic wikification for
which many Named Entity Recognition (NER) or
mention detection systems are available.

In this paper, we address all these challenges
and develop a practical solution for COVID-19
concept wikification. We first develop an ap-
proach to automatically discover concepts related
to COVID-19 by exploring Wikipedia, starting
from the Wikipedia page for COVID-19. We then
leverage Wikipedia text and intra-Wikipedia links
to automatically harvest a large dataset in which
mentions are labeled with their Wikipedia titles.
Using this dataset, we develop an end-to-end sys-
tem for concept wikification for COVID-19. Pre-
liminary experiments show encouraging results.

Our contributions are summarized as follows:

e We developed an approach to automatically
identify 7,238 concepts related to COVID-19.

e We curated a large labeled dataset for training
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concept wikifiers for these concepts. We made
the dataset available to the public.

e We developed an end-to-end system for
COVID-19 concept wikification. Preliminary
results are encouraging.

2 Related Work

Entity Linking (EL) (Hachey et al., 2013; Guo
et al., 2013; Yamada et al., 2016, 2017) or Wik-
ification (Roth et al., 2014; Ratinov et al., 2011)
is a reference resolution task, for which the goal
is to identify entity mentions in text and resolve
each mention into an entry in the reference knowl-
edge base (KB) (for Wikification, the entry is a
Wikipedia title). Most existing EL systems focus
on entities such as persons, organizations and geo-
political entities, and use NER or mention extrac-
tion systems (Ratinov and Roth, 2009) to identify
candidate mentions. To perform disambiguation to
Wikipedia titles, systems (Ratinov et al., 2011; Lin
etal., 2017; Nguyen et al., 2016) often use lexical,
syntactic and semantic features.

Recently, there has been growing interest in
modeling the EL stages (e.g., mention detection,
candidate generation, entity disambiguation) in
a joint modeling framework such as a graphic
model (Durrett and Klein, 2014) or a neural ar-
chitecture (Nguyen et al., 2016; Kolitsas et al.,
2018). (Broscheit, 2019) showed that a simple
BERT-based token classification model can per-
form surprisingly well at end-to-end EL.

Entity linking research has benefit greatly
from large-scale annotated datasets such as the
CoNLLO3/AIDA dataset (Hoffart et al., 2011).
There are also approaches for specialized domains
such as the bio-medical domain (Zheng et al.,
2015), or in a cross-lingual setting (Sil et al., 2018;
Pan et al., 2017).

This work differs from previous work in that
we aim at recognizing and linking concepts related
to COVID-19, to help timely and more compre-
hensive understanding of the concepts in the large
amount of COVID-19 related scientific articles.

3 Building a Dataset for COVID-19
Concept Wikification

The goals are two-fold: first, we aim at finding
concepts that are related to COVID-19. We also
avoid concepts such as persons, organizations or
geo-political entities (GPE), since they are covered

in existing datasets. Second, we aim at harvest-
ing text in which mentions of these concepts are
labeled with their reference Wikipedia title. These
labeled texts can be used to train a concept wikifier.

We leverage Wikipedia to construct this dataset
because it has broad coverage, is frequently up-
dated by its editors and has plenty of text and intra-
page links that support these goals.

3.1 Finding Concepts Relevant to COVID-19

We repeat the following steps until we find a suffi-
cient number of concepts relevant to COVID-19.
e Step 1: Start with known relevant pages S
about COVID-19: parse each page p € S, and
then find all concepts C mentioned in p.

e Step 2: For each ¢ € C, fetch the title page p’
for ¢ and add p’ into S.

In a nutshell, we iteratively grow the set of
COVID-19 relevant concepts by a breadth-first-
search (BFS), starting at the Wikipedia entry for
COVID-19 ! and expanding outward by following
links included in that page. We run BFS with a
maximum depth of 2, to avoid exploding the search
space. This results in a total of 11,795 concepts.
The process is illustrated in Figure 1.
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Figure 1: Sample search tree generated by a BFS start-
ing from the Wikipedia entry for Covid-19. While only
a branching factor of 3 is shown for illustration, the data
collection procedure did not enforce any such limit.

Data collection from wikipedia is a noisy pro-
cess, as even two iterations of BFS can reach pages
that are only tangentially related to COVID-19. As
aresult, a few filters and post processing steps were
applied to the raw data to narrow down the collec-
tion to relevant entities. First, we remove very rare
concepts from the dataset, as these mostly consist
of outliers. Second, we remove concepts of types
such as cities and countries, that are covered exten-
sively in existing datasets. 2. We also used a list of

'Our initial S contains the single Wikipedia page
about COVID-19: https://en.wikipedia.org/
wiki/Coronavirus_disease_20109.

The concept types are extracted from WikiData: https:
//www.wikidata.org/wiki.
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cities and countries harvested from the GeoLite2
database 3, to prune entries that have no types in
WikiData. Third, a small amount of manual effort
is applied to select concept types that are related
to COVID-19. We then keep the concepts whose
types pass through these filters.

3.2 Harvesting Labeled Mentions for
Concepts

To enable training a concept wikifier, we need to
harvest labeled instances where each mention (text
span) of a concept is labeled with a ground-truth
Wikipedia title.

We generate labeled mentions for a concept by
finding its occurrences in Wikipedia pages, via em-
bedded intra-Wikipedia links that point to the con-
cept. These intra-Wikipedia links are provided by
Wikipedia editors. Since there are an overwhelm-
ing amount of instances for concepts such as pro-
tein or coronavirus, we cap the maximum numbers
of sentences per concept to 50.

Identifying ambiguous mention strings A
mention string m could be trivially resolved to
its reference concept c if m only has one match in
the vocabulary of concepts, since one could simply
do string matching to resolve m to c. It is not un-
common for a scientific term (e.g., SARS-CoV-2) to
always link to a unique wikipedia page, as it tends
to be defined without ambiguity.

Based on the raw dataset consists of all men-
tions of all concepts, we calculate the probability
of m being annotated as resolving to ¢ as p(c|m),
which is the count of m labeled as c divided by
the total count of m. To make a more challenging
dataset for training our neural wikifier, we remove
all instances of m where p(c|m) < 0.9 since these
mention strings can be trivially resolved.

Table 1 shows the statistics of the resulting
dataset. Example concept types, concepts and sen-
tences are shown in Table 2.

Dataset # of sentences | # of concepts
Full 108,368 7,238
Ambiguous 61,020 2,636

Table 1: Statistics of the COVID-19 concept linking
dataset. The ambiguous dataset only includes ambigu-
ous mentions for which p(c|m) < 0.9, while the full
dataset includes all mentions for all concepts.

This list is available at github.com/panlybero/
Covidl9_wikification

4 End-to-End Concept Wikification

We develop a hybrid, pipelined system consists of
the following two steps. Given an input sentence,
it first identifies concept strings (e.g., SARS-CoV-2)
that are unambiguous and assigns their types using
a majority-class classifier. It then applies a SciB-
ERT (Beltagy et al., 2019)-based neural wikifier
to assign types to other, more ambiguous concept
mention strings.

Marjority-class classifier We first curate a list
of unambiguous concept mention strings by find-
ing mention string m such that p(c/m) < 0.9
for some c. It is trivial to resolve these mention
strings into the corresponding concept. We perform
string matching using the list of unambiguous men-
tion strings, and simply resolve each match to its
majority-class concept, which is the most frequent
concept it was tagged in the dataset.

— 0
— 0
— 0
— wiki_pneumonia
— .0
cither — scigerr > O
direct—> . classifier —* O
viral —» — wiki_viral_pneumonia
pneumonia —> — wiki_viral pneumonia

Serious —»
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include —
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or—> — 0
secondary —> — 0
bacterial —» — wiki_bacterial_pneumonia

pneumonia —» — wiki_bacterial pneumonia

Figure 2: The neural SciBERT-based wikifier. It takes
a sequence of words as input and outputs a sequence of
labels corresponding to wikipedia titles or Other (O).

Neural SciBERT-based wikifier Inspired by
(Broscheit, 2019) which showed that a simple
BERT-based token classification model can per-
form surprisingly well for end-to-end entity linking,
we use a similar neural model for concept wikifi-
cation: the model takes a sentence (a sequence of
words) as input, passes it through the BERT (De-
vlin et al., 2019) architecture, and then outputs
one concept name per token. To train this model
for concept wikification, each sentence for train-
ing is paired with a sequence of concept names.
Therefore, during decoding, the model is going
to output a sequence of tags consisting of either
concept names or O. An example is illustrated in
Figure 2. We refer readers to (Broscheit, 2019)
for more details about the model. Since most of
the concepts are from scientific literature, we use
SciBERT (Beltagy et al., 2019), a BERT variant
that is pretrained on 1.14M scientific papers.
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Concept type (%) Example concepts

Example sentences

interstitial lung disease,

Disease (16%) pulmonary hypertension

Other associated lung conditions
include interstitial lung disease, chronic
diffuse pulmonary hypertension, pulmonary emboli

severe acute respiratory

Infectious disease (5%) syndrome coronavirus 2

The coronavirus disease 2019
is an ongoing viral pandemic of
severe acute respiratory syndrome coronavirus 2

Anatomical structure (4.3%) blood vessel, capillaries

... first to record microscopic observations of ...,
spermatozoa, blood and
capillary flow in blood vessel

Table 2: Example concept types, concepts and sentences in the curated COVID-19 concept wikification dataset.
The concepts span a large number of types: disease (16%), infectious disease (5%), anatomical structure (4.3%),
academic discipline (3.6%), essential medicine (3.1%), chemical compound (3%), cause of death (3%), medication

(2.6%), symptom (2%), medical specialty (2%).

This hybrid system combines the best of both
worlds: it uses the majority-class rule-based ap-
proach to resolve unambiguous concept mentions,
and a deep contextualized neural model to resolve
the ambiguous mentions, which require context to
disambiguate.

5 Experiments

We evaluate three wikifiers using the ambiguous
dataset in Table 1. Evaluating on the full dataset
does not provide much more insight given that
the additional concepts are trivial to resolve with
the majority-voting string-matching baseline. The
dataset was split into a training set, a development
(dev) set and a test set. 60% of the data constitutes
the training set, and the remaining 40% is split
evenly among dev and test.
We implemented three concept wikifiers:

e Baseline: a majority-class baseline simply re-
solves each mention (a string match of any
concept) into its majority-class concept.

e SciBERT: a SciBERT-based wikifier, which
was trained on the training portion of our
curated ambiguous dataset. We use frozen
weights from SciBERT and only train the to-
ken classification layer.

e SciBERT-FT: same as SciBERT except that
we additionally finetune (“FT”’) SciBERT.

For pre-processing we use SciBERT’s built-in
tokenizer to tokenize the sentences. We also use a
maximum sentence length of 200 (short sentences
will be padded to 200). We train both SciBERT-
based models for 50 epochs using a batch size of
200. We use the Adam optimizer with an initial
learning rate 5 x 1075,

We use micro-average Precision (P), Recall (R)
and F1 metrics, for which we only consider a con-

cept link is true if they match the reference an-
notation. Similar to (Broscheit, 2019), we report
two types of P/R/F1 based on whether we require
strong match or weak match when calculating these
metrics. Strong match requires every token in the
gold annotated span to be classified correctly, while
weak match only requires at least one token in the
gold annotation span to be classified correctly to ac-
count for annotation inconsistencies in Wikipedia.

Model Weak Strong

P R F1 P R F1

Baseline 0.32 | 0.80 | 045 | 0.32 | 0.80 | 0.45

SciBERT 0.72 | 0.46 | 0.56 | 0.59 | 0.26 | 0.36

SciBERT-FT | 0.67 | 0.77 | 0.72 | 0.66 | 0.73 | 0.69

Table 3: Performances of the three concept wikifiers
on the ambiguous test dataset. Strong and Weak are
strong match and weak match, respectively. For the
majority-class baseline, the strong match scores are the
same as the weak match scores.

Experimental results in Table 3 show that
the majority-class baseline is insufficient on this
dataset, which indicates that this problem is chal-
lenging as many concept mentions are ambiguous
and refer to more than one concepts. SciBERT-
FT achieves significantly higher performance com-
pared to the baseline and the model using frozen
SciBERT. This shows that deep contextualized
word representations need to be fine-tuned in order
to work well for this challenging problem.

6 Conclusion and Future Work

In this paper, we curated a dataset to enable concept
wikification research for COVID-19. We developed
a few concept wikifier and shown that they perform
reasonably well. As a next step, we plan to aug-
ment the dataset to include more concepts and will
improve the concept wikifier using the augmented
dataset.
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