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ABSTRACT

Automatic literature survey generation has attracted increasing attention, yet most
existing systems follow a one-shot paradigm, where a large set of papers is re-
trieved at once and a static outline is generated before drafting. This design often
leads to noisy retrieval, fragmented structures, and context overload, ultimately
limiting survey quality. Inspired by the iterative reading process of human re-
searchers, we propose IterSurvey, a framework based on recurrent outline gener-
ation, in which a planning agent incrementally retrieves, reads, and updates the
outline to ensure both exploration and coherence. To provide faithful paper-level
grounding, we design paper cards that distill each paper into its contributions,
methods, and findings, and introduce a review-and-refine loop with visualization
enhancement to improve textual flow and integrate multimodal elements such as
figures and tables. Experiments on both established and emerging topics show
that IterSurvey substantially outperforms state-of-the-art baselines in content cov-
erage, structural coherence, and citation quality, while producing more accessible
and better-organized surveys. To provide a more reliable assessment of such im-
provements, we further introduce Survey-Arena, a pairwise benchmark that com-
plements absolute scoring and more clearly positions machine-generated surveys
relative to human-written ones.

1 INTRODUCTION

Automatic literature survey generation has recently attracted growing attention due to its potential to
help researchers quickly grasp new domains, identify key trends, and reduce the burden of manual re-
views. Following Wang et al. (2024b), current systems generally adopt a multistage pipeline (Liang
et al., 2025; Yan et al., 2025; Wang et al., 2025): The process begins with a topic description, usually
consisting of a few tokens, which is directly used to retrieve a large collection of candidate papers.
Due to the context window limitation of large language models (LLMs), the retrieved papers are di-
vided into multiple groups, for each, an LLM agent generates a survey section outline based on the
corresponding subset of papers. These group-level outlines are subsequently merged into a global
draft outline. Once the draft outline is obtained, the system performs section-wise retrieval to col-
lect references for section writing and then generates the corresponding text passages. Finally, a
global review and integration process is applied, in which the drafted survey is iteratively polished
to improve readability and overall consistency.

The above approach takes a ”one-shot” planning paradigm, retrieves a comprehensive set of papers
and construct a global outline from a single, static starting point. However, this approach lacks a
structured understanding of individual papers, relying only on high-level signals to construct the
outline. As a result, it becomes brittle, especially when applied to complex or emerging domains
where nuanced and evolving information is crucial. This limitation leads to several challenges:
First, retrieval can be imprecise and static due to reliance on a short topic description (often
just a few tokens) as the retrieval query (Sun et al., 2019; Azad & Deepak, 2019; Wang et al.,
2020). Such coarse queries fail to capture a field’s nuances and are never refined, leading to noisy
and incomplete paper collections. Second, the survey structure can be incoherent (Fabbri et al.,
2019; Gidiotis & Tsoumakas, 2020; Yang et al., 2023a). Since outlines are generated for each paper
group independently and subsequently merged, the global structure lacks coherence and often misses
important cross-group connections. Third, injecting overly long contexts introduces distraction
and context overload (Liu et al., 2023; Wu et al., 2024). Feeding entire papers into LLMs not only
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Figure 1: Overview of IterSurvey and Survey-Arena.

exposes them to large amounts of peripheral information, such as dataset details or experimental
setups, which distracts from the conceptual structure needed for survey writing, but also places
unnecessary pressure on the limited context window of the model.

In contrast, human researchers rarely attempt to grasp an entire field in a single shot. Instead, they
follow an iterative reading process: starting with a small set of core papers, summarizing key contri-
butions, and gradually expanding to related directions as their understanding deepens (Bates, 1989;
Asai et al., 2023). Inspired by this workflow, we propose an iterative planning paradigm for auto-
mated survey generation, named as IterSurvey. IterSurvey shifts from a survey-centric pipeline to a
paper-centric perspective, placing the understanding of individual papers at the core of the generation
process. At its core lies a recurrent outline generation module that incrementally retrieves, orga-
nizes, and integrates evidence through a planning agent equipped with stability checks and stopping
criteria, mitigating the brittleness of one-shot pipelines that rely on static queries and fragmented
merges. Central to this process are paper cards, structured semantic abstractions that distill each
paper into contributions, methods, and findings. Unlike conventional abstract-based inputs, these
cards serve as fine-grained evidence units that guide both outline construction and section drafting,
ensuring coherence and faithful citation across iterations. Finally, a global review and integration
stage employs a reviewer–refiner loop to enforce consistency and clarity across sections, while an
integrated figure–table generation pipeline compiles candidate visualizations, automatically checks
them for layout and readability, and revises them to meet academic presentation standards. This
design inherits the advantages of iterative human reading: retrieval is progressively refined rather
than static (Jiang et al., 2023), the outline develops as an organically coherent structure rather than
a patchwork (Zhang et al., 2025a), and paper cards enforce fine-grained evidence grounding that
avoids distraction from peripheral details (Cachola et al., 2020; Wu et al., 2024).

Comprehensive experiments validate the effectiveness of our incremental paradigm. IterSurvey con-
sistently outperforms all baselines across multiple dimensions, with recurrent outline generation
yielding more coherent structures and paper cards improving citation accuracy without sacrificing
precision. These advantages are further confirmed by human evaluation, where experts also favor
the outputs of IterSurvey over competing systems. While these results confirm the superiority of
IterSurvey, we find that absolute scoring struggles to reliably quantify the performance gap against
human-written surveys (Yang et al., 2023b; Oren et al., 2023; Ye et al., 2024). In the LLM evaluation
community, similar concerns have led to the development of Chatbot Arena Chiang et al. (2024),
which adopts pairwise human preference judgments to overcome the noisiness and inconsistency of
absolute ratings. Inspired by this paradigm, we further contribute Survey-Arena, the first bench-
mark to our knowledge that evaluates synthesized surveys through direct, pairwise ranking against a
corpus of human-written exemplars. This approach provides a more robust and interpretable assess-
ment of system quality by directly positioning it relative to a human-level baseline.

Our contributions are threefold.
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• We propose recurrent outline generation, which iteratively retrieves, reads, and updates
outlines with paper cards and outline–paper grounding, while encouraging the model to
explore new directions.

• We develop a new framework: IterSurvey, which produces finer-grained outlines and sup-
ports multi-modal inputs and outputs for more comprehensive surveys.

• We construct Survey-Arena, a pairwise evaluation benchmark that ranks machine-
generated surveys alongside human-written ones, enabling more reliable and interpretable
assessment of survey quality.

2 RELATED WORK

Automated Survey Generation Recent automated survey generation systems largely adopt a
”one-shot” paradigm, where a static outline is constructed upfront before content generation. This
approach is evident in pipeline-based systems like AutoSurvey (Wang et al., 2024b), which em-
ploys a hierarchical paradigm, and SurveyForge (Yan et al., 2025), which utilizes a memory-driven
scholar navigation agent. Other frameworks focus on enhancing this initial outlining step through
reference pre-processing; for instance, SurveyX (Liang et al., 2025) introduces an AttributeTree to
extract key information, while HiReview (Hu et al., 2024) generates a hierarchical taxonomy tree.
Tackling the challenge from a technical scalability perspective, SurveyGo (Wang et al., 2025) lever-
ages the LLM×MapReduce-V2 algorithm to handle long contexts within this paradigm. In contrast,
our framework treats the outline not as a static blueprint but as an evolving knowledge structure.
Through a dynamic, recurrent mechanism, the outline is continuously updated as the system itera-
tively engages with the literature, resulting in comprehensive and coherent synthesis.

Evaluation of Automated Surveys Evaluating machine-generated surveys is inherently challeng-
ing. Building on insights from automated peer review (Yu et al., 2024; Jin et al., 2024; Weng
et al., 2025), prior works (Wang et al., 2024b; Yan et al., 2025; Liang et al., 2025) commonly adopt
an LLM-as-a-judge paradigm with manually designed criteria, assessing dimensions such as coher-
ence, coverage, and factuality. Citation quality is typically measured with NLI-based protocols (Gao
et al., 2023), and Yan et al. (2025) additionally evaluate coverage by comparing system outputs with
human-written surveys. While absolute scoring by LLMs provides useful fine-grained signals, it
has also been noted to suffer from inconsistency and calibration issues (Ye et al., 2024; Latona
et al., 2024), making system-level comparisons less reliable. In contrast, pairwise judgment which
is widely used in chatbot evaluation (Zhao, 2025; Chiang et al., 2024) and peer review (Zhang et al.,
2025b), offers more stable and interpretable assessments, but has not yet been applied to survey eval-
uation. To fill this gap, we introduce Survey-Arena, the first benchmark that ranks machine-generated
surveys against human-written exemplars, providing both robust comparison across systems and a
clearer positioning relative to human-level quality.

3 ITERSURVEY

An overview of IterSurvey is shown in Fig. 1, and its three core stages are detailed below.

3.1 RECURRENT OUTLINE GENERATION

Outline generation is a central component of automatic survey construction, as it requires under-
standing the research domain, identifying its subfields, and synthesizing individual papers. Alg. 1
shows the overview of the generation process. The outcome is a hierarchical framework that sum-
marizes the domain, where each node in the hierarchy is represented by a title and an accompanying
description. Given a topic query, our goal is to enable the model to integrate retrieval with inductive
reasoning, so that it can systematically explore the literature and produce a comprehensive outline
for the target domain. To this end, we design recurrent outline generation.

Paper Card Pool. The paper card pool organizes retrieval keywords together with their associated
papers in a structured mapping. For each keyword Ki, we retrieve n candidate papers and extract m
of the most relevant references, forming the set:

Pi = {p1i , p2i , . . . , pn+m
i }.

3
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Algorithm 1 Description of the recurrent outline generation process.
Require: Topic query q; retrieval sizes (n,m); batch size B; paper budget (Nmin, Nmax); similarity threshold τ

Ensure: Writing-oriented outline Ô
1: O ← INITOUTLINE(q)
2: Pool← ∅ ▷ map: query 7→ card list
3: U ← ∅ ▷ consulted papers
4: R← [ ] ▷ query history
5: for all r ∈ SEEDQUERIES(q) do
6: P ← RETRIEVE(r, n) ∪ TOPREFS(·,m)
7: C ← {PAPERCARD(p) | p ∈ P}
8: Pool[r]← C; U ← U ∪ P
9: while |U| < Nmax do
10: if Pool = ∅ then
11: if |U| ≥ Nmin and h(O,R) then
12: break
13: else
14: for all r ∈ EXPANDQUERIES(O,R) do
15: P ← RETRIEVE(r, n) ∪ TOPREFS(·,m)
16: C ← {PAPERCARD(p) | p ∈ P}
17: Pool[r]← C; U ← U ∪ P
18: continue
19: (r, C)← POP(Pool) ▷ activate a query and its cards
20: R← R ∥ r
21: while C ̸= ∅ do
22: B ← SAMPLEBATCH(C, B)

23: Õ ← g(O,B, r) ▷ retrieval + reading + synthesis
24: if SIM(O, Õ) ≥ τ then
25: O ← Õ
26: C ← C \ B
27: Ô ← REFINE(O)

28: return Ô

At iteration i, the system pops one keyword Ki together with its associated paper set Pi from the
pool. Each paper pji ∈ Pi is converted into a paper card

cji = PaperCard(pji ),

which distills the paper into its key information. In practice, a paper card is generated in a single
structured pass following a manually designed schema that includes the problem motivation, core
contributions, methodological summary, main findings, and limitations. This ensures that each pa-
per card provides a consistent and comprehensive summary of the paper’s essential elements. An
example is shown in App. A.1. The collection of paper cards is denoted as Ci = {c1i , c2i , . . . , c

|Pi|
i }.

Overall, the paper card pool can be represented as a mapping

Q = {Ki 7→ Ci | i = 0, 1, . . . },
where each keyword Ki is associated with the corresponding set of paper cards Ci.

Outline updating. The outline updating process begins with an empty initial outline, denoted as
O0. At each step, the outline is refined using the current outline Oi, the active keyword Ki, and a
mini-batch of paper cards drawn from the pool. Specifically, let Bi ⊆ Ci be a batch of paper cards
sampled from the set of cards associated with Ki. The model produces a candidate update

Õi+1 = g(Oi,Bi,Ki),

where g(·) denotes the outline updating function. This procedure is repeated iteratively, with batches
Bi of paper cards popped from the paper pool Q under the current keyword Ki, until all cards
associated with Ki are consumed and integrated into the outline. To ensure stability and promote
refinement, the candidate update is accepted if its similarity to the previous outline exceeds τ :

Oi+1 =

{
Õi+1, if Sim(Oi, Õi+1) ≥ τ,

Oi, otherwise.

Keyword expansion. When all keywords Ki has been fully consumed, the system explores new
directions by proposing additional keywords. The goal is to identify potentially relevant aspects of
the domain that have not yet been covered. Formally, new keywords are generated as

Ki+1 = f(Oi+1,Ki, . . . ,K0),

4
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where f(·) denotes a keyword generation function that takes the updated outline and the history of
queries as input, and proposes candidate keywords for further exploration. The corresponding paper
set Pi+1 is then retrieved and pushed into the pool Q, thereby guiding the next iteration.

Stopping condition. Let Ni = |P0 ∪ P1 ∪ · · · ∪ Pi| denote the total number of consulted papers
up to iteration i. The process terminates when either (i) Ni ≥ Nmin and the stopping signal

s = h(Oi+1,Ki, . . . ,K0), s ∈ {0, 1},

indicates that the outline is sufficiently complete, or (ii) Ni ≥ Nmax. Here h(·) is a decision
function which takes the evolving outline and the query history as input and outputs whether further
exploration is necessary. This design ensures that the outline is not terminated prematurely, while
also preventing excessive exploration.

Post-processing. After termination, the recurrent process produces a research-oriented outline Õ,
which is further refined into a writing-oriented survey outline:

Ô = Refine(Õ),

where Refine(·) reorganizes the structure, inserts standard survey components such as ‘Intro-
duction’ and ‘Future Directions’, and ensures conformity with academic conventions. Finally, we
perform paper–section relinking, where all consulted papers are reassociated with the correspond-
ing sections of the final outline Ô. This guarantees that each section of Ô is grounded in concrete
evidence, providing a reliable foundation for subsection drafting.

3.2 SECTION DRAFTING GUIDED BY PAPER CARDS

A distinctive feature of our framework is that section drafting is entirely guided by paper cards,
which serve as fine-grained, structured representations of the literature. Given the refined outline
Ô, each section or subsection is written by conditioning on its description dj together with the
relevant pool of cards. Specifically, for a given subsection with description dj , the system retrieves
a set of additional reference papers Pj

sec and converts them into paper cards Cj
sec. In contrast to

previous work, our framework benefits from the paper–section relinking established during outline
construction: each subsection is already associated with a pool of consulted papers from earlier
iterations. This enriched evidence base, combining Cj

sec with the relinked cards, provides the model
with a stronger foundation for subsection writing. Formally, the j-th subsection is generated as

Sj = Draft(dj , Cj
sec ∪ Cj

link),

where Cj
link denotes the set of paper cards relinked to subsection j. During drafting, the model is

required to cite the provided references, and the citations are mapped to their corresponding papers.

3.3 GLOBAL REVIEW AND INTEGRATION

The final stage of survey generation goes beyond local drafting. It performs a global review-and-
refine process that integrates sections into a coherent survey and enriches the survey with automati-
cally generated figures and tables.

Textual Review-and-Refine. We adopt a reviewer–refiner loop that involves two collaborative
LLM roles. The reviewer takes the entire survey draft as input to capture the global context but then
focuses its critique on a specific section or subsection. This design ensures that feedback on local
content is always grounded in an understanding of the overall narrative. The reviewer provides de-
tailed suggestions covering aspects such as clarity of exposition, consistency of terminology, logical
alignment with preceding and following sections, and stylistic fluency. The refiner then incorpo-
rates these suggestions to revise the targeted section, producing a polished update that fits better into
the survey as a whole. This loop is applied sequentially across all sections and iterated multiple
times, progressively enhancing readability, improving cross-section coherence, and strengthening
the global structural integrity of the survey.
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Figure–Table Integration. In addition to textual refinement, we extend the refinement process
to include multimodal elements, to further enhance readability. For each section, the model first
generates visualization requirements, such as tables with structured comparisons or figures with
explanatory diagrams, together with natural language descriptions. Based on these descriptions,
candidate figures and tables are synthesized. The compiled outputs are then fed back to an LLM for
quality assessment, enabling automatic detection of issues such as oversized layouts or unreadable
text. The LLM provides corrective suggestions, which are applied to improve the final visualizations.
Finally, the text is refined again to ensure that all generated figures and tables are properly referenced
within the survey.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETTINGS

Implementation Details. Following Wang et al. (2024b), we adopt GPT-4o-mini as our genera-
tion model for its balance of responsiveness and cost. Our retrieval database contains 680K computer
science papers from arXiv, with PDFs converted into structured Markdown using MinerU (Wang
et al., 2024a) for consistent formatting. In outline generation, the system consults 1000–1200 pa-
pers, with a maximum of 8 sections. For section drafting, each subsection retrieves up to 60 addi-
tional relevant papers, combined with those linked during outline generation. Finally, we apply two
iterations of the review-and-refine loop to enhance coherence across sections and improve overall
readability. The details of the implementation are provided in App. A.2. Illustrative outputs com-
pared with AutoSurvey are provided in App. A.13. A detailed analysis of the framework’s time and
cost overhead is provided in App. A.8.

Baselines. We compare IterSurvey with a set of baselines, ranging from simple retrieval-
augmented generation (Naive RAG), which directly drafts from retrieved documents, to more ad-
vanced state-of-the-art systems. Specifically, we evaluate against AutoSurvey (Wang et al., 2024b),
the first systematic framework for this task; SurveyForge (Yan et al., 2025), which combines heuris-
tic outline generation based on the logical structures of human-written surveys with a memory-driven
scholar navigation agent for high-quality retrieval; and SurveyGo (Wang et al., 2025), which em-
ploys the LLM×MapReduce-V2 algorithm to address the long-context challenge. We also compare
with SurveyX (Liang et al., 2025), which introduces an Attribute Tree-based outlining mechanism;
however, due to access restrictions, we include SurveyX only in arena experiments. All methods are
evaluated on the same retrieval database with generation hyperparameters aligned to their original
settings for fairness.

4.2 AUTOMATIC EVALUATION RESULTS

Evaluation Setup. We follow the evaluation protocol established in Wang et al. (2024b) and adopt
their multi-dimensional LLM-as-a-judge framework. On the standard 20-topic suite used in Auto-
Survey, we evaluate content quality along three dimensions: coverage, structure, and relevance,
exactly following the criteria defined in Wang et al. (2024b). In addition, citation quality is assessed
using the NLI-based evaluation of Gao et al. (2023), reporting both recall and precision: Citation
Recall measures whether statements are fully supported by cited passages, while Citation Preci-
sion checks that citations are relevant and directly support the claims. To improve scoring stability
and reliability, we standardize prompts and require judges to provide a rationale before assigning a
score. For further robustness, we aggregate outputs from three independent LLM judges: GPT-4o,
Claude-3.5-Haiku, and GLM-4.5V.1 Full prompts are provided in App. A.12.

Results. The results on the 20 topics from Wang et al. (2024b) are reported in Tab. 1. Statistical
significance was confirmed via paired t-tests, indicating that IterSurvey consistently outperforms
baseline models (p < 0.05). We summarize the main observations below.

• Overall superiority. IterSurvey consistently outperforms all baselines across both content
and citation quality, achieving the highest overall average score (4.75). This demonstrates
that the proposed framework is effective and robust across multiple evaluation dimensions.

1Specifically, we use chatgpt-4o-latest, claude-3-5-haiku-20241022, and glm-4.5v.

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2026

Table 1: Comparison of different methods in terms of content quality and citation quality.

Methods Content Quality Citation Quality

Coverage Relevance Structure Avg. Precision Recall

NaiveRAG 4.42±0.50 4.85±0.36 4.20±0.73 4.49±0.41 0.39±0.16 0.40±0.15

AutoSurvey 4.50±0.29 4.80±0.16 4.62±0.24 4.64±0.15 0.64±0.08 0.64±0.08

SurveyForge 4.57±0.50 4.82±0.39 4.60±0.56 4.66±0.40 0.59±0.09 0.59±0.09

SurveyGo 4.37±0.49 4.83±0.38 4.27±0.63 4.49±0.40 0.50±0.11 0.63±0.12

IterSurvey 4.58±0.50 4.95±0.22 4.72±0.45 4.75±0.30 0.64±0.06 0.70±0.07

(a) IterSurvey vs AutoSurvey (b) IterSurvey vs SurveyForge

Figure 2: LLM-generated survey comparison between AutoSurvey and IterSurvey.

• Improved structural quality. On the structure dimension, IterSurvey achieves the best
score (4.72). This improvement stems from the recurrent outline generation mechanism,
which iteratively explores the literature and refines the outline, resulting in clearer organi-
zational planning and stronger cross-sectional coherence.

• Enhanced citation quality. IterSurvey also achieves superior citation performance. While
maintaining the same precision as AutoSurvey, it improves recall to 0.70. This advantage
is enabled by paper cards, which provide fine-grained summaries of individual papers and
thus allow for retrieving and citing a broader yet still accurate set of supporting references.

Together, these results confirm that recurrent outline generation, paper cards, and outline–paper
grounding synergize to produce surveys that are both structurally coherent and rigorously evidenced.

4.3 HUMAN EVALUATION RESULTS

To further assess the quality of the generated surveys, we conducted a blind, pairwise
study (Novikova et al., 2018; Chiang et al., 2024) with seven PhD-level experts. For each eval-
uation, experts were presented with an anonymized survey pair and asked to select the superior
one based on multiple quality dimensions, including coverage, relevance, structural coherence, and
overall quality, which is more objective and stable than ranking based on absolute scores (Herbrich
et al., 2006; Sakaguchi et al., 2014). To control annotation cost, the human study was limited to
direct comparisons between IterSurvey and two leading baselines: AutoSurvey and SurveyForge.
Inter-rater agreement is reported in App. A.3. Results, as shown in Fig. 2, indicate that IterSur-
vey is consistently preferred over AutoSurvey and SurveyForge by domain experts, especially in
terms of structure and overall quality. This trend aligns with our automatic evaluation, where re-
current outline generation also demonstrated stronger coherence and organization. The consistency
between expert judgments and automatic metrics further highlights the robustness of IterSurvey in
generating high-quality surveys.

4.4 SURVEY-ARENA: PAIRWISE COMPARISON AND RANKING

Dataset construction. Previous automatic evaluation methods typically assign an absolute score
for each dimension, which struggles to fully capture the performance gap between machine-
generated surveys and human-written ones. To move beyond absolute scores, we constructed the
Survey-Arena benchmark. The benchmark spans ten research topics. For each topic, we manually
selected five high-quality, human-written surveys to serve as a performance baseline. To ensure com-
parability, all surveys for a given topic were chosen from a narrow six-month submission window,
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a process that required careful verification to ensure each topic had a sufficient number of suitable
papers. We further confirmed their quality and influence via non-trivial citation counts on Google
Scholar. The retrieval database for all machine-generated surveys was correspondingly frozen to the
same time period to guarantee fairness. The full list of topics and papers is available in the App. A.7.

Evaluation protocol. For each topic, all possible pairs of a machine-generated survey and a
human-written survey are constructed. To ensure robust evaluation and mitigate positional bias,
each pair is judged in both directions (A vs. B and B vs. A), following Li et al. (2024). A panel
of three distinct LLMs, namely GPT-4o, Claude-3.5-Haiku, and GLM-4.5V, serves as the judges for
each comparison. Elo scores are computed from these aggregated pairwise outcomes to generate
rankings for all systems.

LLM Generated
Texts Detection

LLMs
for Recommendation

Multimodal LLMs

LLMs
in Medicine

Retrieval Augmented
Generation for LLMs

Multilingual LLMs

LLM based
Multi Agent System

Large
Language Models

LLMs Reasoning

Prompt Engineering
of LLMs

850 900 950 1000 1050 1100

IterSurvey
SurveyX
SurveyForge
AutoSurvey
SurveyGo

Figure 3: Elo scores of Survey-Arena results
across topics. The radar plot shows the Elo
scores for each system across all topics, provid-
ing a topic-wise comparison.

Table 2: Aggregated rankings on Survey-Arena.
Avg. Rank is the mean position among all sur-
veys. >Human% is the average proportion of
topics where a system surpasses human surveys.

Method Avg. Rank ↓ > Human% ↑

SurveyGo 9.80 4%
AutoSurvey 6.70 32%
SurveyForge 4.80 50%
SurveyX 4.70 54%
IterSurvey 4.00 60%

Table 3: Consistency between different ranking
methods and citation-based rankings.

Rank Method ρs nDCG@2 nDCG@3

Absolute Scoring 0.320 0.695 0.767
Pair-Judge 0.410 0.834 0.873

Results. We report two key evaluation metrics:
Avg. Rank, which indicates the mean position
among all surveys, and >Human%, which re-
flects the proportion of topics where a system sur-
passes human surveys. The topic-wise outcomes
from Survey-Arena are visualized in Fig.3, and
the aggregated rankings are summarized in Tab.2.

Each system is evaluated by its average rank
across all surveys (including 5 machine-written
surveys and 5 human-written ones) and by the
proportion of topics where it surpasses hu-
man surveys. The results show that IterSur-
vey consistently achieves the best overall perfor-
mance among automatic survey generation sys-
tems, with an average rank of 4.0 and surpassing
human-written surveys in 60% of topics. These
findings highlight that IterSurvey not only out-
performs competing methods but also approaches
human-level quality across diverse domains.

Meta Evaluation. To assess the reliability of
Survey-Arena judgments, we compare the rank-
ings produced by Survey-Arena for human-
written surveys with citation counts on Google
Scholar, which serve as an external signal of im-
pact. Specifically, we compute Spearman’s ρs by
measuring the correlation between Arena-derived
and citation-based rankings for each topic, and
then report the average across topics. For rele-
vance scoring, we treat citation counts as an in-
dicator of relevance and compute nDCG directly
over the ranking lists. As a comparison, we also
use the rankings derived from absolute scoring
and compute their consistency and nDCG. This
allows us to evaluate how well the different rank-
ing methods align with citation-based rankings.

Results are shown in Tab. 3. Compared with
the scoring-based approach, pairwise judgment
achieves higher agreement with citation-based
rankings, yielding a Spearman’s ρs of 0.410 and
nDCG@2/3 = 0.834/0.873. This indicates that when models are asked to directly compare two sur-
veys, they more reliably identify the superior one, producing rankings that better align with human
impact signals. These findings support pairwise evaluation as a more robust protocol for Survey-
Arena.
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Table 4: Comparison of different methods on survey-lacking topics.

Methods Content Quality Citation Quality

Coverage Relevance Structure Avg. Precision Recall

AutoSurvey 4.00±1.12 4.20±1.20 4.00±1.00 4.07±1.11 0.55±0.14 0.55±0.09

SurveyForge 4.50±0.50 4.75±0.50 4.54±0.54 4.60±0.52 0.47±0.12 0.47±0.13

IterSurvey 4.42±0.58 4.83±0.17 4.63±0.63 4.63±0.37 0.60±0.06 0.67±0.06

Table 5: Ablation study analyzing the contribution of each component in IterSurvey.

Content Quality Citation Quality
Methods

Coverage Relevance Structure Avg. Precision Recall
Main 4.73±0.50 4.93±0.41 4.80±0.52 4.82±0.39 0.65±0.04 0.77±0.04

w/o Iterative Outline Paradigm 4.53±0.50 4.87±0.31 4.53±0.51 4.64±0.41 0.66±0.08 0.70±0.07

w/o PaperCard 4.52±0.51 4.81±0.38 4.52±0.52 4.62±0.39 0.63±0.08 0.72±0.06

w/o Review/Refine 4.60±0.51 4.80±0.42 4.60±0.52 4.69±0.39 0.64±0.09 0.71±0.08

AutoSurvey 4.53±0.51 4.73±0.43 4.47±0.51 4.58±0.44 0.57±0.10 0.57±0.09

4.5 GENERALIZATION ON SURVEY-LACKING TOPICS

To examine whether automated survey generation can succeed in areas without existing surveys, we
construct a subset of eight research topics (listed in App. A.9) where no human-written reviews are
available. Such settings are common in emerging domains and pose greater challenges, since there
are no canonical structures to imitate and the literature is often sparse and fragmented. This setup
tests whether a system can autonomously organize the field into a coherent, well-grounded survey.

We compare IterSurvey against AutoSurvey and SurveyForge under this setup, and the results are
presented in Tab. 4. Our method achieves the highest average score (4.63), consistently outperform-
ing both baselines across content and citation quality. Notably, IterSurvey shows clear advantages
in structural quality (4.63) and citation recall (0.67). Instead of fixed retrievals, our recurrent outline
generation and paper card mechanism drive iterative exploration. This ensures structural coherence
and broader reference coverage, even in domains where survey conventions are absent. Detailed
results on these subsets are provided in App. A.9.

4.6 ABLATION STUDY

We conduct an ablation study over five representative topics to quantify the contributions of the three
core modules of IterSurvey: the Iterative Outline Paradigm, PaperCard, and the Review-and-Refine
stage. Results are shown in Tab. 5, revealing the following insights:

Iterative Outline Paradigm improves content organization. Removing the iterative outline mech-
anism and replacing it with a one-shot outline generation results in clear degradation across all
content-quality dimensions (Coverage: 4.53 vs. 4.73, Structure: 4.53 vs. 4.80). This demonstrates
that iterative exploration helps the model achieve broader coverage and stronger organizational co-
herence by progressively integrating evidence. To further examine the effect of iterative planning
itself, we additionally evaluate the quality of intermediate outlines produced at different stages of
the pipeline, implementation details are shown in App. A.10. As shown in Fig. 5, outline quality
increases consistently across iterations, rising from 3.67 to 4.46. Early rounds introduce most of the
structural and technical improvements, while later rounds provide steady refinement. This confirms
that iterative planning yields incremental gains throughout the generation process.

PaperCard enhances citation grounding. When replacing PaperCards with abstract-based inputs,
citation recall drops from 0.77 to 0.72 while overall content quality also decreases. This indicates
that structured paper-level distillation provides more complete and faithful evidence grounding, en-
abling the model to cite more comprehensively without sacrificing precision.

Review-and-Refine provides additional polishing. Omitting the review–and–refine stage reduces
both content quality (Avg. from 4.82 to 4.69) and citation recall (0.77 to 0.71). These improvements
show that iterative self-critique strengthens factual support, fills evidence gaps, and improves the
overall coherence and readability of the final survey.
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In addition, we extend our evaluation to assess the framework’s robustness across different base
models (App A.5) and its generalization capability in disciplines beyond Computer Science, such as
Optimization (App A.6).

5 CONCLUSION

In this work, we tackled the limitations of existing survey generation systems by introducing Iter-
Survey, a framework with recurrent outline generation, paper cards, and global review and integra-
tion. This design enables precise retrieval, coherent structure, and faithful citation grounding, while
supporting multimodal outputs. Experiments on diverse topics show that IterSurvey outperforms
state-of-the-art baselines in coherence, coverage, and citation quality. We also proposed Survey-
Arena, a pairwise benchmark that complements absolute scoring for a more reliable assessment.
Future work will extend our framework to broader domains, integrate richer multimodal evidence,
and refine evaluation protocols toward human-level quality.
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ETHICAL CONSIDERATIONS

Our work focuses on automatic literature survey generation using large language models. While
the system is designed to support researchers by synthesizing existing knowledge, it inevitably in-
herits limitations of current models, including potential citation errors, incomplete coverage, and
occasional inaccuracies. Therefore, the generated surveys are intended as an assistive tool rather
than a substitute for human scholarship, and should be used for reference only. For evaluation, all
human experts involved in the study participated voluntarily and received fair compensation. All
data used in our experiments were sourced from publicly available arXiv papers, which permit non-
commercial use. We strictly avoided the use of private or sensitive data.

USE OF LARGE LANGUAGE MODELS

We used large language models (GPT-4o, Claude-3.5-Haiku, and GLM-4.5V) in two ways: (i) as
evaluation judges for assessing survey quality, and (ii) for limited language editing and refinement
of the manuscript. All substantive research ideas, experimental design, analyses, and final decisions
were made solely by the authors, who take full responsibility for the content of this paper.
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A APPENDIX

A.1 PAPER CARD EXAMPLE

Paper Card Data Structure Example

{
"title": "Attention Is All You Need",
"paper_type": "Research",
"motivation_problem": "Traditional sequence transduction models
(RNNs, CNNs) process data sequentially, which precludes
parallelization and increases training time. They also
struggle with learning dependencies between distant positions
in a sequence.",

"method_contribution": "The paper proposes the Transformer, a
novel model architecture eschewing recurrence and relying
entirely on an attention mechanism to draw global
dependencies between input and output. Key components include
Multi-Head Attention and Positional Encoding.",

"results_findings": "On the WMT 2014 English-to-German
translation task, the Transformer achieves 28.4 BLEU,
improving over the existing best results, including
ensembles, by over 2 BLEU. It also trains significantly
faster than architectures based on recurrent or convolutional
layers.",

"limitations_future_work": "The quadratic complexity of
self-attention with respect to sequence length limits the
model’s application on very long sequences. Future work
includes extending the Transformer to input and output
modalities other than text.",

"related_papers": [
"Long Short-Term Memory",
"Convolutional Sequence to Sequence Learning",
"Layer Normalization",
"Neural Machine Translation by Jointly Learning to Align and
Translate"

],
"relevance_score": 5

}

A.2 IMPLEMENTATION DETAILS

For the retrieval process. We implemented a lightweight database to provide the necessary func-
tionality. The retrieval logic is based on vector similarity, using the nomic-ai/nomic-embed-text-
v1.5 (Nussbaum et al., 2024) embedding model with all hyperparameters set to their default values.
Given a query, the database computes the similarity between the query vector and all paper vectors,
and returns the top-k most relevant entries. In addition, the database supports bidirectional lookup
between a paper’s arXiv identifier and title, as well as filtering papers published prior to a specified
cutoff date.

For Similarity Threshold τ . In our recurrent outline generation module, the iterative updates pro-
duced by the LLM are susceptible to instability, particularly when addressing broad topics or when
the model over-prioritizes partial evidence from newly retrieved documents. To maintain structural
coherence, we validate the updated outline O(t) against its predecessor O(t−1), accepting the up-
date only if their similarity exceeds a threshold τ . This gating mechanism prevents the outline from
collapsing into degenerate states. The value of τ was determined empirically based on pilot experi-
ments. We found that setting τ too low (e.g., < 0.5) permits over-aggressive restructuring, leading
to truncated outputs, the deletion of significant sections, and structural invalidity, which collectively
undermine the iterative process. Conversely, setting τ too high (e.g., > 0.90) renders the model
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overly conservative, causing it to reject legitimate refinements and thereby diminishing the outline’s
exploratory capability.

A.3 RESULTS OF INTER-RATER AGREEMENT

To assess the reliability of human annotations and the consistency between human and machine
evaluations, we computed Cohen’s kappa coefficients across four evaluation dimensions: Coverage,
Relevance, Structure, and Overall, as shown in Tab. 6. These results show substantial agreement both
among human annotators and between human and machine evaluations, supporting the reliability
and consistency of the evaluation process.

Table 6: Cohen’s kappa coefficient between LLMs and human evaluations.

Evaluation Pair Coverage Relevance Structure Overall

Human vs. Mixture of LLMs 0.726 0.562 0.590 0.615
Human vs. Human 0.714 0.583 0.611 0.650

A.4 TOPICS FOR AUTOMATIC EVALUATION

We utilize 20 topics derived from AutoSurvey (Wang et al., 2024b). Each topic is paired with a
human survey, as shown in Tab. 7, which also reports the survey titles, arXiv IDs, and their latest
citation counts from Google Scholar.

Table 7: Topics for Automatic Evaluation

Topic Human Survey ArXiv ID Citations

In-context Learning A Survey on In-context Learning 2301.00234 2396
LLMs for Recommendation A Survey on Large Language Models for Recommendation 2305.19860 596
LLM-Generated Texts Detection The Science of Detecting LLM-Generated Texts 2310.14724 308
Explainability for LLMs Explainability for Large Language Models: A Survey 2309.01029 875
Evaluation of LLMs A Survey on Evaluation of Large Language Models 2307.03109 4020
LLMs-based Agents A Survey on Large Language Model based Autonomous Agents 2308.11432 1906
LLMs in Medicine A Survey of Large Language Models in Medicine 2311.05112 217
Domain Specialization of LLMs Domain Specialization as the Key to Make Large Language Models Disruptive 2305.18703 217
Challenges of LLMs in Education Practical and Ethical Challenges of Large Language Models in Education 2303.13379 722
Alignment of LLMs Aligning Large Language Models with Human: A Survey 2307.12966 435
ChatGPT Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond 2304.13712 1254
Instruction Tuning for LLMs Instruction Tuning for Large Language Models: A Survey 2308.10792 1174
LLMs for Information Retrieval Large Language Models for Information Retrieval: A Survey 2308.07107 544
Safety in LLMs Towards Safer Generative Language Models 2302.09270 13
Chain of Thought A Survey of Chain of Thought Reasoning: Advances, Frontiers and Future 2309.15402 290
Hallucination in LLMs A Survey on Hallucination in Large Language Models 2311.05232 2599
Bias and Fairness in LLMs Bias and Fairness in Large Language Models: A Survey 2309.00770 1009
Large Multi-Modal Language Models Large-scale Multi-Modal Pre-trained Models: A Comprehensive Survey 2302.10035 285
Acceleration for LLMs A Survey on Model Compression and Acceleration for Pretrained Language Models 2202.07105 101
LLMs for Software Engineering Large Language Models for Software Engineering: A Systematic Literature Review 2308.10620 1058

A.5 EFFECT OF DIFFERENT BASE MODELS

To investigate the extent to which the underlying base model rigidly determines IterSurvey’s perfor-
mance, we conducted additional experiments using GPT-4o, GPT-4.1-mini, and the original GPT-
4o-mini. Due to costs, we evaluated these on a randomly sampled subset of 5 topics. The results
shown in Tab. 8 indicate that IterSurvey remains consistently effective across all tested models,
demonstrating its robustness regardless of the base model. Furthermore, our method exhibits strong
scalability: performance improves significantly as the capability of the base model increases (e.g.,
GPT-4o outperforms GPT-4o-mini). This suggests that while the base model sets a performance
baseline, IterSurvey effectively leverages stronger reasoning capabilities to achieve superior results.

A.6 RESULTS ON OPTIMIZATION DOMAIN

To evaluate the generalization capability of IterSurvey in disciplines beyond standard Computer
Science, we conducted additional experiments on five representative topics within the Optimization
domain, which is shown in Tab. 9.
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Table 8: Performance comparison of IterSurvey using different base models (evaluated on a random
subset of 5 topics).

Base Model Content Quality Citation Quality

Coverage Relevance Structure Avg. Precision Recall

GPT-4o 4.75±0.37 4.94±0.09 4.83±0.38 4.84±0.20 0.68±0.03 0.76±0.04

GPT-4o-mini 4.40±0.51 4.73±0.45 4.67±0.52 4.60±0.51 0.66±0.02 0.77±0.04

GPT-4.1-mini 4.58±0.35 4.75±0.51 4.67±0.50 4.67±0.42 0.74±0.03 0.83±0.04

Table 9: List of evaluated topics in the optimization domain.

Category Topic

Optimization

Stochastic Optimization for Large-Scale Learning
Zeroth-Order Optimization Methods
Combinatorial and Integer Optimization
Distributed and Federated Optimization
Multi-Objective Optimization and Pareto Methods

The results (shown in Tab. 10) demonstrate that IterSurvey maintains robust performance in this
adjacent domain, consistently outperforming baseline methods. Specifically, IterSurvey achieves the
highest average content quality score of 4.73, surpassing both SurveyForge (4.62) and AutoSurvey
(4.60). Notably, our framework exhibits a significant advantage in evidence grounding, achieving
a citation precision of 0.70, which is substantially higher than AutoSurvey (0.61) and SurveyForge
(0.57). This confirms that the iterative outline generation and paper-card mechanism can effectively
synthesize high-quality surveys with accurate citations, even in mathematically intensive fields like
Optimization.
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Table 10: Performance comparison of different methods on five optimization domain topics.

Methods Content Quality Citation Quality

Coverage Relevance Structure Avg. Precision

AutoSurvey 4.53±0.52 4.80±0.41 4.47±0.74 4.60±0.51 0.61±0.08

SurveyForge 4.40±0.51 4.93±0.26 4.53±0.52 4.62±0.36 0.57±0.11

IterSurvey 4.60±0.51 4.93±0.26 4.67±0.49 4.73±0.32 0.70±0.06

A.7 TOPICS FOR SURVEY-ARENA

To construct the Survey-Arena benchmark, we select 10 topics, with several derived from Auto-
Survey (Wang et al., 2024b) and SurveyForge (Yan et al., 2025). For each topic, we include 5
human-written surveys, requiring that their arXiv submission dates fall within a six-month window.
We report their latest Google Scholar citation counts as a measure of impact, as summarized in
Tab. 11. For reproducibility, we also specify the exact arXiv version, since submission dates can
vary considerably across different versions of the same paper.

Table 11: Topics for Survey-Arena

Topic Human Survey ArXiv ID Citations

Large Language
Models

Large Language Models: A Survey 2402.06196v3 1133
Large Language Models Meet NLP: A Survey 2405.12819v1 86
History, Development, and Principles of Large Language Models-An Introductory Survey 2402.06853v2 73
Recent Advances in Generative AI and Large Language Models 2407.14962v1 68
Exploring the landscape of large language models: Foundations, techniques, and challenges 2404.11973v1 5

Multimodal LLMs

MM-LLMs: Recent Advances in MultiModal Large Language Models 2401.13601v3 381
Multimodal Large Language Models: A Survey 2311.13165v1 299
The Revolution of Multimodal Large Language Models: A Survey 2402.12451v1 98
How to Bridge the Gap between Modalities: Survey on Multimodal Large Language Model 2311.07594v1 43
A Review of Multi-Modal Large Language and Vision Models 2404.01322v1 39

Multilingual LLMs

Multilingual Large Language Model: A Survey of Resources, Taxonomy and Frontiers 2404.04925v1 83
A Survey on Multilingual Large Language Models: Corpora, Alignment, and Bias 2404.00929v2 55
A Survey on Large Language Models with Multilingualism 2405.10936v1 40
Surveying the MLLM Landscape: A Meta-Review of Current Surveys 2409.18991v1 12
Multilingual Large Language Models: A Systematic Survey 2411.11072v2 9

LLMs Reasoning

A Survey of Long Chain-of-Thought for Reasoning Large Language Models 2503.09567v3 130
From System 1 to System 2: A Survey of Reasoning Large Language Models 2502.17419v2 110
Advancing Reasoning in Large Language Models: Promising Methods and Approaches 2502.03671v1 19
A Survey of Frontiers in LLM Reasoning 2504.09037v1 17
Thinking Machines: A Survey of LLM based Reasoning Strategies 2503.10814v1 9

Prompt Engineering
of LLMs

A Systematic Survey of Prompt Engineering in Large Language Models 2402.07927v1 748
The Prompt Report: A Systematic Survey of Prompt Engineering Techniques 2406.06608v2 182
Prompt Design and Engineering: Introduction and Advanced Methods 2401.14423v4 117
A Survey of Prompt Engineering Methods in Large Language Models for Different NLP Tasks 2407.12994v1 60
Efficient Prom pting Methods for Large Language Models: A Survey 2404.01077v1 56

Retrieval-Augmented
Generation for LLMs

Retrieval-Augmented Generation for Large Language Models: A Survey 2312.10997v5 2583
A Survey on RAG Meeting LLMs: Towards Retrieval-Augmented Large Language Models 2405.06211v3 559
A Survey on Retrieval-Augmented Text Generation for Large Language Models 2404.10981v2 119
Retrieval-Augmented Generation for Natural Language Processing: A Survey 2407.13193v2 77
Retrieval Augmented Generation (RAG) and Beyond 2409.14924v1 70

LLM-based
Multi-Agent System

A survey on large language model based autonomous agents 2308.11432v7 1623
Multi-Agent Collaboration Mechanisms: A Survey of LLMs 2501.06322v1 79
Large language model agent: A survey on methodology, applications and challenges 2503.21460v1 19
Agentic large language models, a survey 2503.23037v2 12
A Survey on LLM-based Multi-Agent System: 2412.17481v2 3

LLM-Generated
Texts Detection

A Survey on LLM-Generated Text Detection: Necessity, Methods, and Future Directions 2310.14724v2 210
A Survey on Detection of LLMs-Generated Content 2310.15654v1 69
Towards Possibilities & Impossibilities of AI-generated Text Detection: A Survey 2310.15264v1 46
Detecting chatgpt: A survey of the state of detecting chatgpt-generated text 2309.07689v1 22
Decoding the AI Pen: Techniques and Challenges in Detecting AI-Generated Text 2403.05750v1 13

LLMs in Medicine

Large language models in healthcare and medical domain: A review 2401.06775v2 246
A Survey on Medical Large Language Models 2406.03712v1 53
A Comprehensive Survey of Large Language Models and Multimodal Large Language Models
in Medicine 2405.08603v1 46

Large Language Models for Medicine: A Survey 2405.13055v1 37
A Comprehensive Survey on Evaluating Large Language Model Applications in the Medical Industry 2404.15777v4 32

LLMs for
Recommendation

A Survey on Large Language Models for Recommendation 2305.19860v4 508
Recommender Systems in the Era of Large Language Models (LLMs) 2307.02046v2 479
A Comprehensive Survey of Language Modelling Paradigm Adaptations in Recommender Systems 2302.03735v3 117
Large Language Models for Generative Recommendation: A Survey and Visionary Discussions 2309.01157v1 116
How Can Recommender Systems Benefit from Large Language Models: A Survey 2306.05817v4 104
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(a) Average time distribution across stages. (b) Average cost distribution across stages.

Figure 4: Time and cost breakdown of LLM-generated survey pipeline.

A.8 TIME AND COST ANALYSIS

To quantify the computational overhead of IterSurvey framework, we measure both time consump-
tion and API cost across ten representative topics. We compute average time spent in each major
stage of the workflow: outline writing, section writing, review-and-refine, paper card generation,
and other operations (such as figure/table generation and LaTeX compilation) as shown in Fig. 4a.
The corresponding API cost breakdown is presented in Fig. 4b. The reported time and cost are based
on the use of GPT-4o-mini, and they may vary depending on the model and usage conditions. On
average, generating a full survey requires approximately 113 minutes and incurs a total API cost
of $2.84, corresponding to a consumption of 16.2M input and 661k output tokens. Among all
components, PaperCard generation accounts for the largest portion of both time and monetary cost.
This is expected, as PaperCards require reading and distilling the full text of each retrieved paper,
rather than relying solely on abstracts. While more expensive, this fine-grained evidence extraction
substantially improves grounding quality. In practical deployment scenarios, however, this cost can
be significantly reduced. PaperCards can be computed offline during corpus construction rather than
at survey-generation time. Specifically, paper cards can be pre-generated using a lightweight LLM
and stored in the retrieval database, with new papers being distilled immediately upon ingestion.
This design amortizes PaperCard generation cost and avoids redundant recomputation, enabling fast
and cost-efficient online survey generation.

A.9 ANALYSIS OF SURVEY-LACKING SCENARIOS

We categorize the survey-lacking topics (Tab. 12) into two settings: Survey-Absent (unorganized
literature) and Literature-Sparse (data-scarce). The detailed performance breakdown is provided in
Tab. 13.

Robustness in Survey-Absent Fields. For topics like “Event Timeline Generation” where literature
exists but lacks organization, IterSurvey achieves peak Coverage (4.53) and Citation Recall (0.67).
This confirms that our Paper Card mechanism effectively synthesizes dispersed information, ensur-
ing comprehensive coverage even without a structural template to follow.

Coherence in Literature-Sparse Domains. In domains such as “RAG for Mechanical Design,” the
supporting literature is relatively sparse. Even under such constraints, IterSurvey achieves strong
Structural Quality (4.67), demonstrating that the Recurrent Outline Generation mechanism can con-
struct coherent and well-organized outlines by leveraging broader domain knowledge when direct
evidence is limited.

A.10 ANALYSIS ON OUTLINE QUALITY ACROSS ITERATIONS

To evaluate how outline quality evolves during the recurrent outline generation process, we design
an outline-structure criterion following the style of Wang et al. (2024b). The full rubric is shown
below.
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Table 12: Categorization of topics for Survey-Lacking Test.

Category Topic

Survey-Absent

Event Timeline Generation
Agent-flow Data Curation
Causal Mediation with Sparse Autoencoder Features in Transformers
Multi-Tenant Scheduling for MoE Inference
Renderer-in-the-Loop Supervision for Multimodal Model
Linear RNN in Natural Language Processing

Literature-Sparse
Benchmarking Tool-Using LLMs for Causal Tasks in the MCP Ecosystem
RAG for Mechanical Design: Cross-Modal Retrieval over CAD Trees and
BOMs

Table 13: Performance breakdown of IterSurvey on Survey-Absent and Literature-Sparse subsets.

Settings Content Quality Citation Quality

Coverage Relevance Structure Avg. Precision Recall

Survey-Absent 4.53±0.45 4.84±0.54 4.34±0.45 4.57±0.51 0.61±0.03 0.67±0.18

Literature-Sparse 4.33±0.33 4.67±0.33 4.67±0.33 4.57±0.26 0.57±0.09 0.66±0.03

Outline Criterion

Description: Outline quality is evaluated based on structural
completeness and description depth. Sparse subsections,
shallow single-sentence descriptions, and lack of named
technical elements indicate insufficient depth, whereas rich
subsection structure, detailed bullet points, and abundant
technical terminology reflect strong depth.

Score 1: The outline is unusable, containing only keywords
without coherent structure.

Score 2: Shallow outline with limited subsections and minimal
technical specificity.

Score 3: Moderate outline with reasonable subsections and
occasional technical mentions.

Score 4: Strong outline with well-developed subsections,
structured lists, and frequent named methods.

Score 5: Exceptional outline with comprehensive structure,
extensive bullet lists, and pervasive technical specificity.

Following the same evaluation setup as in our main experiments, three LLM judges independently
score the outlines at different stages of the iterative process, and their averaged results are reported.
As shown in Fig. 5, outline quality improves steadily from the initial to the final iteration (3.67 to
4.46), with early iterations contributing substantial structural expansion and later iterations provid-
ing consistent refinement. This validates that iterative planning brings incremental and meaningful
improvements throughout the generation process.

A.11 DETAIL OF NAIVE RAG

Given a topic, the Naive RAG system first retrieves 1,500 papers from the same database as ours. It
then employs an iterative prompting strategy, where the LLM generates content until the total length
of the survey reaches 5,000 tokens (Wang et al., 2024b). The prompt used for generation is shown
below.
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Figure 5: Outline quality across iterative refinement stages.

Naive RAG Prompt

You are an expert in artificial intelligence who wants to write
an overall and comprehensive survey about [TOPIC].

You are provided with a list of papers related to [TOPIC] below:
---
[PAPER LIST]
---

Here is the survey content you have written:
---
[SURVEY CONTENT]
---

Here is the requirement of the survey:
1. The survey must be more than [SURVEY LEN] tokens!
2. Containing several sections. Each section contains several

subsections.
3. Cite several paper provided above to support the content you

write.

Here is the format of your writing:
1. ## indicates the section title
2. ### indicates the subsection title
3. Only cite the "paper_title" in []. An example of citation: the

emergence of large language models (LLMs) [Language models
are few-shot learners; Language models are unsupervised
multitask learners; PaLM: Scaling language modeling with
pathways]

You need to continue writing the survey by adding a new section
or subsection.

Do not stop until the length of survey is more than [SURVEY LEN]
tokens!!!

Return the content you write:
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A.12 PROMPTS FOR EVALUATION

NLI Prompt

---
Claim:
[CLAIM]
---
Source:
[SOURCE]
---
Claim:
[CLAIM]
---
Is the Claim faithful to the Source?
A Claim is faithful to the Source if the core part in the Claim

can be supported by the Source.\n
Only reply with ’Yes’ or ’No’:

Criteria-based judging survey prompt

You are an expert academic evaluator specializing in rigorous
assessment of academic survey quality. Your task is to
conduct a comprehensive evaluation using established
scholarly standards and provide detailed justification for
your assessment.

<topic>
[TOPIC]
</topic>

<survey_content>
[SURVEY]
</survey_content>

<instruction>
You are provided with:
1. A research topic for context
2. An academic survey for evaluation

Your task is to assess the survey quality based on the specific
criterion provided below. Apply rigorous academic standards
and provide detailed justification for your assessment. Base
your evaluation on specific evidence from the survey content,
considering both strengths and areas for improvement.

</instruction>

<evaluation_criterion>
Criterion Description: [Criterion Description]

**CRITICAL: Evaluation Standards**
Your evaluation must follow a systematic approach:

1. **Comprehensive Analysis**: Thoroughly examine the survey
content against the specific criterion

2. **Evidence-Based Scoring**: Base your score on specific
observable strengths and weaknesses

3. **Detailed Justification**: Provide specific examples and
reasoning for your score
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**Scoring Framework**:
Score 1: [Score 1 Description]
Score 2: [Score 2 Description]
Score 3: [Score 3 Description]
Score 4: [Score 4 Description]
Score 5: [Score 5 Description]

</evaluation_criterion>

<output_format>
Provide your evaluation in the following structured format:

**Rationale:**
<Provide a comprehensive analysis of the survey’s performance

against the specific criterion. Include specific examples of
strengths and weaknesses, with detailed justification for
your assessment. Address how well the survey meets the
criterion description and identify specific areas that align
with or deviate from the scoring descriptions.>

**Final Score:**
<SCORE>X</SCORE>
(Where X is the score from 1 to 5 based on your evaluation)

Return your response in the following JSON format:
{
"rationale": "Your detailed reasoning here",
"score": X

}
</output_format>

Now conduct your comprehensive evaluation of the academic survey
quality.

Coverage Criterion

Description: Coverage: Coverage assesses the extent to which the
survey encapsulates all relevant aspects of the topic,
ensuring comprehensive discussion on both central and
peripheral topics.

Score 1: The survey has very limited coverage, only touching on a
small portion of the topic and lacking discussion on key
areas.

Score 2: The survey covers some parts of the topic but has
noticeable omissions, with significant areas either
underrepresented or missing.

Score 3: The survey is generally comprehensive in coverage but
still misses a few key points that are not fully discussed.

Score 4: The survey covers most key areas of the topic
comprehensively, with only very minor topics left out.

Score 5: The survey comprehensively covers all key and peripheral
topics, providing detailed discussions and extensive
information.
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Structure Criterion

Description: Structure: Structure evaluates the logical
organization and coherence of sections and subsections,
ensuring that they are logically connected.

Score 1: The survey lacks logic, with no clear connections
between sections, making it difficult to understand the
overall framework.

Score 2: The survey has weak logical flow with some content
arranged in a disordered or unreasonable manner.

Score 3: The survey has a generally reasonable logical structure,
with most content arranged orderly, though some links and
transitions could be improved such as repeated subsections.

Score 4: The survey has good logical consistency, with content
well arranged and natural transitions, only slightly rigid in
a few parts.

Score 5: The survey is tightly structured and logically clear,
with all sections and content arranged most reasonably, and
transitions between adajecent sections smooth without
redundancy.

Relevance Criterion

Description: Relevance: Relevance measures how well the content
of the survey aligns with the research topic and maintain a
clear focus.

Score 1: The content is outdated or unrelated to the field it
purports to review, offering no alignment with the topic.

Score 2: The survey is somewhat on topic but with several
digressions; the core subject is evident but not consistently
adhered to.

Score 3: The survey is generally on topic, despite a few
unrelated details.

Score 4: The survey is mostly on topic and focused; the narrative
has a consistent relevance to the core subject with
infrequent digressions.

Score 5: The survey is exceptionally focused and entirely on
topic; the article is tightly centered on the subject, with
every piece of information contributing to a comprehensive
understanding of the topic.

Survey-Arena Review Prompt

# Paper 1:
Title: {title_1}
Figures: {figure_and_captions_1}
Content: {main_content_1}

# Paper 2:
Title: {title_2}
Figures: {figure_and_captions_2}
Content: {main_content_2}

You are provided with two survey papers on topic: {topic}.
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As the area chair for a top ML conference, you can only select
one paper. Start with a brief meta-review/reasoning of the
pros and cons for each paper (two sentences), focusing on:

(1) insight and synthesis - moves beyond mere summarization to
create new understanding and provides clear taxonomy;

(2) thoroughness and accuracy - comprehensive coverage of
literature with technical correctness;

(3) structure and clarity - logical organization with compelling
narrative;

(4) scope and impact - well-defined scope with valuable future
research directions;

(5) presentation quality - professional polish, clear writing,
and comprehensive evaluation of figures/tables presence and
aesthetic quality.

Be very critical and do not be biased by what the author claimed.
Finally, provide your choice in a binary format.

**Your Task:**
1. Provide a detailed evaluation for Paper 1 using the above

criteria.
2. Provide a detailed evaluation for Paper 2 using the same

criteria.
3. Make a final decision by comparing the two papers and

justifying your choice.

STRICT OUTPUT INSTRUCTIONS:
- You MUST return a single valid JSON object.
- Output ONLY JSON. No explanations, no Markdown, no code fences,

no additional text before or after the JSON.
- Use exactly these keys and types:
- "paper_1_review": string
- "paper_2_review": string
- "chosen_paper": "1" or "2"

- Do NOT include any additional keys or trailing commas. If
unsure, return empty strings for the review fields.

Return JSON in exactly this shape:
{
"paper_1_review": "Your meta-review and reasoning for paper 1",
"paper_2_review": "Your meta-review and reasoning for paper 2",
"chosen_paper": "1 or 2"
}

End your output immediately after the closing.
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A.13 COMPARISON BETWEEN AUTOSURVEY AND ITERSURVEY.

Figure 6: LLM-generated survey comparison between AutoSurvey and IterSurvey.
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Figure 7: LLM-generated survey comparison between AutoSurvey and IterSurvey.
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(a) AutoSurvey

(b) IterSurvey

Figure 8: LLM-generated survey comparison between AutoSurvey and IterSurvey.

(a) AutoSurvey (b) IterSurvey

Figure 9: LLM-generated survey comparison between AutoSurvey and IterSurvey.
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