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Abstract
Large multimodal models exhibit remarkable001
intelligence, yet their embodied cognitive abil-002
ities during motion in open-ended urban 3D003
space remain underexplored. We introduce004
a benchmark to evaluate whether video-large005
language models (Video-LLMs) can naturally006
process continuous first-person visual obser-007
vations like humans, enabling recall, percep-008
tion, reasoning, and navigation. We have man-009
ually control drones to collect 3D embodied010
motion video data from real-world cities and011
simulated environments, resulting in 1.5k video012
clips. Then we design a pipeline to gener-013
ate 5.2k multiple-choice questions. Evalua-014
tions of 17 widely-used Video-LLMs reveal015
current limitations in urban embodied cogni-016
tion. Correlation analysis provides insight into017
the relationships between different tasks, show-018
ing that causal reasoning has a strong corre-019
lation with recall, perception, and navigation,020
while the abilities for counterfactual and as-021
sociative reasoning exhibit lower correlation022
with other tasks. We also validate the po-023
tential for Sim-to-Real transfer in urban em-024
bodiment through fine-tuning. The project025
is accessible at the following URL (anony-026
mous): https://embodiedagentbenchmark.027
github.io/CityVideo-Bench/.028

1 Introduction029

Humans can process continuous first-person vi-030

sual observations, enabling them to discern di-031

rection, judge distance, and navigate in the three-032

dimensional space of the real world (Richardson033

et al., 2010; Burigat et al., 2017; Grauman et al.,034

2022; Song et al., 2023). This refers to embod-035

ied cognition in motion, which highlights that cog-036

nitive processes are deeply rooted in the body’s037

interactions with the world (Shapiro, 2019; New-038

combe et al., 2023). Naturally, endowing agents039

with this embodied cognition capability has been a040

long-term goal in the field of embodied intelligence041

(Fan et al., 2022; Singh et al., 2023).042

In recent years, large multimodal models 043

(LMMs) (Li, 2023; Wang et al., 2024d) have 044

emerged as a promising approach to achieve this 045

goal. Typically, video-large language models 046

(Video-LLMs) are evaluated on capabilities such 047

as video summarization (Samel et al., 2024; Hua 048

et al., 2024), event question answering (Wang 049

et al., 2024a), and goal localization (Yu et al., 050

2023). However, the benchmarks used to assess 051

these capabilities are often limited to disembodied 052

third-person video clips, where the agent itself is 053

static (Wu et al., 2024b; Song et al., 2024; Fang 054

et al., 2024). Besides, existing embodied video 055

understanding research (Suglia et al., 2024; Cheng 056

et al., 2024) mainly focuses on robotic arm manip- 057

ulation (Nair et al., 2022) or indoor/ground-level 058

movement (Marcu et al., 2024; Yang et al., 2024). 059

However, the embodied cognitive abilities required 060

for three-dimensional motion in urban open-ended 061

spaces have not been well-defined or assessed. The 062

first-person perspective visual continuous observa- 063

tions generated in this scenario possess the follow- 064

ing characteristics: 065

• Complex Scene and Rich Semantic Information: 066

Urban areas are vast, containing diverse elements 067

like skyscrapers, bridges, and tunnels that pro- 068

vide rich semantic information and pose com- 069

prehension and navigation challenges, while dy- 070

namic elements like pedestrians and vehicles re- 071

quire real-time adaptation (Yao et al., 2024; Xu 072

et al., 2023). 073

• Unique Aerial Motion: Aerial navigation in- 074

volves vertical mobility and a first-person per- 075

spective, adding complexity by requiring en- 076

hanced embodied cognition for processing di- 077

verse motion and observation angles, necessi- 078

tating advanced spatial awareness and decision- 079

making (Gao et al., 2024; Lee et al., 2024). 080

From these characteristics, we infer that embodied 081
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Agent Trajectory

[Perception] Goal Detection
Question: Navigation Goal: [Main entrance, 
where there is a stone]. At current position, is 
the destination in the field of view? If yes, where 
is the destination in the view?
Choices:  
A. Yes, bottom left of the field of view.
B. Yes, centre of the field of view.
C. Yes, top right corner of the field of view.
D. Not in.
E. Yes, bottom right of the field of view.

[Reasoning] Association
Question: Navigation Goal: [Main entrance, where 
there is a stone]. What is the most spatially related to 
the goal location, and where?
Choices:  
A. Periphery of the residential area, top area of the 
view.
B. A green area, in the bottom right corner of the view.
C. High-rise building, in the middle of the view.
D. A section of road, in the right part of the view.
E. No relative object or element.

V
id

eo

[Navigation] High-Level Planning
Question: Navigation Goal: [Main entrance, 
where there is a stone]. To reach the destination 
from current position, what should the UAV 
approach next?
Choices:  
A. The ground level of the residential area
B. The periphery of the residential area
C. The green area
D. The street
E. The top of the tallest building

V
id

eo

[Navigation] Progress Evaluation
Question: Navigation Route: [Fly along the road, then 
turn left and fly towards the bridge. When approaching the 
bridge, turn back and raise the altitude, finally land by the 
lake ahead]. What is the UAV's current move?
Choices:  A. Turn left

  B. Fly towards the bridge
  C. Turn back
  D. Raise the altitude
  E. Land by the lake ahead

V
id

eo

[Perception] Landmark Position
Question: Navigation Route: [...]. The direction 
of the lake from UAV egocentric:
Choices:  
A. Lake is located below and behind drone
B. Lake is located below and to the left of drone
C. Lake is located below and in front of drone
D. Lake is to the right of the drone
E. Lake is directly above the drone.

[Navigation] Action Generation
Question: Navigation Route: [...]. To 
finish the route, what are the best NEXT 
Actions for the UAV?
Choices:  
A. Ascend and then turn right.
B. Descend.
C. Fly forward while ascend.
D. Fly forward while descend.                
E.  Fly forward.

[Recall] Scene Perception
Question: What scene is observed in the initial stage?
Choices:  
A. Two buildings with glass exterior walls can be seen on the 
right ... 
B. On the left, a red building with wind turbines sits near ...
C. A blue building with air conditioners is on the right, low-rise 
buildings in the center, and tall white buildings in the background.

D. To the right, a yellow building is near low-rise buildings…
E. Office building and tall trees in evening light.

[Reasoning] Causal
Question: Why does the UAV adjust 
the pan tilt angle downwards when 
nearly approaching the red building?
Choices:  
A. Ready to land
B. Avoid obstacles
C. Capture better view of building.
D. Follow the curvature of playground
E.  Increase its speed

[Reasoning] Counterfactual
Question: Instead of ascend in the initial 
stage, if the UAV fly at a lower altitude, can it 
still find the red building in a nearby school?
Choices:  
A. Can find because the target is obvious.
B. Can hardly find because its field of vision 
is very narrow. 
C. Can hardly find because it has the chance to 
get lost.
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Figure 1: Example of video-language multiple choice question-answering. This figure presents three video examples
corresponding to three data sources: real cities in Guangdong Province, China; the simulator EmbodiedCity
constructed based on the real city of Beijing, China; and the simulator AerialVLN built on virtual cities. To ensure
logical consistency in the movement trajectories within the videos, all video clips consist of continuous perceptual
observations generated from ongoing or completed vision-language navigation tasks. For each video clip, we
designed different task types to evaluate the embodied cognitive intelligence of Video-LLMs.

cognition in urban open spaces poses new chal-082

lenges, and assessing LMMs’ embodied cognitive083

abilities offers insights for future urban applica-084

tions (Wang et al., 2024c).085

We can use drones to capture motion video in ur-086

ban spaces as they navigate buildings and dynamic087

elements. Establishing a benchmark presents chal-088

lenges: 1) Creating a task set to evaluate embodied089

capabilities in urban spaces. 2) Obtaining video090

data: Unlike most high-altitude aerial views (Li091

et al., 2016; Zhu et al., 2021; Wen et al., 2021), our092

goal is to record drones maneuvering among urban093

structures with flexible movement and camera an-094

gles. Drones face issues like signal loss, limited095

range, and crashes due to obstructions and interfer-096

ence, making data collection difficult and costly. 3)097

Designing logical and purposive motion routes to098

ensure coherent visual observations.099

Accordingly, we introduce a benchmark de-100

signed for embodied motion cognition from embod-101

ied videos in urban airspace. Firstly, we propose102

a novel task set comprising 16 tasks characterized103

by urban spatiotemporal features, as shown in Fig-104

ure 1 and Table 1. Secondly, we manually operate 105

drones to collect embodied video data from 1) the 106

real cities in Guangdong Province, China, 2) a sim- 107

ulator EmbodiedCity (Gao et al., 2024) built on the 108

real city Beijing, China, and 3) a simulator Aeri- 109

alVLN (Liu et al., 2023) built on virtual cities. Us- 110

ing both real devices and simulators helps to rapidly 111

increase the number of videos. The movements in 112

the videos are intentional, directed towards nav- 113

igating to a specific position within urban space 114

or following a particular route (Wu et al., 2024c). 115

Then, we developed a question-answer generation 116

pipeline with trained human annotators (over 800 117

hours of effort) and the expertise of LMMs, generat- 118

ing high-quality multiple-choice questions (MCQs). 119

Finally, we quantitatively and qualitatively evalu- 120

ate widely-used Video-LLMs in zero-shot settings, 121

including both proprietary and open-source mod- 122

els. We additionally attempt supervised fine-tuning 123

(SFT) on two Video-LLMs to validate the effective- 124

ness of our dataset. 125

Overall, the innovation of this research is the 126

establishment of the first benchmark for embod- 127
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Table 1: Task set overview. Embodied cognition in motion is divided into four abilities, each of which is manifested
in several tasks. Each task is provided with corresponding handcrafted question prototypes.

Recall
Trajectory Captioning Summarize the agent’s movement path using visual cues / landmarks.
Sequence Recall What is the agent’s next step after [changing direction to the left over the intersection]?
Object Recall what is [located next to] the [Central ALL-STAR cafe]?
Scene Recall Describe scene the agent observes [during the descent to a lower height near the destination].
Start/End Position Where are the starting point and final destination of the agent’s movement?

Perception
Proximity How does the distance between the agent and the [rooftop with solar panels in the residential

area] change after the [agent descends to street level]?
Duration Which takes longer, [the agent’s movement through the skyscraper alley] or [its descent to the

balcony on the 9th floor]?
Landmark Position Given [navigation goal/route] initially, what is agent’s current position relative to [landmark]?
Goal Detection Given [navigation goal] at starting location, is the target currently visible in the field of view, and

if so, what is its position within the view?
Cognitive Map Summarize historical movement observations into a cognitive map.

Reasoning
Causal Why did the agent [perform a descent after ascending alongside the cylindrical building]?
Counterfactual Instead of [flying over the elevated highway intersection], if the agent chooses to [fly around the

cylindrical building], can it complete the task, and how is the alternative route?
Association Given [navigation goal] at starting location, are there any relevant urban elements or objects in

sight when the navigation goal is not visible?
Navigation

Progress Evaluation (Route-oriented vision-language navigation) Given [navigation route] at starting location, analyze
which step the navigation is currently perform.

High-level Planning (Goal-oriented vision-language navigation) Given [navigation goal] at starting location, make
next plan from the current location.

Action Generation Given [navigation goal/route] initially, generate the next control action from the current location.

ied cognition specifically tailored for motion in128

urban open-ended spaces:129

• We propose a novel task set comprising 4 cat-130

egories and 16 tasks to evaluate how Video-131

LLMs recall, perception, reasoning, and navi-132

gation from embodied videos.133

• We consequently develop 5.2k multiple-choice134

questions and 1.5k video clips, derived from real135

world and simulated environments. The dataset136

generation pipeline can be extended to other em-137

bodied movement videos.138

• 17 popular LMMs are evaluated and their short-139

comings are analyzed. We also explored the140

correlation between embodied cognitive abilities141

and the potential of Sim-to-Real.142

2 Related Work143

Embodied Capabilities of LMMs. Embodied in-144

telligence refers to the concept that cognitive pro-145

cesses are deeply rooted in the body’s interactions146

with the world (Gupta et al., 2021; Shi et al., 2024).147

Large Multimodal Models (LMMs) have demon-148

strated unprecedented visual understanding capabil-149

ities and are considered the "brains" for developing150

embodied agents (Tang et al., 2023; Liang et al.,151

2024; Huang et al., 2023). Unlike past work (Du152

et al., 2024; Ramakrishnan et al., 2024) that pri- 153

marily focused on 2D images, static point cloud or 154

language-based spatial understanding, human com- 155

prehension of the world is grounded in continuous 156

visual perception (Zhang et al., 2024; Liao et al., 157

2024; Majumdar et al., 2023), akin to embodied 158

cognition through video streams. Thus, we need 159

relative video benchmarks from diverse sources to 160

comprehensively evaluate the potential of LMMs 161

in various embodied scenarios. 162

Video Benchmarks for LMMs. Traditional 163

video benchmarks cover various tasks like abstract 164

understanding and spatiotemporal analysis (Xu 165

et al., 2017; Wu et al., 2024a; Fu et al., 2024). They 166

mainly concentrate on understanding the video con- 167

tent (Wu et al., 2024b; Song et al., 2024; Fang et al., 168

2024), lacking exploration of Video-LLMs’ em- 169

bodied cognitive abilities from an embodied, ego- 170

centric perspective. While some research has fo- 171

cused on embodied capabilities in indoor or ground- 172

level scenes (Chandrasegaran et al., 2024; Man- 173

galam et al., 2023; Sima et al., 2024; Marcu et al., 174

2024; Yang et al., 2024), there has been insuffi- 175

cient exploration of embodied abilities in urban 176

open 3D spaces. Part of above-mentioned video 177

benchmarks are shown in Table 2. Comparatively, 178

we independently record embodied motion video 179

data along with corresponding MCQs to evaluate 180
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Table 2: The proposed and popular benchmarks for video-large language models. Our benchmark’s video sources
and scenarios are different from others, focusing on evaluating the embodied cognitive abilities of Video-LLMs
related to urban 3D aerial motion.

Benchmark Video Source Video Theme Embodied Environment Motion Video Num. QA Num.
LongVideoBench (Wu et al., 2024b) Web-Collected Life, Movie, News × / / 3.8k 6.7k
MovieChat-1K (Song et al., 2024) Web-Collected Movie, TV series × / / 1.0k 14.0k
MMBench-Video (Fang et al., 2024) YouTube Life × / / 600 2.0k
HourVideo (Chandrasegaran et al., 2024) Public Dataset Human Activity ✓ Indoor/Outdoor Ground-Level 500 13.0k
EgoSchema (Mangalam et al., 2023) Public Dataset Human Activity ✓ Indoor/Outdoor Ground-Level 5.0k 5.0k
Lingoqa (Marcu et al., 2024) Self-Recorded Driving ✓ Outdoor Ground-Level 28.0k 419.0k
VSI-Bench (Yang et al., 2024) 3 Public Datasets Indoor Motion ✓ Indoor Ground-Level 288 5.0k
Ours Self-Recorded Aerial Agent Motion ✓ City 3D Aerial Space 1.5k 5.2k

models’ cognitive abilities in complex, dynamic181

urban 3D spaces.182

3 Benchmark Design and Construction183

We firstly define 16 embodied tasks that assess the184

embodied cognitive capabilities of Video-LLMs185

from different four aspects. Then, we describe the186

dataset generation process. Finally, we provide the187

statistical characteristics of the dataset.188

3.1 Task Set189

Considering the characteristics of urban open-190

ended scenarios, embodied cognition in motion191

can be divided into four abilities: recall, perception,192

reasoning, and navigation (Chen and Dolan, 2011;193

Tang et al., 2021; Chandrasegaran et al., 2024).194

Each ability is evaluated through several specific195

tasks, which are outlined in Table 1.196

Recall tasks evaluates Video-LLM’ ability to197

cognitively remember key aspects of urban environ-198

ments. By integrating the city’s semantic elements199

seen in the video, the task includes Trajectory Cap-200

tioning, where agents summarize their paths using201

landmarks. Sequence Recall asks agents to sort out202

the sequence of actions, while Object Recall fo-203

cuses on identifying objects near landmarks. Scene204

Recall involves describing details observed during205

specific actions, ensuring comprehensive memory206

and understanding in dynamic urban contexts. The207

"Start/End Position" indicates whether agents are208

aware of "where I come from" and "where I am."209

Perception include static relative spatial rela-210

tionships (Landmark Position, Goal Detection),211

dynamic position changes (Proximity), temporal212

understanding (Duration), and scene-level compre-213

hension (Cognitive Map). The design of these tasks214

encompasses a range from static to dynamic, spa-215

tial to temporal, and micro to macro levels.216

Reasoning focuses on analyzing and making217

sense of its actions and surroundings within the218

urban environment. This includes understanding219

the causal relationships behind movements, such as220

why the agent descends after ascending alongside a221

building. It also involves counterfactual reasoning, 222

where agents consider alternative routes, like flying 223

around a building instead of over a highway, and 224

assess the viability of these options. Additionally, 225

Video-LLMs are required to recognize associations 226

between visible urban elements and their naviga- 227

tion goals, even when the goals themselves are not 228

in direct view, showcasing urban commonsense 229

and the ability to think critically and adaptively. 230

Navigation tasks aims to evaluate whether 231

Video-LLMs can plan routes and directly output 232

actions in urban spaces (Wu et al., 2024c). We 233

assessed two types of vision-language navigation 234

(VLN): route-oriented VLN (Zhou et al., 2024), 235

where the agent is provided with a navigation route 236

(e.g., fly forward to the white building, then turn 237

right, and continue to the lakeside to stop) and can 238

assess the progress of the current route (Progress 239

Evaluation) while ultimately outputting control 240

actions (Action Generation); and goal-oriented 241

VLN (Chaplot et al., 2020), where only a naviga- 242

tion goal (e.g., the lakeside) is given, allowing the 243

agent to autonomously perform high-level naviga- 244

tion planning (High-level Planning) and eventually 245

map it into control actions (Action Generation). 246

Three-dimensional aerial navigation in urban envi- 247

ronments is one of the most challenging tasks in 248

embodied intelligence. 249

The proposed tasks reflect real-world challenges 250

that embodied video systems in urban open-ended 251

spaces may encounter, enhancing the practical rele- 252

vance of the evaluation. 253

3.2 Dataset Generation Pipeline 254

As presented in Figure 2a, we will outline the 255

pipeline developed for creating the dataset, which 256

primarily consists of four steps: video curation, 257

multiple-choice question-answering (MCQ) gener- 258

ation, blind filtering, and human refinement. 259

3.2.1 Video Curation 260

The primary consideration for this benchmark is 261

obtaining massive high-quality embodied mobility 262
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Figure 2: Dataset Generation Pipeline and Statistics. a) The pipeline includes four steps: video curation, MCQ
generation, blind filtering, and human refinement. b) Histogram of frame count of videos. c) Histogram of path
lengths. d) Histogram of word count of questions. e) Violin plot of word count of different categories of questions.
f) Word cloud generated from questions and choices.

video data. We collecte drone flight video data263

in two cities, Shenzhen and Zhaoqing, in Guang-264

dong Province, China. The data collection was con-265

ducted using two DJI Mini 4K drones. To further266

expand the dataset, we chose to acquire data from267

simulators with two city benchmarks: Embodied-268

City (Gao et al., 2024) and AerialVLN (Liu et al.,269

2023). They both have the following advantages:270

a) Realistic environment modeling; b) Support for271

aerial agents; c) Existing aerial route reference.272

We divided our team into two groups. The first273

group designs the navigation goal/route and pro-274

vides text instructions for the endpoint, ensuring275

that the final destination can be reached based on276

the instructions and common urban knowledge.277

The second group, consisting of experienced pilots278

(with over 1000 hours of real drone flight time),279

performs flights to perform the VLN tasks, collect-280

ing first-person perspective data during the flight.281

Through this approach, the movement of the agent282

is purposeful, and the collected video data is more283

conducive to evaluating the capabilities of Video-284

LLMs. See Appendix B.1 for details.285

3.2.2 MCQ Generation286

The objective of this phase is to leverage the foun-287

dational video understanding and text generation288

capabilities of a powerful LMM to quickly produce289

high-quality MCQs for each task. We have de-290

signed a Chain-of-thought (CoT) prompting based291

on characteristics of embodied movement videos,292

consisting of the following four steps: a) Narra-293

tion Generation; b) Structured Extraction of Key294

Information; c) Role-playing; d) Providing Ques- 295

tion/Option Templates and Examples. The detail 296

process and prompts are in Appendix B.2. In or- 297

der to improve the quality of problem generation, 298

we use Gemini-1.5 Flash (Team et al., 2024) with 299

video understanding capability to assist in genera- 300

tion at this stage. 301

3.2.3 Blind Filtering 302

The purpose of blind filtering is to eliminate MCQs 303

that can be answered correctly based solely on 304

urban common sense, without any video input. 305

This process aims to evaluate the embodied cogni- 306

tion capabilities of Video-LLMs based on mobile 307

video, rather than their world knowledge or com- 308

mon sense. Blind filtering enhances the quality of 309

the dataset. The specific method involves using 310

n Video-LLMs to guess the answer to any given 311

MCQ case without video input. If all n Video- 312

LLMs guess correctly, the MCQ is removed; other- 313

wise, it is retained. 314

3.2.4 Human Refinement 315

The generated MCQs may contain invalid ques- 316

tions, ambiguous options, incorrect answers, and 317

various other issues that require further human 318

refinement. These issues stem from two main 319

sources: a) Even the most advanced Video-LLMs 320

lacks the ability to fully understand embodied 321

movement videos. b) The urban aerial agent sce- 322

narios are complex, making video comprehension 323

challenging. We approach the human refinement 324

process from four aspects: a) Invalid/ambiguous 325
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questions: For example, when the task specifies326

for the agent to "navigate to the main entrance,"327

the presence of multiple nearby buildings leads to328

ambiguity, as the agent is unsure which building’s329

main entrance is intended. The navigation target330

should be clarified to "navigate to the main entrance331

of the yellow building on the right." b) Urban ele-332

ment hallucination: This refers to the presence of333

city elements or objects in the correct option that334

were never actually present in the video. c) Direc-335

tion: Directional descriptions are often incorrect or336

imprecise. d) Choices with insufficient differentia-337

tion or errors: One scenario is more than one option338

is correct. Another is only one is correct, but the339

ground truth was provided incorrectly. The entire340

refinement process required over 800 person-hours.341

See Appendix B.3 for more examples.342

3.3 Dataset Statistics343

The proposed dataset includes 1,547 video clips344

with resolutions of 1280x720 pixels for real drone345

frames, 960x720 pixels for EmbodiedCity frames,346

and 520x520 pixels for AerialVLN frames. As347

shown in Figure 2b&c, the durations of these video348

clips range from 10 seconds to 10 minutes, and the349

trajectories of the UAV in the videos encompasses350

different directions and movement patterns in 3-351

dimensional spaces, thus suggesting our dataset352

covers diverse scenarios from brief fine move-353

ments, medium-range command execution to long-354

distance navigation. The dataset also possesses355

over 5.2K multi-choice questions, including low-356

level tasks such as Recall and Perception, and also357

high-level tasks such as Reasoning and Navigation.358

Seen from Figure 2d, both low-level and high-level359

tasks take up to approximately 50% of the total360

questions, enabling a comprehensive evaluation of361

the various capabilities required for Video-LLMs362

to perform embodied cognitive tasks during motion363

in urban open-ended spaces. For each question, the364

word count ranges from 50 to 250, varying based365

on the question category and the complexity of366

the environment and tasks included in the specific367

video, as is shown in Figure 2e. We finally gener-368

ate a word cloud in Figure 2f, demonstrating the369

richness of urban elements included in our MCQs.370

4 Experiments371

We initially evaluated the performance of 16 pop-372

ular Video-LLMs on various tasks related to em-373

bodied cognition in motion. Subsequently, we con-374

ducted detailed analyses focusing on the models, 375

tasks, and video data sources. Finally, we summa- 376

rized and categorized the reasons for failures across 377

different tasks. 378

4.1 Experimental Setup 379

Evaluation Metric: Benefiting from the multiple- 380

choice format of each question, we can directly 381

calculate the accuracy for each task type as well as 382

the overall accuracy. 383

Baselines: The baseline includes both propri- 384

etary and open-source Video-LLMs. For propri- 385

etary models, we used state-of-the-art models, in- 386

cluding GPT-4o, GPT-4o-mini (OpenAI, 2025), 387

Gemini-1.5 Flash, Gemini-1.5 Pro (Team et al., 388

2024), Gemini-2.0 Flash (Google, 2025) and Qwen- 389

VL-Max (Cloud, 2025). For the open-source mod- 390

els, we focus on those capable of video/multiple im- 391

age input, including LLaVA-NeXT-Video-7B (Liu 392

et al., 2024a), Kangaroo (Liu et al., 2024b), Qwen2- 393

VL series (Wang et al., 2024b) and InternVL2 se- 394

ries (Chen et al., 2024). In terms of input frame 395

numbers, the Gemini and Qwen series allow for 396

convenient adjustment of the input parameter fps, 397

while others require input as frame number. To 398

ensure a fair comparison while considering local 399

computational resource constraints, the goal is to 400

input as many frames as possible. 401

Others: All local model inference and fine- 402

tuning is performed on three NVIDIA RTX A6000. 403

Detail calculation of evaluation metric, baseline 404

settings, and prompts can be found in Appendix C. 405

4.2 Model Comparison 406

The quantitative result is shown in Table 3. We can 407

draw the following conclusions: 408

• Both proprietary models and open-source models 409

exhibit relatively poor embodied cognitive abil- 410

ities when navigating urban open-ended spaces. 411

The best-performing model, Qwen-VL-Max, 412

achieves an average accuracy of only 46.4%. 413

This underscores the value of this benchmark, 414

highlighting that embodied cognitive abilities in 415

urban three-dimensional spaces have not been 416

adequately addressed. 417

• Some open-source Video-LLMs outperform part 418

of proprietary models. Specifically, models that 419

have been optimized for video data demonstrate 420

superior performance compared to LMMs that 421

focus on images. 422
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Table 3: Accuracy of different Video-LLMs on embodied tasks. The former section shows existing popular Video-
LLMs’ results. The latter section demonstrates fine-tuning results for two models, highlighting sim-to-real potential.
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Baseline
Random - 19.7 18.5 17.0 20.8 13.5 21.8 37.8 35.6 19.7 18.0 21.9 18.2 25.0 18.3 21.8 15.9 16.4

Proprietary Models (API)
Gemini-1.5 Flash[1 fps] 4 40.5 39.7 51.8 61.7 79.3 61.3 47.1 59.8 37.8 28.7 47.9 60.0 42.4 20.0 43.3 32.6 34.4

Gemini-1.5 Pro[1 fps] 3 42.5 58.6 61.6 65.0 72.1 66.2 66.4 63.6 37.4 33.8 46.0 63.6 46.2 23.0 38.8 43.8 31.9
Gemini-2.0-flash[1 fps] 5 38.3 47.9 58.9 63.3 75.7 57.0 66.4 47.7 27.9 27.8 45.3 62.7 24.2 17.8 39.2 48.4 30.5

GPT-4o-mini[32f] 6 36.5 33.0 53.6 48.3 59.5 56.3 69.7 51.5 33.3 31.3 42.4 65.5 47.7 47.7 30.8 57.5 25.4
GPT-4o[32f] 2 43.6 47.6 58.9 65.0 67.6 61.3 63.0 47.7 36.8 42.4 52.8 66.4 44.7 44.7 34.2 67.8 33.8

Qwen-VL-Max-latest[32f] 1 45.5 44.9 70.5 64.2 75.7 73.9 78.2 43.9 44.8 44.7 61.1 77.3 49.2 49.2 38.8 70.0 29.6
Open-source Models
LLaVA-NeXT-Video-7B-hf[32f] 3 38.6 55.7 39.3 43.3 61.3 40.8 58.8 52.3 49.5 16.7 26.8 44.5 20.5 58.7 36.6 52.3 19.2

Phi-3.5-vision-instruct[32f] 2 38.7 67.0 57.1 57.5 64.9 45.1 48.7 45.5 49.2 17.0 52.1 51.8 34.8 13.9 33.2 59.7 15.6
Kangaroo[64f] 1 39.2 27.0 66.1 60.8 69.4 53.5 75.6 57.6 35.5 37.2 60.0 64.5 42.4 19.1 32.5 41.9 32.4

Qwen2-VL-2B-Instruct[0.5 fps] 5 31.9 29.9 54.5 30.8 57.7 57.6 24.6 47.7 22.0 22.1 64.2 46.4 35.6 28.8 44.2 27.3 27.3
Qwen2-VL-7B-Instruct[0.25 fps] 4 36.2 36.5 50.9 47.5 65.8 65.7 47.2 48.5 25.1 28.4 55.8 55.5 29.5 33.9 59.3 32.7 32.7

InternVL2-2B[32f] 11 27.6 19.2 29.5 37.5 55.9 22.5 57.1 37.9 19.3 24.6 39.2 33.6 45.5 33.5 29.2 37.6 20.9
InternVL2-4B[32f] 10 28.1 19.2 37.5 33.3 62.2 24.6 66.4 42.4 23.2 26.5 32.8 36.4 35.6 29.5 32.2 22.1 28.1
InternVL2-8B[32f] 9 28.1 23.4 23.2 35.0 52.3 22.5 58.0 44.7 23.1 27.4 28.3 33.6 45.5 31.5 35.7 21.4 28.1

InternVL2-26B[32f] 8 28.3 24.1 36.6 35.0 60.4 23.2 53.8 41.7 20.0 28.4 32.8 34.5 45.5 29.0 37.6 23.4 22.8
InternVL2-40B[32f] 7 28.4 22.2 19.6 30.8 54.1 21.1 61.3 50.0 23.2 26.5 34.7 27.3 41.7 32.4 34.9 22.3 28.4

InternVL2-Llama3-76B[32f] 6 28.9 19.5 38.4 37.5 54.1 18.3 65.5 48.5 22.9 28.1 33.6 30.9 43.2 31.3 34.5 23.2 28.9

Fine-Tuning:Training set
InternVL2-4B(before)[32f] 4 28.0 17.5 32.9 34.2 61.5 26.9 66.2 41.7 21.0 25.3 37.0 37.3 33.3 25.8 30.8 35.0 21.4

InternVL2-4B(after)[32f] 1 31.4 22.0 34.3 40.8 60.0 24.7 73.0 53.6 21.0 44.1 51.1 31.3 42.9 34.4 36.5 35.0 19.6
InternVL2-8B(before)[32f] 3 29.4 22.4 25.7 35.5 53.8 22.6 59.5 48.8 23.2 30.0 30.4 38.8 40.5 33.3 35.9 34.2 20.8

InternVL2-8B(after)[32f] 2 31.2 21.1 35.7 42.1 61.5 23.7 74.3 51.2 21.4 42.4 52.6 29.9 38.1 34.4 36.3 35.8 19.3
Fine-Tuning:Test set

InternVL2-4B(before)[32f] 3 28.3 21.3 45.2 31.8 63.0 20.4 66.7 43.8 27.1 27.9 28.5 34.9 39.6 24.1 27.4 29.7 23.0
InternVL2-4B(after)[32f] 2 31.5 25.5 38.1 34.1 60.9 20.4 66.7 37.5 22.1 38.8 33.1 32.6 50.0 31.4 28.1 39.9 28.9

InternVL2-8B(before)[32f] 4 26.5 24.5 19.0 34.1 50.0 22.4 55.6 37.5 22.8 24.5 26.2 25.6 54.2 22.6 24.3 37.0 22.1
InternVL2-8B(after)[32f] 1 31.7 25.5 35.7 34.1 60.9 18.4 66.7 39.6 23.8 37.4 31.5 34.9 50.0 32.8 27.7 39.1 29.4

Recall

Perception

Reasoning

Navigation

Figure 3: Correlation of Cognitive Abilities. A higher
value indicates more similar Video-LLMs’ performance
on the two tasks, implicitly indicating the relationship
between the two tasks.

• Smaller parameter models appear to be more un-423

stable. For two models with equivalent average424

accuracy, the open-source small parameter model425

tends to have a lower minimum accuracy across426

all tasks compared to the commercial large pa-427

rameter model.428

4.3 Correlation of Cognitive Abilities429

We tend to explore the relationships between these430

tasks and the underlying cognitive abilities, as431

shown in Figure 3. Specifically, we compute the432

pairwise correlations between each column (rep- 433

resenting individual tasks) in Table 3, excluding 434

the fine-tuning portion. The implicit assumption 435

in this approach is that if multiple models exhibit 436

similar performance across two tasks, it suggests 437

that the embodied cognitive abilities needed for 438

these tasks are similar. We can derive the following 439

conclusions: 440

• The causal reasoning task exhibits a high corre- 441

lation with almost all other tasks. It suggests that 442

the ability to understand and infer causality 443

is fundamental to a wide range of cognitive 444

processes. This finding may indicate that causal 445

reasoning is potentially a key factor in the emer- 446

gence of embodied cognitive in Motion. 447

• Recall-type tasks demonstrate strong inter- 448

correlations among themselves. These tasks all 449

involve memory-related problems, underscoring 450

the ability to recall information is a shared under- 451

lying requirement for these tasks, highlighting 452

memory as a central component in cognitive task 453

execution. 454

• Navigation tasks have a high correlation with 455
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Figure 4: Average performance of 17 Video-LLMs in
different video sources.

both Recall and Perception tasks. This obser-456

vation aligns with prior knowledge that effective457

action and planning depend on robust memory458

and perceptual capabilities.459

• Counterfactual and Association reasoning460

—both high-level reasoning tasks—exhibit low461

correlations with other task types. These tasks462

rely on distinct cognitive processes that are not463

shared with the other tasks in our analysis. This464

suggests that some embodied cognitive abilities465

may operate independently rather than as compo-466

nents of a general intelligence framework. There-467

fore, when tasks involve these two high-level468

abilities, targeted training is necessary.469

4.4 Sim-to-Real470

We average the performance of all Video-LLMs471

and listed the results of four categories of cogni-472

tive abilities across three different data sources, as473

shown in Figure 4. From the model performance474

perspective, there is no significant distributional475

difference among the various video sources over-476

all. Embodied research has long suffered from a477

lack of real-world data. Here, we used data from478

EmbodiedCity and AerialVLN as the training set,479

and real-world data as the test set. We employed480

LoRA (Hu et al., 2021) to fine-tune the large mod-481

els InternVL-4B and InternVL-8B to explore the482

potential for Sim2Real transfer (see Appendix D483

for details on fine-tuning.). The results, as shown484

in Table 3, indicate that both Goal-Detection and485

high-level planning on the test set improved by486

approximately 7% post-fine-tuning. The mean im-487

provements for the two fine-tuned models were488

2.9% and 4.9%, respectively.489

4.5 Error Analysis490

After examining the reasoning processes of VLMs,491

three common error types were identified, as shown492

in Figure 5:493

Egocentric Thinking Error

Question: If the drone does not rise and move parallel to the group of skyscrapers, but chooses to fly 

directly over the roofs of lower buildings, can it still reach the middle of the zebra at the intersection?

Choice: 

A. It can complete the mission since it has a direct path, but it will take longer.

…

C. It can complete the mission because the alternative path is more efficient.

GT

LVLM

Fail to extrapolate 

hypothetical pathway

Motion Understanding Error

Question: What is the next step after the 

drone crosses the second intersection?

Choice: 

…   

B. The drone continues its progress 

over the roof.

C. The drone descends close to the roof.

…

GT

LVLM

Mistaking a descent as flying over

Urban Elements/Scenes Understanding Error 

Question: According to the video, where are the starting 

and ending points of the drone’s journey?

Choice: …            

B. Starts above the street and ends at a shop window 

with a white canopy.

…

D. Starts from a fire escape on the middle floor of the 

building and ends at a store window with a white canopy.

…
Mistaking irrelevant objects

GT
LVLM

Figure 5: Three common errors in Video-LLMs when
performing tasks of urban embodied cognition, along
with the corresponding examples.

• Urban Elements/Scenes Understanding Er- 494

ror: Complex urban scenes pose challenges to 495

perception-related tasks for Video-LLMs, result- 496

ing in insufficient alignment and urban halluci- 497

nations. This means that the models guess based 498

solely on textual content and fail to detect ur- 499

ban objects that are entirely absent in the video 500

during analysis. 501

• Motion Understanding Errors: Video-LLMs 502

struggle to distinguish orientation and misinter- 503

pret changes in the camera’s gimbal angle as ver- 504

tical movement, indicating limited spatial aware- 505

ness. 506

• Egocentric Thinking Error: Video-LLMs fail 507

to perform complex embodied reasoning tasks, 508

such as route planning and extrapolation. 509

Recall and Perception tasks, reliant on visual 510

abilities, suffer from urban elements/scenes and 511

agent motion understanding error. As for the com- 512

plex and challenging tasks of reasoning and navi- 513

gation, various errors are prevalent. See Appendix 514

E for more details. 515

5 Conclusion 516

In this work, we propose a benchmark for embod- 517

ied motion cognition in urban open spaces, com- 518

prising 1.5k video clips and 5.2k multiple-choice 519

questions. We evaluated the performance of 17 cur- 520

rently popular Video-LLMs in terms of recall, per- 521

ception, reasoning, and planning. The experimental 522

results indicate that the best current Video-LLMs 523

achieve only a 45.5% accuracy rate. Our analy- 524

sis further reveals that causal reasoning is highly 525

correlated with other tasks such as recall, percep- 526

tion, and planning. Fine-tuning large models with 527

simulation data can enhance their performance on 528

real-world embodied video tasks. 529
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6 Limitations530

Our study has the following limitations:531

• Dataset Scope and Generalization: Due to the532

highly diversity of urban structures and forms,533

our dataset includes only a subset of urban scenes.534

The scale of videos and multiple-choice ques-535

tions (MCQs) can be further expanded to cap-536

ture the vast complexity of global urban environ-537

ments.538

• Static Evaluation Framework: The MCQ for-539

mat evaluates Video-LLMs in an offline, non-540

interactive setting. This does not fully reflect541

real-world embodied navigation, where agents542

must dynamically adapt to unforeseen obstacles543

or environmental changes.544

• Model Selection Bias: The rapid evolution of545

Video-LLMs poses challenges for comprehensive546

evaluation. While we tested 17 widely-used mod-547

els, new architectures are published frequently,548

and our analysis may not reflect the capabilities549

of emerging or specialized models.550

These limitations highlight opportunities for fu-551

ture work in expanding dataset diversity, develop-552

ing interactive evaluation protocols, and incorpo-553

rating newer models as the field evolves.554
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A Dataset Examples872

To better illustrate the proposed dataset, we pro-873

vide MCQ examples and videos from real world,874

the EmbodiedCity simulator, and the AerialVLN875

simulator, encompassing all task types. They are876

presented in Fig. 6, Fig. 7, and Fig. 8.877

B Dataset Generation Pipeline878

B.1 Details of Video Curation879

Selected Simulator Advantages: a) Realistic envi-880

ronment modeling. Both EmbodiedCity and Aeri-881

alVLN are built on Unreal Engine and include var-882

ious building types and streets, with more than a883

hundred categories of micro urban elements, which884

enriches the semantic information of the obtained885

embodied mobility video data. b) Support for aerial886

agents. Both simulators have built-in AirSim plu-887

gins, allowing easy control of aerial agents. c)888

Existing route reference. Research work on vision-889

language navigation (Zhu et al., 2020) has already890

been conducted in these simulators, allowing us to891

obtain some route coordinates and instruction data.892

Although most routes cannot be directly used (for893

example, most flying paths in AerialVLN contain894

many meaningless, repetitive flying actions and895

lack logicality), they provide some reference for896

our data collection.897

Drone Setup: The drone has only one cam-898

era equipped with a gimbal, which can tilt from899

0 degrees to 90 degrees downward. The second900

group consists of experienced pilots (with over901

1000 hours of real drone flight time) to ensure the902

rationality of flight operations. Through this ap-903

proach, the movement of the agent is purposeful,904

and the collected video data is more conducive to 905

evaluating the capabilities of Video-LLMs. 906

B.2 Details of MCQ Generation 907

In this work, we use LLM to generate the multiple 908

choice questions (MCQ) in the dataset. 909

a) Narration Generation: Initially, the LMM 910

is prompted to systematically generate a narra- 911

tion of the UAV’s trajectory by combining embod- 912

ied movement videos and destination instructions, 913

based on the videos from Embodied City. Videos 914

from the other two sources are originally combined 915

with trajectory infomation. 916

b) Structured Extraction of Key Information: 917

The LMM then extracts a list of movements and 918

objects, providing structured text that ensures the 919

subsequent MCQ generation is more aligned with 920

the requirements. 921

c) Role-playing: In the last MCQ generation 922

prompt, the model is given a specific context and 923

role, enhancing its understanding of the task and 924

adherence to instructions. 925

d) Providing Question/Option Templates and 926

Examples: For each task, several templates for 927

questions and options are provided, with sections 928

marked for replacement. We also provide detailed 929

task definitions and examples. 930

In the prompt, we first set up a scenario for the 931

model, one where the model act as a teacher who 932

needs to raise a series of test questions based on the 933

given videos. This role playing trick makes it easier 934

for us to explain the details of the question gener- 935

ation task onward. Then, we break the task into 936

several sequential parts, and give the specific re- 937

quirements for the sub-tasks. The sub-tasks include 938

video understanding, question generation, answer 939

generation, and finally structured input/output, with 940

requirements, templates and examples. As we have 941

14 categories of questions focusing on different as- 942

pect of the video, it’s hard to cover them all in one 943

general instruction, so we adopt respectively writ- 944

ten instructions for question and answer generation, 945

each having its own task explanation, template and 946

example output. During tests, the LLM sometimes 947

gives random explanatory text before it raises the 948

question, which could be an obstacle in the process- 949

ing work, so we added specific instructions in the 950

prompt to prevent the model from doing so. The 951

main part of the prompt we use are shown in Figure 952

9, though most of the explanations, templates and 953

examples for question generating are left out due 954

to space constraints. 955
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[Reasoning] Causal
Question: Why does the drone adjust its perspective 

downward after passing over a pond and an apartment 

building?

Choices:  A. To avoid building collisions

B. To observe the pavilion area

C. Due to low battery

D. To watch people below

E. To view the building layout

Answer: B

V
id

eo

[Perception] Landmark Position
Question: Navigation Goal: [Fountain at community 

entrance]. What is the positional relationship with the 

destination at current location?

Choices:  A. Ground level, right of fountain

B. Directly above fountain

C. Over street area, away from residence

D. Above store, left of fountain

E. Above building, far from fountain

Answer: C

[Perception] Cognitive Map
Question: Navigation Goal: [ ...]. What is the surrounding 

environment at current position?

Choices:   

A. Front: parking lot | Back: fountain area | Right: road

B. Front: roadside | Back: landscaped fountain area | Right: road

C. Front: building | Back: parking lot | Left: river

D. Front: shops | Back: fountain park | Left: bus stop

E. Front: square | Back: forest | Right: railway

Answer: D

V
id

eo

[Reasoning] Association
Question: Navigation Goal: [Fountain at community 

entrance]. If destination not in view, what is the most 

relevant object and its location?

Choices:  A. Fountain in view

B. Parking lot on right

C. Trimmed bushes in front

D. Intersection at lower right

E. Residential building behind

Answer: C

V
id

eo
V

id
eo

[Recall] Captioning
Question: Based on the video, which of the following options best 

summarizes the flight path of the drone to the gazebo next to the 

pond?

Choices:  A. From brick path to pavilion roof via pond

B. From pond to pavilion via parking lot

C. From pavilion to pond with aerial view

D. Direct flight from high-rise to pavilion

E. From city center to pavilion via highway

Answer: A

[Perception] Goal Detection
Question: Navigation Goal: [Fountain at community 

entrance]. Is the destination in the field of view? If yes, 

where?

Choices:  A. Upper left

B. Lower right

C. Not visible

D. Center

E. Left side

Answer: C

[Reasoning] Counterfactual
Question:If the drone takes a curved path instead of flying 

directly over the pond to the pavilion, can the task be 

completed and how does the time compare?

Choices:  A. Task can be completed in less time

B. Task can be completed but takes longer

C. Task cannot be completed due to obstacles

Answer: B

[Recall] Sequence Recall
Question: What's the next step after the drone 

scans several residential buildings?

Choices:  A. Descend lower

B. Hover in place

C. Rise for wider view

D. Turn left

E. Turn right

Answer: C

[Recall] Scene Recall
Question: What objects did the drone observe when ascending from 

the red-roofed pavilion to mid-building level?

Choices:  A. Only the red-roofed pavilion

B. Landscaped area with fountain, pool and residences

C. Wide urban view with many high-rises

D. Residential buildings around central landscape

E. Only the sky

Answer: B

[Perception] Proximity
Question: How does the drone's distance to the blue roof 

change while scanning the cityscape?

Choices:  A. Increases

B. Stays same

C. Decreases

Answer: B

[Navigation] High-level Planning
Question: Navigation Goal: [ ... ]. From the 

current position to reach the destination, what 

should be approached next?

Choices:  A. Adjacent rooftops

B. Tallest tree

C. 5th floor level

D. Street light

E. High-rise roof level

Answer: E

[Perception] Cognitive Map
Question: Navigation Goal: [ ... ]. What is the surrounding environment at 

the current position?

Choices:  A. Front: High-rise with AC units | Right: Busy street | Back: 

Parking lot

B. Below: Shops | Front: High-rise | Right: Busy street | Back: Parking lot

C. Front: High-rise with AC units | Right: Residential area | Back: Park

D. Below: Shops | Front: High-rise | Right: Residential area | Back: Park

E. Front: High-rise with AC units | Right: Busy street | Back-right: Office 

building

Answer: B

[Reasoning] Association
Question: Navigation Goal: [Balcony with white clothes on the top 

floor of high-rise building]. If the target is not in view, what is the most 

relevant object and its location?

Choices:  A. Target balcony is in view

B. Target balcony not visible | Street visible in lower right

C. Target balcony not visible | Building facade visible ahead

D. Target balcony not visible | Buses visible in lower right

E. Target balcony not visible | Parking lot visible in lower left

Answer: A

[Navigation] Action Generation
Question: Navigation Goal: [ ...]. Given the 

next step is to reach [high-rise roof level], 

what action should the drone take?

Choices:  A. Rise

B. Decline

C. Fly forward

D. Turn slightly left

E. Turn slightly right

F. Move backward

Answer: C

[Perception] Start/End Position
Question: According to the video, where are the starting and 

ending points of the drone's journey?

Choices:  

A. Starts near the pond, ends above the complex area.

B. Starts above the brick path between buildings, ends at the 

pavilion's orange roof.

C. Starts from the pavilion roof, ends near the central pond.

D. Starts from the landscaped center, ends above the complex.

E. Starts at a large pond with palms, ends at the pavilion roof.

Answer: B

[Recall] Object Recall
Question: According to the video, what is near the 

pond in the central area of the complex?

Choices:  A. There is a huge sculpture near the pond.

B. There is a parking lot near the pond.

C. There is a circular square near the pond.

D. There is a small boat beside the pond.

E. There is a basketball court near the pond.

Answer: C

Figure 6: Videos collected from the real drones and MCQs examples.

In question generation, we find that the LLM956

still has problem understanding complicated city957

environments in the videos, so we introduced pre-958

generated structured object list and movement se-959

ries to assist the model in understanding the videos.960

Also, this step is done by prompts shown in Figure961

10 and Figure 11:962

B.3 Details of Human Refinement963

Following the automatic question generation phase,964

we implemented a systematic human refinement965

process to ensure the quality and reliability of the966

generated questions. During the refinement phase,967

we identified and addressed various issues across968

the generated questions, with statistics shown in969

Table 4. This process focused on four major as-970

pects requiring manual intervention, with detailed971

examples provided in Table 5. First, ambiguous972

or unclear questions were identified and refined973

to ensure precise communication of the intended974

query. Second, hallucinated urban elements, which 975

were occasionally generated by the LLM but not 976

present in the actual video content, were either 977

corrected or removed to maintain factual accuracy. 978

Third, directional descriptions were standardized 979

by converting absolute directions to relative ones, 980

consistently using the drone as the reference sys- 981

tem. This standardization was crucial for maintain- 982

ing consistency in spatial relationships across the 983

dataset. Finally, multiple-choice options were care- 984

fully reviewed and adjusted to ensure appropriate 985

differentiation between choices while maintaining 986

one unambiguously correct answer. 987

The refinement process significantly enhanced 988

the dataset’s quality by eliminating potential 989

sources of confusion and ensuring all questions 990

accurately reflected the video content. Human an- 991

notators were specifically trained to identify these 992

issues and apply standardized corrections, result- 993

ing in a more robust and reliable benchmark for 994
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[Recall] Historical Trajectory
Question:  Navigation Goal: [Beikeshengxian (in Chinese) store]. What 

is the drone's trajectory from start to current location?

Choices:  

A. High altitude -> street level -> store

B. Park -> road -> store front

C. High-rise roof -> vertical descent -> sidewalk -> turn left to store

D. Park scooter lane -> left turn -> rise to building height -> above store

E. Street -> park -> rise above store

Answer: C

[Perception] Landmark Position
Question: Navigation Goal: [...]. What is drone's current position 

relative to destination?

Choices:  A. Mid-air beside high-rise, store location unknown

B. Above store, needs descent

C. Directly above store, needs adjustment

D. Different direction, needs turnaround

E. Near store, needs street approach

Answer: A

[Reasoning] Association
Question: Navigation Goal: [store with red sign angejia (in 

Chinese)]. What's the most relevant visible object and its 

location?

Choices:  A. Target store visible

B. Large parking lot in bottom right

C. High-rise buildings on left

D. Small green park in center

E. Wide road on right

Answer: C

[Navigation] Action Generation
Question: Navigation Goal: [...]. What's the next 

move towards the ground floor?

Choices:  A. Ascend and turn right

B. Descend and move forward

C. Ascend while moving forward

D. Turn left and ascend

E. Turn camera left and advance

Answer: B

[Recall] Historical Trajectory
Question: Navigation Goal: [...]. What is the drone's 

trajectory from start to current location?

Choices:  

A. High-rise building -> street level -> along street

B. Park -> rise to building height -> street

C. Above high-rise -> adjust down -> right edge -> descend

D. Street -> park -> above high-rise

E. High altitude -> direct descent

Answer: C

[Perception] Cognitive Map
Question: Navigation Goal: [...]. What is the current 

surrounding environment?

Choices:  

A. Two tall buildings flanking, park and helipad between

B. Low-rise buildings around, big road left, small pond right

C. Small green space between high-rises, trees and loop trail

D. High-rises around, wide road above with parked cars

E. Large square with uniform height buildings, no green

Answer: C

[Perception] Landmark Position
Question: Navigation Goal: [Beikeshengxian (in 

Chinese) store]. What is the drone's current position 

relative to destination?

Choices:  A. Above street, facing store

B. Over park, facing away

C. Above intersection, store on left

D. Above high-rise, tilted to store

E. Above back parking lot

Answer: A

[Perception] Goal Detection
Question: Navigation Goal: [Beikeshengxian (in 

Chinese) store]. Is the destination in view? If yes, 

where?

Choices:  A. Lower left corner

B. Center frame

C. Upper right corner

D. Not visible

E. Left side

Answer: B

[Navigation] High-level Planning
Question: Navigation Goal: [Beikeshengxian (in 

Chinese) store]. What should the drone approach next?

Choices:  A. Street crosswalk

B. Store entrance

C. Nearby grass

D. Front parking lot

E. Adjacent rooftops

Answer: B

[Perception] Goal Detection
Question: Navigation Goal: [8th floor of the building with a huge 

dome]. At current position, is the destination in the field of view? 

If yes, where is the destination in the view?

Choices:  A. Yes, bottom left of the view

B. Yes, center of the view

C. Yes, top right corner of the view

D. Not visible

E. Yes, left side of the view

Answer: C

[Perception] Cognitive Map
Question: Navigation Goal: [8th floor of the building with a huge 

dome]. What is the current surrounding environment?

Choices:  

A. Two buildings on sides, highway behind, parking lot below

B. Highway adjacent, park behind, walkway below

C. High-rise ahead, highway behind, no sidewalk below

D. Roads and trees nearby, many high-rises around

E. Three buildings ahead (middle shorter), park with lanes in front

Answer: D

[Navigation] High-level Planning
Question: Navigation Goal: [8th floor of the 

building with a huge dome]. What should the 

drone approach next?

Choices:  A. Building foundation

B. Square center

C. 8th floor height

D. Building roof

E. Adjacent building tops

Answer: C

[Navigation] Action Generation
Question: Navigation Goal: [8th floor of the building with 

a huge dome]. What should be the drone's next move?

Choices:  A. Rise

B. Descend and fly forward

C. fly forward

D. Turn left and fly forward

E. Camera up

F. Camera down

Answer: C

[Recall] Historical Trajectory
Question:  Navigation Goal: [parking space on right after community 

entrance]. What is the drone's trajectory from start to current location?

Choices:  

A. High-rise -> ground level -> parking space

B. Park -> cross street -> parking lot

C. Distance -> community entrance -> parking space

D. Distance -> city -> ground level -> current spot

E. Above high-rise -> right move -> descend to entrance -> above parking

Answer: E

[Perception] Landmark Position
Question: Navigation Goal: [...]. What is drone's current 

position relative to destination?

Choices:  A. Above target parking space, just past entrance

B. Far from community, above avenue

C. Above entrance, at opposite parking space

D. Above left side, near high-rise

E. Above community center, far from target

Answer: A

[Perception] Goal Detection
Question: Navigation Goal: [...]. Is the 

destination in view? If yes, where?

Choices:  A. Center frame

B. Left side

C. Upper left corner

D. Not visible

E. Right side

Answer: A

Figure 7: Videos collected from the EmbodiedCity simulator and MCQs examples.

evaluating video-based navigation understanding.995

Table 4: Statistics of Issues in Human Refinement Phase

Issue Count

Invalid/ambiguous questions 761
Urban element hallucination 184
Direction 446
Choices with insufficient differentiation or errors 2363

C Additional Experimental Settings996

C.1 Evaluation Metric Calculation997

This study employs a multi-stage workflow to998

evaluate the accuracy of a model in video-based999

multiple-choice question answering tasks. This1000

workflow integrates regular expressions and model1001

inference for efficiency, complemented by man-1002

ual validation to ensure robustness. The combined1003

approach achieves precise and scalable accuracy as-1004

sessment for the target task.The procedure is struc-1005

tured as follows:1006

• Answer Extraction and Correction. First, an- 1007

swers are extracted from the model-generated 1008

text. Regular expressions are applied to iden- 1009

tify standardized outputs (e.g., options starting 1010

with “A.” or standalone alphabetic characters). 1011

For unstructured or ambiguous text, the GPT-4o 1012

model is invoked to infer the most plausible op- 1013

tion (A–G) based on the output context. Entries 1014

unresolved by automated methods are flagged 1015

with the special token “l**k”. A manual verifi- 1016

cation step is subsequently performed to correct 1017

these flagged entries, ensuring the validity of all 1018

answers. 1019

• Data Alignment and Cleaning. The corrected 1020

answers are aligned with a reference dataset con- 1021

taining ground-truth answers. Data consistency 1022

is ensured through format standardization (e.g., 1023

removing “.mp4” suffixes from video IDs and 1024

normalizing column names). Valid entries are 1025

filtered using an inner join operation, merging 1026

14



V
id

eo
V

id
eo

V
id

eo
V

id
eo

[Recall] Historical Trajectory
Question:  Navigation Goal: [Beikeshengxian (in Chinese) store]. What 

is the drone's trajectory from start to current location?

Choices:  

A. High altitude -> street level -> store

B. Park -> road -> store front

C. High-rise roof -> vertical descent -> sidewalk -> turn left to store

D. Park scooter lane -> left turn -> rise to building height -> above store

E. Street -> park -> rise above store

Answer: C

[Perception] Landmark Position
Question: Navigation Goal: [...]. What is drone's current position 

relative to destination?

Choices:  A. Mid-air beside high-rise, store location unknown

B. Above store, needs descent

C. Directly above store, needs adjustment

D. Different direction, needs turnaround

E. Near store, needs street approach

Answer: A

[Reasoning] Association
Question: Navigation Goal: [store with red sign angejia (in 

Chinese)]. What's the most relevant visible object and its 

location?

Choices:  A. Target store visible

B. Large parking lot in bottom right

C. High-rise buildings on left

D. Small green park in center

E. Wide road on right

Answer: C

[Navigation] Action Generation
Question: Navigation Goal: [...]. What's the next 

move towards the ground floor?

Choices:  A. Ascend and turn right

B. Descend and move forward

C. Ascend while moving forward

D. Turn left and ascend

E. Turn camera left and advance

Answer: B

[Recall] Historical Trajectory
Question: Navigation Goal: [...]. What is the drone's 

trajectory from start to current location?

Choices:  

A. High-rise building -> street level -> along street

B. Park -> rise to building height -> street

C. Above high-rise -> adjust down -> right edge -> descend

D. Street -> park -> above high-rise

E. High altitude -> direct descent

Answer: C

[Perception] Cognitive Map
Question: Navigation Goal: [...]. What is the current 

surrounding environment?

Choices:  

A. Two tall buildings flanking, park and helipad between

B. Low-rise buildings around, big road left, small pond right

C. Small green space between high-rises, trees and loop trail

D. High-rises around, wide road above with parked cars

E. Large square with uniform height buildings, no green

Answer: C

[Perception] Landmark Position
Question: Navigation Goal: [Beikeshengxian (in 

Chinese) store]. What is the drone's current position 

relative to destination?

Choices:  A. Above street, facing store

B. Over park, facing away

C. Above intersection, store on left

D. Above high-rise, tilted to store

E. Above back parking lot

Answer: A

[Perception] Goal Detection
Question: Navigation Goal: [Beikeshengxian (in 

Chinese) store]. Is the destination in view? If yes, 

where?

Choices:  A. Lower left corner

B. Center frame

C. Upper right corner

D. Not visible

E. Left side

Answer: B

[Navigation] High-level Planning
Question: Navigation Goal: [Beikeshengxian (in 

Chinese) store]. What should the drone approach next?

Choices:  A. Street crosswalk

B. Store entrance

C. Nearby grass

D. Front parking lot

E. Adjacent rooftops

Answer: B

[Perception] Goal Detection
Question: Navigation Goal: [8th floor of the building with a huge 

dome]. At current position, is the destination in the field of view? 

If yes, where is the destination in the view?

Choices:  A. Yes, bottom left of the view

B. Yes, center of the view

C. Yes, top right corner of the view

D. Not visible

E. Yes, left side of the view

Answer: C

[Perception] Cognitive Map
Question: Navigation Goal: [8th floor of the building with a huge 

dome]. What is the current surrounding environment?

Choices:  

A. Two buildings on sides, highway behind, parking lot below

B. Highway adjacent, park behind, walkway below

C. High-rise ahead, highway behind, no sidewalk below

D. Roads and trees nearby, many high-rises around

E. Three buildings ahead (middle shorter), park with lanes in front

Answer: D

[Navigation] High-level Planning
Question: Navigation Goal: [8th floor of the 

building with a huge dome]. What should the 

drone approach next?

Choices:  A. Building foundation

B. Square center

C. 8th floor height

D. Building roof

E. Adjacent building tops

Answer: C

[Navigation] Action Generation
Question: Navigation Goal: [8th floor of the building with 

a huge dome]. What should be the drone's next move?

Choices:  A. Rise

B. Descend and fly forward

C. fly forward

D. Turn left and fly forward

E. Camera up

F. Camera down

Answer: C

[Recall] Historical Trajectory
Question:  Navigation Goal: [parking space on right after community 

entrance]. What is the drone's trajectory from start to current location?

Choices:  

A. High-rise -> ground level -> parking space

B. Park -> cross street -> parking lot

C. Distance -> community entrance -> parking space

D. Distance -> city -> ground level -> current spot

E. Above high-rise -> right move -> descend to entrance -> above parking

Answer: E

[Perception] Landmark Position
Question: Navigation Goal: [...]. What is drone's current 

position relative to destination?

Choices:  A. Above target parking space, just past entrance

B. Far from community, above avenue

C. Above entrance, at opposite parking space

D. Above left side, near high-rise

E. Above community center, far from target

Answer: A

[Perception] Goal Detection
Question: Navigation Goal: [...]. Is the 

destination in view? If yes, where?

Choices:  A. Center frame

B. Left side

C. Upper left corner

D. Not visible

E. Right side

Answer: A

Figure 8: Videos collected from the AerialVLN simulator and MCQs examples.

model predictions with reference data based on1027

video IDs and question categories.1028

• Statistical Analysis and Result Export. Accu-1029

racy is computed by category through group-wise1030

comparisons of matched answers, followed by ag-1031

gregation to derive the overall accuracy. Results1032

are organized into structured tables, detailing per-1033

category and total accuracy values. These outputs1034

facilitate systematic performance evaluation and1035

further analysis.1036

C.2 Brief Introduction on Baselines1037

We introduce the participating long-context LMMs1038

as follows:1039

Gemini-1.5-Flash. Released on February 14,1040

2024, with an API service, Gemini-1.5-Flash is a1041

model with 150 million parameters. It supports an1042

input token limit of 1 million, an output token limit1043

of 8192, and a maximum video duration of 1 hour.1044

The frame rate is set to 1 fps.1045

Gemini-1.5-Pro. Released on February 14, 1046

2024, with an API service, Gemini-1.5-Pro is a 1047

model with 175B parameters. It supports an input 1048

token limit of 2 million, an output token limit of 1049

8192, and a maximum video duration of 2 hours. 1050

The frame rate is set to 1 fps. 1051

Gemini-2.0-Flash. Released on December 11, 1052

2024, Gemini-2.0-Flash is the latest lightweight 1053

model in the Gemini series, offering improved effi- 1054

ciency and a 12M context length. The input token 1055

limit is 1 million, the output token limit is 8192, 1056

and the frame rate is 1 fps. 1057

GPT-4o-mini. Released on July 18, 2024, GPT- 1058

4o-mini is a compact version of GPT-4o, designed 1059

for faster inference with a 64K context length. It 1060

has 8B parameters, an input token limit of 128K, 1061

an output token limit of 16384, and a frame rate of 1062

32 f. 1063

GPT-4o. Released on May 13, 2024, with an 1064

API service, GPT-4o is the latest multimodal LMM 1065
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Prompt for Question Generation  

MAIN INSTRUCTIONS: 

You are the teacher of the course "Video comprehension and Spatial reasoning". To test the students, you need to make 

many test questions from a series of egocentric videos taken by a UAV while it flies towards a specific known destiny 

in a city scene. 

Your goal is to raise multi choice questions about the details and spatial or temporal logic from video that satisfy later-

on given requirements. 

For each video, you must raise a multi choice question, that must be strictly restricted to and strongly related to the 

video content.  

For each question, you need to raise the question itself, and then give 5 choices, labeled as A, B, C, D and E, including 

ONLY 1 CORRECT answer and 4 wrong answers. Specially, the "Proximity", "Duration" and "Counterfactual" 

questions should only contain 3 choices, including 1 correct answer and 2 wrong answers. Specially, the "Viewpoint 

Invariance" questions should only contain 2 choices, including 1 correct answer and 1 wrong answer. For the choices, 

you need to make sure that the correct answer is not too obvious, and the wrong answers are not too irrelevant. Finally, 

you need to give the correct answer to the question, which is one of A, B, C, D and E (or one of A, B and C, or one of 

A and B).  You are allowed to put the correct answer at any position among the 5 choices. 

All possible questions falls into 14 categories, that covers different aspects of the student's ability to understand the 

video content, spatial and temporal relationship and causal logic. 

The categories, templates and examples of Question, Choices and Answer are given respectively as follows: 

1. Captioning 

TASK EXPLANATION:   This question requires the student to summarize the UAV's movement route in the video 

by combining the specific objects along the way. Proper answer should be a concise summary of the UAV's movement 

route, including its starting location, final destiny and specific buildings, objects along the way. 

TEMPLATE Question:  Summarize the UAV's [movement route] in the video by combining the [specific objects] 

along the way. 

TEMPLATE Choices:   The UAV goes from [specific objects] to the [specific objects] by [specific movenments 

about specific objects]. 

EXAMPLE OUTPUT: 

Question:   According to the video, which of the following choices better summarizes the UAV's movement route? 

Choices:     

A.  The UAV goes from [between two tall skyscrapers] to the [the balcony on the 31st floor] by flying straight across 

the opening ground below. 

B.  The UAV goes from [the center of the square] to the [left of the main entrance] by descending height to the 

rooftop. 

C.  The UAV goes from [the main entrance] to the [right of the main entrance] by turning left to face the main 

entrance. 

D.  The UAV goes from [the balcony on the 10th floor] to the [the center of the square] by descending to the ground 

level. 

E.  The UAV goes from  [between two tall skyscrapers] to the [the balcony on the 30th floor] by flying straight across 

the opening ground below. 

Answer:     A 

---------------------(The explanation, template and example for other categories) --------------------- 

NOTICE: The [category] and the [destiny] is known, given by textual input. 

EXAMPLE INPUT: 

Please raise a [category] multi choice question based on the video taken along the way towards [destiny]. 

For your reference, the content of the video is shown in a chronological narration, which is given as follows: 
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........(narration text)........ 

Also, the objects and positions mentioned in the questions and correct choices should come from the video frames, or 

you can refer to the list below: 

........(object list)........ 

The frames from the video are as follows: 

........(video frames)........ 

EXAMPLE OUTPUT: 

Question:   ............................? 

Choices:  A. .......................... 

         B. .......................... 

         C. .......................... 

       D. .......................... 

      E. .......................... 

Answer:  A 

You output must only contain the Question, Choices and Answer in the form shown above, and any other reply, such 

as "Certainly, here's a .... question about... " is definitely NOT ALLOWED! 

The INPUT are as follows: 

Please raise a {question_category} multi choice question based on the video taken along the way towards 

{video_destiny}. 

For your reference, the content of the video is shown in a chronological narration, which is given as follows: 

{narration_text} 

Also, the objects and positions mentioned in the questions and correct choices should come from the video frames, or 

you can refer to the list below: 

{object_list} 

The frames from the video are as follows: 

 {video_frames} 

Figure 9: The prompt used in MCQ generation. The prompt contains scenario setup, detailed instructions,
respectively written template and example output, and finally input template. Role playing and formatted structure
help the LLM to better understand the user’s intentions.

from OpenAI, featuring a 128K context length. It1066

has 200B parameters, an input token limit of 128K,1067

an output token limit of 4096, and a frame rate of1068

32 f.1069

Qwen-VL-Max-latest. Released in April 2024,1070

Qwen-VL-Max-latest is the most advanced model1071

in the Qwen-VL series, supporting multimodal1072

tasks with a 128K context length. It has an in-1073

put token limit of 128K, an output token limit of1074

8192, and a frame rate of 32 f.1075

LLaVA-NeXT-Video-7B-hf. Released in April1076

2024, LLaVA-NeXT-Video-7B-hf is a video-1077

focused LMM with 7B parameters. In this experi-1078

ment, we set the frame rate to 32 f and the output1079

token limit to 512.1080

Phi-3.5-vision-instruct. Released in August1081

2024, Phi-3.5-vision-instruct is an upgraded ver-1082

sion of Phi-3-Vision-Instruct, with 4.2B parameters1083

and a 128K context length. In this experiment, we1084

set the frame rate to 32 f and the output token limit1085

to 512. The temperature coefficient is set to 0, and1086

the maximum possible output is selected.1087

Kangaroo. Released on July 17, 2024, Kan- 1088

garoo is a specialized LMM for multi-image and 1089

video understanding, with 8B parameters. Since 1090

the frame rate cannot be modified in the code, in 1091

this experiment, we used the default frame rate of 1092

64 f and set the output token limit to 256. The tem- 1093

perature coefficient is set to 0, and the maximum 1094

possible output is selected. 1095

Qwen2-VL-2B-Instruct. Released on August 1096

30, 2025, Qwen2-VL-2B-Instruct is a lightweight 1097

instruct-tuned model with 2B parameters and a 1098

64K context length. In this experiment, we set the 1099

resolution to 360 * 420 and adopted the model’s 1100

default settings. The frame rate is 0.5 fps, which is 1101

the maximum limit for our GPU’s computational 1102

capacity. The output token limit is set to 256. 1103

Qwen2-VL-7B-Instruct. Released on August 1104

30, 2025, Qwen2-VL-7B-Instruct is a mid-sized 1105

instruct-tuned model with 7B parameters and a 1106

128K context length. In this experiment, we set the 1107

resolution to 360 * 420 and adopted the model’s 1108

default settings. The frame rate is 0.25 fps, which 1109
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Prompt for Object List Generation  

MAIN INSTRUCTIONS: 

In the "Egocentric UAV Video Scene Recall and Object Extract" task, you are working with a chronological series of 

frames from an egocentric video taken by a UAV while it flies in a city scene. 

Your goal is to write a chronological list of the objects and positions the UAV came across along its route shown in the 

video frames.  

You should give the list in a chronological order, and each item should be a detailed phrase describing the object or 

position the UAV came across in the video frame, so that there'd be no confusion. 

Especially, you should put the starting and ending position of the UAV in the list, on top and bottom respectively. 

A narration of movements of the UAV are given to you in textual form, to which you can refer for generation. 

The output should be a list of phrases, following the format below: 

EXAMPLE OUTPUT: (.json) 

{ 

"The building beside the square", "The window to the right of the main gate", "The red car parked on the side of the 

road", "The traffic light at the closest intersection" 

} 

NOTICE: Instead of using " ' " to quote each phrases, you should use " " " to quote each phrases in order to avoid 

errors in the JSON format. There should be no other characters. 

NOTICE: Extra explanation of the output is not allowed. Your output should be a list of phrases ONLY. 

The inputs are as follows: 

The destiny of the UAV is: {video_destiny} 

The movements of the UAV are:  

{narrations} 

The frames are as follows: 

{video_frames} 

 

Figure 10: The prompt used in object list generation. The prompt contains scenario setup, detailed instructions and
example output. As a simpler task than question generation, input/output template is not needed.

is the maximum limit for our GPU’s computational1110

capacity. The output token limit is set to 256.1111

InternVL2 series (2B, 4B, 8B, 26B, 40B,1112

Llama3-76B). Released on July 4, 2025, the In-1113

ternVL2 series offers a range of models from 2B to1114

76B parameters, with context lengths scaling from1115

32K to 256K, designed for diverse multimodal1116

tasks. In this experiment, we set the resolution1117

to 448 * 448 and adopted the model’s default set-1118

tings. The frame rate is 32 f, and the output token1119

limit is set to 1024.1120

C.3 Responses of Video-LLMs1121

The following table presents the format correctness1122

rates of six proprietary models through API calls.1123

The probabilities indicate each model’s capability1124

to reliably produce outputs adhering to the specified1125

format requirements. These results demonstrate the1126

varying levels of format adherence among state-of-1127

the-art language models.1128

C.4 Cost of Proprietary Models 1129

In Table 7, we show the cost of our evaluation of 1130

proprietary models. The cost of input is signifi- 1131

cantly greater than the cost of output, suggesting 1132

that the existing proprietary models still face the 1133

problem of excessive token amount when receiving 1134

video input. 1135

C.5 Prompt 1136

For each Video-LLM, the input includes an embod- 1137

ied movement video, a single MCQ, and a prompt 1138

that introduces the background and output format. 1139

For models such as Gemini-1.5-flash, the videos 1140

can be uploaded to cloud storage space, the ques- 1141

tions are given to the model separately for evalua- 1142

tion, as is shown in the following prompt: 1143
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Prompt for Narration Generation  

MAIN INSTRUCTIONS: 

In the "Egocentric UAV Video Narration" task, you are working with a chronological series of frames from an 

egocentric video taken by a UAV while it flies towards a specific known destiny in a city scene. 

Your goal is to write a chronological Narration of the route of the UAV that are shown in the video frames.  

For the video Narration, you should first show the [starting position] and the [final destiny] of the UAV.  

Then you chronologically list the specific [movements] and [positions] according to the video frames.  

The [movements] may include but not limited to "goes forward to", "turns left to face", "descend to the height of", etc.  

The [positions] may include "the center of the square", "the balcony on the 10th floor", "left of main entrance", etc. 

The [destiny] is known, given by textual input. 

 

The video frame may contain movements taken on the way to the destiny, but it is possible that the destiny is not 

reached in the video frame. 

For each or each several frames, you should only describe the movements and positions of the UAV shown in the 

video frame. 

EXAMPLE OUTPUT: (.json) 

{ 

"In the video, the UAV goes from in front of the building with an antenna on the roof to the main entrance." 

"Movement 1: The UAV descends to the height of the 1st floor." 

"Movement 2: The UAV turns downward to face the main entrance." 

"............................." 

"Movement X: The UAV goes forward to the main entrance." 

} 

EXAMPLE EXPLAIN: 

The first line summarizes the starting position and the destiny of the UAV. 

Each of the following lines contains a single, detailed movement of the UAV, Starting with "Movement X:". 

The movements are in chronological order, and each movement should be a detailed phrase describing the movement 

or position of the UAV in the video, so that there'd be no confusion. 

The inputs are as follows: 

The destiny of the UAV is: {video_destiny} 

The frames are as follows: 

{video_frames} 

 

Figure 11: The prompt used in movement extraction. The prompt contains scenario setup, detailed instructions,
respective explanation of prompt components, and finally input template.

This video presents the perception data of
drones moving in the city from a first person
perspective. Please answer the following
questions:
<video input>
The template for the answer is:
Option: [] (Only output one option from ’A’
to ’E’ here, do not output redundant con-
tent)
Reason: [] (Explain why you choose this
option)

1144

For models such as GPT-4o and Qwen, the1145

videos are given to the model one by one, together1146

with the all the questions based on this video, and1147

the models are then required to answer all the ques-1148

tions one by one. In this way, we avoid uploading1149

the same video repeatedly, so as to reduce time 1150

consumption and token number. Such prompt are 1151

shown below: 1152

This video (captured into multiple frames of
images as follows) presents the perception
data of drones moving in the city from a
first person perspective. Please answer the
following questions:
<Question 0>, <Question 1>, ...
The template for the answer is:
QA0: Option: []; Reason: [].
QA1: Option: []; Reason: []...
The Option only outputs one option from ’A’
to ’E’ here, do not output redundant content.
Reason explains why you choose this option.

1153
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Table 5: Examples of human refinement for generated questions.
Issue Refinement Example

Navigation Goal: [8th floor of the building (with a huge dome)], what is the
direction (spatial relationship) between the current position and the destination
when the drone reaches the current position?Invalid/ambiguous questions Clarify and complete unclear or

ambiguous parts in question stems Navigation Goal: [Rooftop of a nearby blue building]. Given the [planned milestone
(top of the tallest building ahead)], what should be the drone’s next action?

Correct hallucinated elements
to accurate elements

Navigation Goal: [A store with a green sign reading "Meiyue Styling" ("Orange Fresh")]
What should the drone approach next?

Urban element hallucination
Remove hallucinated elements

A. Two buildings on sides, highway behind, parking lot below
B. Highway adjacent, park behind, walkway below
C. High-rise ahead, highway behind, no sidewalk below
D. Roads and trees nearby, many high-rises around,parking lot below.
E. Three buildings ahead , park with lanes in front
Answer: D
The drone is positioned on the right side of the highway
(The highway is positioned on the right side of the drone).Use drone as reference system

for directions The target building is positioned on the left side of the drone
(drone has the target building in its left field of view).Direction

Convert absolute directions
to relative directions

The drone is currently located slightly southwest of the target balcony
(The target building is positioned on the lower left side of the drone).
Choices:
A. park walkway -> high-rise
B. Park -> street -> high-rise level -> building side
C. Street -> park -> high-rise level -> 15th floor balcony
D. Park -> street -> high-rise level -> roof edge -> 15th floor balcony
(Left side of domed building -> right turn-> slight descent -> horizontal move to building)
E. High-rise -> descent -> park
Answer: D

Correct incorrect options
to be accurate

Choices:
A. Grass ascent is longer
B. Tree area crossing is longer
C. Equal duration
Answer: A(B)

Choices with insufficient
differentiation or errors

Modify one option
to contain factual errors

Choices:
A. Ascend
B. (Backward after) descend
C. Forward (after descent)
D. Left turn
E. Right turn
F. Rotate camera upward
G. Rotate camera downward
Answer: C

Table 6: Format Correctness Rates of Proprietary Mod-
els

Proprietary Models (API) Rate

Gemini-1.5 Flash 0.992762
Gemini-1.5 Pro 0.983810
Gemini-2.0-flash 0.969714
GPT-4o-mini 0.912190
GPT-4o 0.961143
Qwen-VL-Max-latest 0.997333

Table 7: Evaluation Cost of Different Models
Model Input Cost Output Cost Total Cost
GPT-4o $95.49 $0.27 $95.77
GPT-4o-mini $34.31 $0.04 $34.35
Gemini-1.5-flash $13.41 $0.02 $13.43
Gemini-1.5-pro $223.49 $0.29 $223.78
Gemini-2.0-flash $17.88 $0.02 $17.90
Qwen-VL-Max-latest $4.31 $0.24 $4.55

D Fine-Tuning1154

In this experiment, we conducted multimodal fine-1155

tuning on the InternVL2-4B and InternVL2-8B1156

models. During fine-tuning, the visual en-1157

coder (freeze_visual_encoder=True) and the1158

language model backbone (freeze_llm=True)1159

were frozen, and only the language model was1160

lightly adapted using LoRA technology (rank 128,1161

alpha 256, dropout 0.05). The experimental data1162

was based on 70% of the multiple-choice ques-1163

tion samples from All_MCQ.jsonl, with the asso-1164

ciated video data totaling 39.56 GB, stored in the 1165

video_LLM/video directory. The videos were pro- 1166

cessed by a pre-trained visual encoder to extract 1167

spatiotemporal features, which were then concate- 1168

nated with text embeddings and fed into the model. 1169

The maximum input sequence length was set to 1170

8192 to accommodate the joint modeling of long 1171

video segments and complex text. 1172

Training employed the AdamW optimizer (learn- 1173

ing rate 1e−6, weight decay 0.05) combined with 1174

linear warm-up and cosine annealing scheduling. 1175

The batch size per GPU was 4, with a gradient 1176

accumulation step of 2, resulting in an effective 1177

batch size of 8. The maximum training epoch was 1178

set to 1. Video data was efficiently loaded using 1179

a distributed data loader, with dynamic mixed pre- 1180

cision (AmpOptimWrapper) and gradient clipping 1181

(maximum norm 1) enabled. Checkpoints were 1182

saved every 64 steps to ensure training stability and 1183

storage efficiency. 1184
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E Error Cases1185

Table 8 and T/able 9 shows the results and rea-1186

soning process of an Video-LLM (Language and1187

Vision Learning Model) answering questions on a1188

dataset. The table has four columns:1189

Question Category: This column describes the1190

type of question, such as Action Generation, High-1191

level Planning, etc.1192

Question: This column contains the specific1193

questions and the corresponding options.1194

Ground Truth: This column shows the correct an-1195

swers to the questions, which are carefully checked1196

in human refinement.1197

Video-LLM Answer: This column provides the1198

answer given by the Video-LLM, and also the rea-1199

soning behind the Video-LLM model’s choices,1200

demonstrating the model’s reasoning process.1201

Through these questions and their options, an-1202

swers, and explanations, this table highlights the1203

shortcomings of the Video-LLM in the four funda-1204

mental abilities: object recall, trajectory capturing,1205

causality, and high-level planning.1206
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Table 8: Error Example Part 1

Question Category Question Ground
Truth

LVLM Answer

Object Recall According to the video, what is directly above the balcony on the 24th floor?
Choices:
A. There is a rooftop garden above the balcony on the 24th floor.
B. There is a billboard directly above the balcony on the 24th floor.
C. There is another balcony directly above the balcony on the 24th floor.
D. There is nothing directly above the balcony on the 24th floor.
E. There is a drone stationed above the balcony on the 24th floor.

C Option D; Reason: There is no
mention or indication in the
video that there is anything di-
rectly above the balcony on
the 24th floor.

Object Recall Question: In the video, what is on the left side of the ""Huaji Stone Rolled Rice Rice Roll""
shop?
Choices: A. Large parking lot full of cars.
B. Another store with a green storefront and a plus sign that says ""Dashenlin"".
C. A shop with a black car parked at the door, and the signboard reads ""NOBEE Nobeni"".
D. A small, unpaved area with some overgrown vegetation.
E. A bus stop with shelters and benches.

C Option B; Reason: The video
shows that on the left side
of the "Hugj Stone Rolled
Rice Roll" shop, there is an-
other store with a green store-
front and a plus sign that says
"Dashenlin".

Duration Which takes longer, the UAV’s descent towards the street level or its maneuvering between the
buildings?
Choices:
A. The UAV’s descent towards the street level takes longer than its maneuvering between the
buildings.
B. The UAV’s descent towards the street level takes shorter than its maneuvering between the
buildings.
C. The UAV’s descent towards the street level takes the same time as its maneuvering between
the buildings.

A Option B; Reason: The
UAV’s descent towards the
street level is a straightfor-
ward movement, while maneu-
vering between buildings re-
quires more complex naviga-
tion and adjustments, which
would take longer.

Duration Which takes longer, the UAV’s descent to street level near the bus stop or its flight over the center
of the street between skyscrapers?
Choices:
A. The UAV’s descent to the street level takes longer than its flight over the center of the street.
B. The UAV’s descent to the street level takes shorter than its flight over the center of the street.
C. The UAV’s descent to the street level takes the same time as its flight over the center of the
street.

A Option B; Reason: The
video shows that UAV’s flight
over the center of the street
between skyscrapers takes
longer than its descent to the
street level near the bus stop.

Trajectory Captioning According to the video, which of the following sentences better summarizes the movement of
the drone?
Choices:
A. The drone ascends from the facade of the high-rise building, moves forward, turns right on
the last side and descends, and reaches the top of the seaside fence.
B. The drone descends from the city center to street level and crosses the main thoroughfare to
the top of a skyscraper.
C. The drone flew from an open street next to a building over several rooftops to a park near the
ocean.
D. The drone travels from a bridge over the river through numerous skyscrapers to the main city
park.
E. The drone turns left from above the road and follows the path along the water into the forest
area.

A Option D; Reason: The video
shows the drone starting from
the facade of a tall building,
moving forward, turning right
on the last side, and descend-
ing to reach the top of the sea-
side fence. This matches op-
tion D.

Start/End Position Question: According to the video, where are the starting and ending points of the drone’s
journey?
Choice: A. The drone starts at a large intersection on a city street and ends at a store window
with a blue canopy.
B. The drone starts above the street and ends at a shop window with a white canopy.
C. The drone starts from the fire exit in front of the building and ends at the subway entrance.
D. The drone starts from a fire escape on the middle floor of the building and ends at a store
window with a white canopy.
E. The drone starts in the center of the street and ends in the park.

B Option D; Reason: The video
shows the drone starting from
a fire escape on the middle
floor of the building and end-
ing at a store window with a
white canopy.

Proximity Question: After the drone moves to the outside of the park, how does the distance between the
drone and the staircase-like building change?
Choices:
A. The distance between the drone and the staircase-like building decreases.
B. The distance between the drone and the staircase-like building increases.
C. The distance between the drone and the staircase-like building remains constant.

A Option B; Reason: As the
drone moves to the outside of
the park, it appears to be mov-
ing away from the staircase-
like building, increasing the
distance between them.

Scene Recall Question: What objects did the drone observe when it hovered over the trees in the middle of the
intersection?
Choices:
A. The drone observes road markings and phone booths as it hovers over the woods.
B. The drone observes a bridge, a car, and a lamppost as it hovers over the woods.
C. The drone observed skyscrapers, rooftop gardens, and flags while hovering over trees.
D. The drone observed a playground, fountain, and street vendors as it hovered over the woods.
E. The drone observed a church, a bell tower and a water tower while hovering over the woods.

A Option C; Reason: When the
drone hovers over the trees
in the middle of the intersec-
tion, it observes skyscrapers,
rooftop gardens, and flags.

Counterfactual Question: If the drone does not rise and move parallel to the group of skyscrapers, but chooses
to fly directly over the roofs of lower buildings, can it still reach the trees in the middle of the
zebra crossing at the intersection?
Choices:
A. If the drone chooses to fly directly over the rooftop, it can complete the mission since it has a
direct path, but it will take longer.
B. If the drone chooses to fly directly over the roof, it will not be able to complete its mission
because it will miss the intersection.
C. If the drone chooses to fly directly over the roof, it can complete the mission because the
alternative path is more efficient.

A Option C; Reason: If the
drone chooses to fly directly
over the roofs of lower build-
ings, it can still reach the trees
in the middle of the zebra
crossing at the intersection be-
cause this alternative path is
more efficient and direct.

Counterfactual Question: If the drone does not fly along the winding road over the lake, but flies directly over
the open fields, can it still reach the narrow bridge across the lake in the park?
Choices:
A. If the drone chooses to fly directly over an open field, it can accomplish the mission because
the field provides a clear path, whereas the alternative would require less time.
B. If the drone chooses to fly directly over the open field, it will not be able to complete its
mission because it will get lost in the middle.
C. If the drone chooses to fly directly over the open field, it can complete the mission because
the alternative path is more efficient.

B Option C; Reason: Flying di-
rectly over an open field can
help the drone avoid trees,
making the task easier and po-
tentially faster.

Sequence Recall Question: What is the next step after the drone crosses the second intersection?
Choice:
A. The drone ascends to gain a higher vantage point.
B. The drone continues its progress over the roof.
C. The drone descends close to the roof.
D. The drone turns sharply to the right.
E. The drone hovers in place.

C Option: B; Reason: After
crossing the second intersec-
tion, the drone continues its
journey over the roof, as seen
in the video.
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Table 9: Error Example Part 2

Question Category Question Ground
Truth

LVLM Answer

Causal Question: Why do drones keep rising after leaving the beach?
Choice:
A. The drone ascends to capture a wider view of the waterfront.
B. The drone rises, avoiding trees and lamp posts.
C. The drone rises to avoid hitting the roof of the building.
D. The drone ascends to the upper level of the building.
E. The drone ascends to the rooftop helipad.

A Option: C; Reason: The drone
rises to align with the upper
level of the building, as shown
in the video frames.

Landmark Position Question: The drone is navigating to (the parking space on the right after entering the community
entrance). When the drone reaches the current location, what is the direction to the destination?
Choice:
A. The drone is currently located above the parking space on the right and has just entered the
entrance of the community.
B. The drone is currently located far away from the community, above a wide avenue.
C. The drone is currently located above the community center and not close enough to the
parking space.
D. The drone is currently located above the left side of the community, near another high-rise
building.
E. The drone is currently located above the community center and not close enough to the parking
space.

A Option: E; Reason: The drone
is currently located over the
community center and needs
to move towards the parking
space on the right.

Goal Detection Question: The drone is navigating to the balcony on the 13th floor. Is the destination within sight
at the current location? If yes, where is the destination in the view?
Choice:
A. The balcony on the 13th floor is currently located below the center of the drone’s field of view.
B. The balcony on the 13th floor is currently located in the upper left corner of the drone’s field
of view.
C. The balcony on the 13th floor is currently located on the right side of the drone’s field of view.
D. The balcony on the 13th floor is currently located in the lower right corner of the drone’s field
of view.

A Option: D; Reason: The video
does not show the balcony
on the 13th floor within the
drone’s field of view at the cur-
rent location.

Goal Detection Question: The drone is navigating to the balcony on the 13th floor. Is the destination within sight
at the current location? If yes, where is the destination in the view?
Choice:
A. The balcony on the 13th floor is currently located below the center of the drone’s field of view.
B. The balcony on the 13th floor is currently located in the upper left corner of the drone’s field
of view.
C. The balcony on the 13th floor is currently located on the right side of the drone’s field of view.
D. The balcony on the 13th floor is currently located in the lower right corner of the drone’s field
of view.

A Option: D; Reason: The video
does not show the balcony
on the 13th floor within the
drone’s field of view at the cur-
rent location.

Action Generation The drone is navigating to the 31st floor balcony. What is the next move for the drone, given the
target location for the drone’s next move?
Choices:
A. Rise.
B. Descend.
C. Fly forward.
D. Turn left.
E. Turn right.
F. Rotate the camera upward.
G. Rotate the camera downward.

B Option: A; Reason: The drone
needs to rise to reach the
31st floor balcony, so the next
move should be to ascend.
This aligns with option A.

Action Generation The drone is navigating to the 13th floor balcony. What is the next move for the drone, given the
target location for the drone’s next move?
Choices:
A. Rise.
B. Descend.
C. Fly forward.
D. Turn left after descending.
E. Fly forward.
F. Turn left.
G. Turn right.
H. Rotate the camera upward.
I. Rotate the camera downward.

B Option: F; Reason: The drone
needs to rotate the camera up-
ward to align with the balcony
on the 13th floor.

High-level Planning The drone is navigating to a nearby bus stop. Thinking back on past actions and objects seen in
the video, what should the drone approach next in order to get from its current location to its
destination?
Choices:
A. The center of the square.
B. The top of the tallest building in the distance.
C. Crossing the street.
D. The end of the parking lot.
E. Street edge.

E Option: C; Reason: Crossing
the street is the next step for
the drone to get to the bus
stop.

High-level Planning The drone is navigating to the largest intersection nearby. Thinking back on past actions and
objects seen in the video, what should the drone approach next in order to get from its current
location to its destination?
Choices:
A. The top of the traffic light at the intersection.
B. Center of the roundabout.
C. The highest point of the residential building across the street.
D. Street parking.
E. The tallest building visible on the horizon.

B Option: A; Reason: The top of
the traffic light at the intersec-
tion. To navigate to the inter-
section, approaching the top
of the traffic light would pro-
vide a clear vantage point for
identifying the intersection.

Progress Evaluation The drone moves according to a series of movement instructions. What are the drones doing
now?
Choices:
A. Fly towards the sun.
B. Go to the clear between the buildings.
C. Go to the river.
D. Go to the brown building.
E. Go to the sun.

B Option: C; Reason: The drone
is currently positioned to the
right of the trees as it moves
through the cityscape.

Progress Evaluation The drone moves according to a series of movement instructions. What are the drones doing
now?
Choices:
A. Fly towards the sun.
B. Turn right to the residential building.
C. Increase the height of the drone.
D. Change the camera gimbal from downward to normal.
E. Fly towards the road.

B Option: D; Reason: The drone
is currently capturing a down-
ward view of the city, and
changing the camera gimbal
to normal will provide a more
standard perspective.
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