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Abstract

Coding assistants based on Large Language001
Models (LLMs) have recently surged in popu-002
larity. A significant challenge for LLMs is accu-003
rately responding to user queries at the scale of004
entire code repositories. We propose REPOPI-005
LOT , a multi-agent-based system capable of ef-006
fectively navigating through source code repos-007
itories to collect relevant information, editing008
code and execute programs. We demonstrate009
the effectiveness of REPOPILOT through ex-010
tensive evaluations on challenging benchmarks,011
including SWE-bench and an automatically col-012
lected code generation dataset. On SWE-bench013
Lite, REPOPILOT achieves a 17% pass rate,014
establishing competitive results compared to015
the baseline while maintains low cost and also016
excels in other code intelligence tasks.017

1 Introduction018

The remarkable advances in Large Language Mod-019

els (LLMs) have driven rapid progress in various020

natural language processing tasks (Touvron et al.,021

2023; OpenAI et al., 2023) and software develop-022

ment tasks (Zhang et al., 2023; Austin et al., 2021;023

Zhang et al., 2023). Recently, multiple attempts024

have been made to directly exploit LLMs as agent025

models to address planning problems in software026

engineering (SE) (Bairi et al., 2023; Zhang et al.,027

2024a; Yang et al.; Zhang et al., 2024c). Most028

Software Engineering tasks are performed within029

the context of an integrated development environ-030

ment (IDE), which requires a quick response time031

for interactive usage. However, most existing ap-032

proaches rely on high-performance LLMs as the033

main agent, leading to high query costs. Addition-034

ally, these approaches often aim to solve a single035

task specifically with a single LLM agent, and their036

agent flow and tool designs are highly customized037

and not general enough for a variety of software de-038

velopment tasks. For example, AutoCodeRover’s039

pipeline (Zhang et al., 2024c) is difficult to extend040

to code generation and question answering tasks 041

due to its two-stage pipeline: localizing and patch- 042

ing. While SWE-agent (Yang et al.) offers more 043

flexibility in agent design, their tools are designed 044

to quickly localize objects and reduce API cost 045

and context length, potentially losing necessary 046

fine-grained information during search and editing, 047

which can be meaningful for other software de- 048

velopment tasks (bug tracing, question answering, 049

etc.). 050

We develop REPOPILOT , an agent-based frame- 051

work that is general for a wide range of software 052

development tasks while reducing the cost of using 053

LLMs. In REPOPILOT , a software task is decom- 054

posed into four main processes: planning, navi- 055

gating, generating, and executing. Each process 056

requires a different level of intricacy and, there- 057

fore, deserves a different level of intelligence from 058

LLMs. One can use a lightweight and computa- 059

tionally cheap LLM for navigation because this 060

process is the least complex but consumes the high- 061

est number of tokens. This approach not only re- 062

duces cost but also reduces context for other pro- 063

cesses, thereby improving performance. Despite 064

the promise of a multi-agent system, designing 065

such a system for software intelligent tasks is chal- 066

lenging for the following reasons: 067

• Tool design (interface and functionality) for each 068

agent role should be well-designed and special- 069

ized depending on the role’s complexity. 070

• Communication between agents can cause infor- 071

mation loss, leading to imprecise decisions in 072

other processes, which can cause compound er- 073

rors in subsequent iterations. 074

• Using multiple LLMs working together can sub- 075

stantially increase inference costs if not designed 076

properly. 077

REPOPILOT follows a new centralized multi-agent 078

system for software tasks, where the Planner has 079
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the role of receiving user inputs (GitHub Issue,080

code generation request), planning, and iteratively081

deciding which child agent role (Navigator, Editor,082

and Executor) should be used in the next iteration.083

• Cost-Effective: We propose a centralized multi-084

agent system (Section 3.1) using a high-cost085

LLM for the Planner, which subordinates child086

agents that are low-cost and inexpensive to exe-087

cute requested tasks.088

• Communication: We propose a communication089

mechanism (Section 3.2) to offload tasks to child090

agents while ensuring that the observations re-091

ceived by the Planner are succinct and relevant.092

This is the key to REPOPILOT in reducing the093

need for making API calls to the Planner’s LLM094

while ensuring the Planner remains grounded095

with information from the codebase environment.096

• Tool Design: We propose a suite of new tools097

(Section 3.3) for efficient navigation, editing, and098

execution, specialized for each agent role. These099

tools are carefully customized for each type of100

agent and the difficulty of each task.101

Finally, our contributions are as follows:102

1. REPOPILOT : An adaptive and general multi-103

agent framework for different software tasks.104

2. An empirical evaluation demonstrating a com-105

parable pass rate of 17106

2 Related Work107

2.1 Software Engineering Benchmarks108

Code generation benchmarks, which evaluate mod-109

els on the task of synthesizing code from natu-110

ral language descriptions, have served as a long111

standing bellwether for measuring LM perfor-112

mance (Chen et al., 2021; Austin et al., 2021;113

Hendrycks et al., 2021; Lu et al., 2021). Subse-114

quent works have built upon the code generation115

task formulation to contribute new benchmarks that116

translate problems to different (programming) lan-117

guages (Cassano et al., 2022; Wang et al., 2022),118

incorporate third party libraries (Lai et al., 2023;119

Liu et al., 2023c), introduce derivative code com-120

pletion tasks (Muennighoff et al., 2023), increase121

test coverage (Liu et al., 2023a), change the edit122

scope (Ding et al., 2024; Yu et al., 2024; Du et al.,123

2023), and add robustness to dataset contamina-124

tion (Naman Jain et al., 2024). Code generation125

problems are largely self-contained, with short 126

problem descriptions (∼100 lines) and correspond- 127

ing solutions that are similarly brief, requiring noth- 128

ing more complex than basic language primitives. 129

Tests are either handwritten or generated synthet- 130

ically via fuzz testing. In recent months, rapid 131

development of LMs has begun to saturate many of 132

these benchmarks. The top method solves 94.4% 133

of HumanEval (Zhou et al., 2023). 134

Gauging future trends with the code generation 135

task paradigm may be limited by the simplicity of 136

this setting and cost of human-in-the-loop problem 137

creation. In response, recent efforts have demon- 138

strated that software engineering (SE) can serve 139

as a diverse, challenging testbed for LM evalua- 140

tion (Zhang et al., 2023; Jimenez et al., 2023; Liu 141

et al., 2023b). Repository-level code editing intro- 142

duces many reasoning challenges grounded in real 143

SE subtasks such as spotting errant code, identi- 144

fying cross-file relationships, and understanding 145

codebase-specific symbols and conventions. As a 146

field, SE has generally studied tasks in a more iso- 147

lated manner; prior benchmarks tend to frame prob- 148

lems in isolation from the rest of a codebase (Just 149

et al., 2014; Karampatsis and Sutton, 2020). 150

We use SWE-bench because it unites many sepa- 151

rate SE tasks such as automated program repair(Xia 152

and Zhang, 2022), bug localization (Chakraborty 153

et al., 2018; Yang et al., 2024a) under a single 154

task formulation that faithfully mirrors practical 155

SE. Furthermore, SWE-bench task instances are 156

diverse, having been collected from real GitHub 157

issues across 12 different repositories. In addition, 158

SWE-bench performance is based on rigorous, au- 159

tomatic execution-based evaluation. 160

2.2 Language Models as Agents 161

The co-emergence of stronger LMs, increasingly 162

challenging benchmarks, and practical use cases 163

have all together motivated a paradigm shift in 164

LMs’ inference setting. In place of traditional 165

zero/few-shot generation, language agents (Sumers 166

et al., 2023; Xi et al., 2023; Wang et al., 2024a), 167

which use LMs to interact with a real/virtual world, 168

have proliferated as the default setting for web 169

navigation (Nakano et al., 2021; Thoppilan et al., 170

2022; Yao et al., 2022a,b), computer control (Wu 171

et al., 2024; Xie et al., 2024), and code generation 172

tasks (Wang et al., 2023). 173

Interaction and code generation are increasingly 174

used together, with code as the modality of choice 175

for actions (Yang et al., 2024b; Wang et al., 2024b), 176
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Thought: “server setting does 
not appear when interface is 
triggered”
Request: “Asks the Navigator 
to search for the keyword 
‘server’ in the codebase.
Waiting for Response……
Thought: “From the 
Navigator’s response, we need 
to change enable the flag 
‘enable_server’ in Server 
class.”
Request: “Asks the Generator 
to change flag ‘enable_server’ 
in server.py to True”
Waiting for Response……
Thought: ”The flag is enabled, 
need to validate if this change 
can fix the issue.”
Request: “Asks the Executor to 
execute the test case related 
to server.py”
Waiting for Response……
Thought: ”The test case 
completed successfully, 
indicating that the server 
setting has appeared on the 
interface. The issue  is 
resolved!”

Action: use code_search to search for ‘server’ 
keyword in the codebase.
Observation: The files server.py contains 
relevant settings.
Action: use go_to_definition to jump to the 
server.py
Observation: the flag ‘ enable_server’ is set to 
false in the __init__ function.
Final answer:  After navigating through 
different files, the flag ‘enable_server’  in 
server.py is likely the root cause 

Action: use open_file  to open server.py
Observation: file is opened
Action: use repair_code to replace 
‘enable_server =False` to ‘enable_server = 
True’ in the __init__ function.
Observation: Flag is changed from False to 
True and the  file is saved. Need to test if this 
change can successfully resolve the issue.
Action: Generate test_server.py to test the 
change. 
Observation: test_server.py is generated 
successfully and saved to the the test/ folder
Final answer: the flag ‘enable_server’ is set to 
True and a test_server.py is generated to test 
if the change can resolve the issue.

Action: use open_file  to open test_server.py
Observation: file is opened.
Action: use interactive_bash_shell  to to execute 
test_server.py.
Observation: test_server.py is executed 
successfully.
Final answer:: The test_server.py is executed 
successfully and all of the test cases passed

Planner

Navigator

Code Editor

Executor

Request: ……
Response: The flag 
`enable_server` is set to False 
after navigating through all of 
the contexts that `server` might 
appear 

Request: ……
Response: Changed the flag 
‘enable_server’ in server.py to 
True and generated 
test_serve.py to validate the 
correctness

Request: ……
Response: The test_server.py 
was successfully executed, and 
all of the test cases passed.

server.py

test_server.py

user.py

Interact

Interact

Interact

Code Repo

Figure 1: RepoPilot Multi-Agent Framework

tool construction (Wang et al., 2024c; Zhang et al.,177

2024b; Gu et al., 2024), and reasoning (Zelikman178

et al., 2023a,b; Shinn et al., 2024). Code language179

agents have also been applied to offensive secu-180

rity (Yang et al., 2023; Shao et al., 2024), theorem181

proving (Thakur et al., 2023).182

To the best of our knowledge, REPOPILOT is183

the first to explore low-cost multi-agents system for184

generic, end-to-end software engineering tasks.185

3 Methodology186

Figure 1 illustrates our framework. The key design187

of REPOPILOT is centered at the idea that only188

Planner requires advanced reasoning and it should189

dedicate easy but need long execution tasks into190

its child agents which can be small and fast, there-191

fore, reduce the inference cost and improve overall192

performance by eliminating redundant information193

out of context of the Planner. At each iteration,194

the Planner generates a thought consisting a plan195

to resolve a query, an agent request and receive a196

feedback from that agent from generated request.197

After receiving request from Planner, child agents198

which follow the design of ReAct agent (Yao et al.,199

2022b), will iteratively execute tools, receiving 200

feedback from codebase environment and report 201

its findings to the Planner. Planner will terminate 202

when the task is fully resolved. 203

3.1 Centralized Multi-Agent System 204

The central agent Planner controls three supporting 205

agents Navigator, Editor and Executor: 206

The role of the Planner is to directly receive hu- 207

man task prompts, such as resolving GitHub issues 208

or generating code based on a given description, 209

and address these tasks iteratively. In each iteration, 210

it generates a plan to resolve the query, deciding 211

which supporting agents to utilize and how to em- 212

ploy them in that step (see Section 3.2 for details 213

on how the Planner delegates task execution to 214

the child agents and receives feedback from them). 215

The Planner also determines when to terminate the 216

resolving process or stops after a maximum number 217

of iterations to minimize the costs. 218

Navigator is a crucial agent that has responsi- 219

bility to receive information-seeking query from 220

Planner then iteratively navigates and collects all 221

relevant information that can be used to answer 222
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the query. Navigator is equipped with tools sim-223

ilar to ones in Integrated development environ-224

ment (IDE) commonly used by programmers which225

are go_to_definition or code_search. Given a226

query from Planner, navigator uses a series of these227

provided tools to quickly traverse in the codebase228

and collect information. The search process will229

be terminated by the agent or timeout is reached.230

However, the information-seeking process is costly,231

requiring a certain number of exploratory iterations232

for an agent to understand the repository and ad-233

dress the query. This is particularly challenging234

when the codebase is private and not publicly avail-235

able, as the LLM lacks knowledge of its structure236

and key design elements.237

Therefore, the navigation agent should be fast238

and lightweight. It is crucial to have multiple sim-239

ple, easy-to-use tools that, when combined, yield240

excellent results for navigation and search. This241

contrasts with the design of SWE-agent (Yang242

et al.), which relies solely on summarized code243

search. While lightweight, this approach often fails244

to provide concise context understanding. Conse-245

quently, LLMs such as LLaMA (Touvron et al.,246

2023) or Claude 3 Haiku (Chiang et al., 2024) can247

struggle when faced with exhaustive search results248

from these tools.249

The Editor is an agent responsible for edit-250

ing code in multiple files or creating new files251

and generating source code for them. Ed-252

itor is equipped with several tools, includ-253

ing auto_repair_editor, code_search, and254

open_file. It receives the target file from the Plan-255

ner along with the editing context, which includes256

related information such as the expected behavior257

after the change and the specific lines to be con-258

sidered. Editor then produces a replacement block259

of code, which the auto_repair_editor inserts260

into the target file. If the auto_repair_editor261

confirms the edit’s success, the Editor loop can be262

terminated, and control returns to the Planner.263

The Executor is an agent responsible for re-264

producing issues or verifying that the generated265

patch behaves correctly and resolves the issue266

after changes are made. It is equipped with267

an interactive_bash_shell, which maintains268

its state even after executing commands, and269

open_file for reading installation instructions or270

documentation. The environment setup is also han-271

dled automatically by the Executor.272

3.2 Agent Execution and Communication 273

This section focuses on how the Planner dele- 274

gates repetitive, interactive but simple tasks to child 275

agents and how these child agents communicate 276

their findings back to the Planner with minimal 277

information loss. 278

Firstly, Planner needs to provide detailed request 279

with contextual information for child agents to per- 280

form its role and execution. The format of com- 281

munication from Planner sending to other agents 282

always have Context and Request fields. The Con- 283

text field is more descriptive on original behavior 284

and why Editor has to generate a patch while the 285

Request field is a direct command to re-ensure code 286

generated is behaved according to the intention of 287

the Planner. Similarly, the Context field for Nav- 288

igator is utilized for faster and direct navigation 289

by optionally directing the target files or specific 290

locations in advance. 291

Figure 2: Request from Planner to Editor

After receiving a request and context from the 292

Planner, child agents iteratively execute their tasks 293

to resolve the request and eventually report their 294

final answer back to the Planner. However, we 295

observed significant information loss in these final 296

reports, especially from the navigation agent. The 297

final answers often lack code snippets or detailed 298

information about the explored objects or codebase 299

structure, leading to deterioration and hallucination 300

in the Planner after several iterations. To address 301

this, we propose using a lightweight LLM summa- 302

rizer to compile intermediate results from the child 303

agent’s execution, incorporating this summary into 304

the final answer communicated to the Planner. 305

3.3 Tool Design 306

A key distinction of REPOPILOTcompared to exist- 307

ing approaches lies in tool design. Several factors 308

are important when designing a tool for each agent 309

role. First, the feedback format from the tools to 310

the LLM must be succinct, informative, and read- 311

able. Second, the functionality of the tool should 312
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be considered: does it provide the most informa-313

tion, help the LLM achieve a higher patch apply314

rate, or speed up the testing environment setup? Fi-315

nally, usability is crucial; the input interface must316

be easy-to-use and intuitive. A complex input in-317

terface could lead to the LLM failing to use these318

tools correctly, and in some cases, incorrect tool319

outputs can negatively impact overall performance.320

Here, we describe how tools are designed specif-321

ically for each agent role.322

Navigating. In tasks like GitHub Issue Resolv-323

ing or Code Generation, efficiently finding rele-324

vant function and class definitions is crucial. To325

address this, we implemented the code_search326

tool using a trigram-based code search engine327

with symbol ranking, Zoekt (Nienhuys and Source-328

Graph), as the code search backend. Addition-329

ally, we introduced IDE-like features such as330

go_to_definition, get_all_references, and331

get_all_symbols. These tools, when used332

in conjunction with code_search, are particu-333

larly powerful because code_search can produce334

many false positives, especially in large code-335

bases. However, these results can indicate where336

the target definition is called or referenced, and337

go_to_definition can quickly localize the defi-338

nition effortlessly. This approach contrasts sharply339

with the summarized_search in (Yang et al.),340

which presents exhaustive search results in one341

feedback. Similarly, get_all_references is ef-342

fective in localizing similar usages of target func-343

tions or classes, helping the system understand how344

these objects are typically used, leading to better345

and more consistent fixes.346

Designing input interfaces for these tools347

presents significant challenges. These tools require348

precise specifications, including exact line num-349

bers, column numbers, file paths, and identifier350

names, to function properly. Our findings indicate351

that LLMs often struggle to accurately localize the352

column number and even the line number of a tar-353

get word. Therefore, we implemented a proximity354

search algorithm that identifies the closest exact355

position relative to the LLM’s prediction. Conse-356

quently, the LLM now only needs to provide the357

‘word_list‘, ‘file_path‘, and ‘line_number‘.358

We implemented the get_tree_structure359

function, which visualizes the structure of a code-360

base as a tree. This function takes relative_path361

and ‘level‘ as inputs, displaying the folder and file362

structure within the specified relative_path up to363

the given ‘level’ of depth. Moreover, we equipped 364

Navigator with open_file and find_file func- 365

tionalities. The open_file function can display 366

up to 50 lines of source code, annotated with line 367

numbers, and is integrated with a keyword search, 368

allowing the LLM to locate sections containing 369

specific keywords without exhaustive scrolling. 370

Observation: The content of sympy/core/numbers.py 
is: 
Results for keyword: __new__
524 
525     # Used to make max(x._prec, y._prec) return 
526     _prec = -1
527 
528     def __new__(cls, *obj):
529         if len(obj) == 1:
530             obj = obj[0]

Action:
```
{
  "action": "open_file",
  "action_input": {
    "relative_file_path": "sympy/core/numbers.py",
    "start_line": 200,
    "end_line": 600,
    "keywords": ["__new__"]
  }
}
```

Figure 3: Open File Interface

code_search is the most intensively used tool 371

for navigation, making its interface design criti- 372

cal. Besides using simple input specifications and 373

a robust trigram-based search engine, we re-rank 374

results to prioritize primary symbols like functions 375

or classes. Additionally, we found that returned 376

results should include a preview window. This win- 377

dow displays documentation for primary symbols 378

or 5 lines surrounding the search position for other 379

results. 380

Editing. We also equip the Editor with tools sim- 381

ilar to those of the Navigator, such as open_file 382

and go_to_definition, to observe the target edit- 383

ing file and jump to the definition of identifiers 384

around the editing location, ensuring consistent 385

fixes within the codebase. The primary focus of 386

editing is the auto_repair_editor tool, which 387

uses the ‘start_line‘ and ‘end_line‘ positions of the 388

original block and ‘patch‘ fields for the replacement 389

code. This tool can receive a replacement patch 390

and automatically detect and repair any indentation 391

or syntax errors via an LLM. 392

Executing Executor can use open_file or 393

get_tree_structure to find documentations re- 394

lated to testing instruction or environment setup. 395

Then it can use interactive_bash_shell to run 396

bash command, normally, these commands are 397
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Model SWE-bench SWE-bench Lite
% Pass Rate $ Avg. Cost % Pass Rate $ Avg. Cost

RAG
w/ GPT-4 Turbo 1.31 0.13 2.67 0.13

w/ Claude 3 Opus 3.79 0.25 4.33 0.25
SWE-agent
w/ GPT-4 Turbo 12.47 1.59 18.00 1.67

w/ Claude 3 Opus 10.46 2.59 13.00 2.18
AutoCodeRover⋆
w/ GPT-4 Turbo - - 16.11 0.44

RepoPilot
w/ GPT-4o 10.12 0.41 17.00 0.38

w/ Claude Opus - - 13.00 0.56
w/ WizardLM2 - - 16.00 0.28

Table 1: Performance comparison of different methods on SWE-bench and SWE-bench Lite.

‘pytest‘, ‘conda installation‘ or ‘python3‘. Notes398

that we uses interactive bash shell to maintain exe-399

cution states of bash instead of using Docker.400

4 Implementation Details401

Benchmarks We evaluate REPOPILOT using the402

SWE-bench dataset (Jimenez et al., 2023), which403

comprises 2,294 task instances derived from 12404

popular Python repositories, such as flask, numpy,405

and matplotlib. SWE-bench is designed to as-406

sess a system’s capability to automatically resolve407

GitHub issues by using Issue-Pull Request (PR)408

pairs. The evaluation process involves verifying409

unit tests using the post-PR behavior as the ref-410

erence solution. For ablations and analysis, due411

to budget constraint, we can only utilize a small412

subset called SWE-bench Tiny consisting of 100413

instances from SWE-bench Lite (Jimenez et al.,414

2023). Additionally, we also examine our method415

on a small, hand-collected and executable bench-416

mark for repository-level code generation called417

ExecBench, this benchmark is similar with DevE-418

val (Li et al., 2024) but with synthetic test cases.419

This benchmark aims for evaluating code gener-420

ation at the repository level that emphasizes exe-421

cutability and correctness. The test cases are auto-422

matically generated by few-shot prompted GPT-3.5423

Turbo with internal pipeline ensuring 96.25% test424

converage. The benchmark includes 120 samples.425

Models. For summarizer in REPOPILOT, we426

used Mixtral 8x7B (Jiang et al., 2024). We use a427

wide variety of LMs to examine the flexibility of428

the framework as well as measure robustness. For429

Planner role, advanced LLMs including GPT-4o430

(gpt-4o-2024-05-13) (OpenAI et al., 2023),431

Claude 3 Opus (claude-3-opus-20230229432

(Chiang et al., 2024) and WizardLM2433

(wizardlm-2-8x22b) (Tao et al., 2024) are 434

used. For Navigator, we only use Claude 3 Haiku 435

(claude-3-haiku-20240307 for fast inference 436

time and low cost; GPT-4o, Claude 3 Sonnet 437

(claude-3-sonnet-20240229) and WizardLM2 438

are used for Editor role. Finally, for Executor, 439

GPT-3.5 Turbo (gpt-3.5-turbo-0125) and 440

Claude 3 Haiku are utilized. All models and agent 441

roles utilize greedy sampling during inference 442

with temperature parameter set to 0. We have 443

3 different multi-agent configurations denoted as 444

following GPT-4o with (GPT-4o, Claude Haiku, 445

GPT-4o, GPT-3.5 Turbo) as (planner, navigator, 446

editor and executor), similarly, WizardLM2 with 447

(WizardLM2, Claude Haiku, WizardLM2, Claude 448

Haiku) and Claude Opus with (Claude Opus, 449

Claude Haiku, Claude Sonnet, Claude Haiku). 450

Baselines. On SWE-Bench, we compare RE- 451

POPILOT to three baselines: SWE-Agent, a bash 452

interactive agent with Agent-Computer Interfaces 453

(Yang et al.); AutoCodeRover, a two-stage agent 454

pipeline focusing on bug fixing scenarios (Zhang 455

et al., 2024c) and Retrieval Augmented Generation 456

baselines shown in (Jimenez et al., 2023). 457

Metrics. We use pass@1 as our metric, which 458

measures the percentage of instances where all 459

tests pass successfully after applying the model- 460

generated patch to the repository. Additionally, we 461

report the Avg cost. Cost metric, representing the 462

average API inference cost for all LLM usages. For 463

ExecBench 464

Tools. go_to_def, get_all_references 465

and get_all_symbols are implemented using 466

Multilspy (Agrawal et al., 2024) with natu- 467

ral language interface for LLM. LLM inside 468

auto_repair_editor is the same with Editor in 469
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one configuration.470

Others. For RAG, text-embedding-3-large is471

used for source code embeddings, we use code pars-472

ing and chunking implementation from Langchain473
1. The chunking size is 1000 tokens.474

5 Experimental Results475

Methods pass@1 pass@5

GPT-3.5-Turbo + RAG 24.16 35.00
WizardLM2 + RAG 32.50 49.16
RepoPilot w/ WizardLM2 38.33 53.33

Table 2: Pass Rates of different methods on ExecBench

As shown as in Table 1, on SWE-bench Lite, in476

our framework, GPT-4o configuration achieves best477

performance 17% (51/300) compared to Claude478

Opus and WizardLM2. Furthermore, it has higher479

resolve rate compared to AutoCodeRover (17%480

versus 16.11%) and competitive with SWE-agent481

while having significantly lower cost (∼ 4.4 times482

lower). Notes that REPOPILOT has a more generic483

architecture rather than AutoCodeRover which is484

a two-stage pipeline focusing on bug resolving.485

Moreover, we found that an open weight model486

WizardLM2-8x22B shows strong planning capabil-487

ities and when combined with other LLMs inside488

our framework, it shows comparable results with489

GPT-4o but with only 73% API cost of GPT-4o con-490

figuration. Due to buget constraint, we can only491

evaluate GPT-4o configuration on full SWE-bench492

testset, and, it shows superior performance over493

RAG approaches and positive results compared494

with SWE-agent (10.12% versus 12.47%).495

In Table 2, REPOPILOT exhibits strong perfor-496

mance on ExecBench, surpassing RAG baselines497

in both pass@1 and pass@5 metrics. This demon-498

strates its versatility in handling various software499

engineering tasks of REPOPILOT .500

6 Analysis501

6.1 Ablation Studies on Agent Roles502

In this experiment, we use SWE-bench Tiny to eval-503

uate the contribution of each agent role to overall504

performance by replacing each child agent with505

the planner itself. This requires the planner to di-506

rectly call the eliminated agent’s toolset to execute507

necessary tasks. Table 3 shows a significant cost in-508

crease for all configurations when any agent role is509

1https://github.com/langchain-ai/langchain

removed. The resolving rate also decreases, vary- 510

ing by which role is eliminated. Removing the 511

Navigator causes the most performance drop, fol- 512

lowed by the Editor and the Executor, respectively. 513

Notably, in the case of a medium-long context 514

length LLM such as WizardLM2 acting as the Plan- 515

ner and replacing the role of Editor or Navigator, 516

we observe a more severe drop in the resolving 517

rate. This is because these roles require continuous 518

interaction with the environment, necessitating a 519

long context.

Model
SWE-bench Tiny

% Pass Rate $ Avg. Cost

GPT-4o
15.00 0.42

w/o Navigator. 7.00 2.81
w/o Editor 11.00 1.92
w/o Executor 14.00 0.75

WizardLM2
13.00 0.31

w/o Navigator 4.00 1.21
w/o Editor 7.00 0.51
w/o Executor 13.00 0.38

Table 3: Ablation study on different agent role’s contri-
bution on SWE-bench Tiny

520

6.2 Analysis of Tool Design 521

We investigate the extent of improvements 522

brought by our major design choices in the 523

tool’s interface and functionality. We con- 524

duct an ablation study on the functionalities 525

of go_to_definition, auto_repair_editor, 526

open_file, and code_search using SWE-bench 527

Tiny. For each tool, we evaluate the overall perfor- 528

mance when the tool is utilized versus when it is 529

not, as shown in Table 4 (denoted as Used and No 530

Usage, respectively). 531

A crucial finding for go_to_definition is that 532

the LLM agent struggles to effectively use this IDE- 533

like feature. It requires exact line and column num- 534

go_to_definition

Used 9.00↓6.0
w/ search 15.00
No usage 12.0↓3.0

open_file

Used 9.00↓6.0
w/ annotated lines 11.00↓4.0
w/ keyword summary 15.00
No usage 4.0↓11.0

code_search

Used 8.00↓6.0
w/ preview 11.00↓3.0
w/ ranking 14.00
No usage 3.0↓11.0

auto_repair_editor

Used 8.00↓7.0
w/ linting feedback 11.00↓4.0
w/ repairing 15.00
No usage 1.0↓14.0

Table 4: Ablation result on resolving performance on
SWE-Bench Tiny with different key tool designs
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bers and the precise symbol name, which demands535

precise localization of character positions. Despite536

supporting annotated line numbers, the agent often537

fails and retries multiple times. However, incorpo-538

rating a proximity-based search process, allowing539

the agent to approximate specifications, would sig-540

nificantly improve performance (from 9% without541

search to 15% with search).542

For open_file, it’s frequently to observe that543

small LLMs, such as Claude Haiku, tend to scroll544

up and down multiple times to find desired snip-545

pets by continuously increasing ‘start_line‘ and546

‘end_line‘, leading to out-of-context length issues.547

We solved this problem by adding an additional548

input field ‘keywords‘, allowing LLM to search549

keywords inside file and tool to quickly localize550

the positions of keywords inside the file and display551

the surrounding lines. This increases the resolving552

rate by 3%.553

Without the utilization of code_search, the Nav-554

igator would face significant challenges in swiftly555

identifying the necessary objects to fulfill a request,556

resulting in a significantly lower performance rate557

of 3% compared to 8% when the tool is employed.558

Furthermore, merely providing file paths and key-559

word positions from code_search would not be560

sufficient. Enhancing the output to include partial561

surrounding context around the keyword enabling562

Navigator to make more informed decisions and563

select the most relevant results, thereby improving564

performance from 8% to 11%. In the majority of565

Software Engineering Workflow (SWE) tasks, pro-566

grammers primarily focus on key objects such as567

functions and classes. Consequently, prioritizing568

search results for these objects over other results569

is beneficial, and re-ranking these results further570

enhances overall performance, increasing it from571

11% to 14%.572

We further observe a substantial enhancement573

(8% to 11%) for providing python linting feed-574

back 2 to the Editor whenever it produces a patch575

via auto_repair_tool. By providing linting576

feedback for an internal LLM of the tool to au-577

tonomously refine the generated patch and attempt578

to fix any encountered error, the quality of the patch579

would be improved leading resolving rate increased580

by 4%581

2We use flake8 for providing syntax errors.
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Figure 4: Agent Roles Usage Frequency in SWE-bench
by Planner’s iterations

6.3 Agent Behavior 582

We analyzed the frequency of each agent role re- 583

quested by the Planner throughout the issue reso- 584

lution process. Figure 4 illustrates a typical pattern 585

where the Planner is most active at the beginning 586

of the resolution process, gathering relevant infor- 587

mation about the codebase environment. Subse- 588

quently, the Editor is frequently used to generate 589

patches, often immediately following the Naviga- 590

tor, with notable peaks at Iterations 4 and 8. Finally, 591

the Executor is requested more frequently in the 592

later iterations to verify the results by executing 593

tests. It is noteworthy that, in the first iteration, 594

there are a small peak indicating that Executor is 595

requested to reproduce the issue. 596

7 Conclusion 597

In this paper, we present REPOPILOT, a versa- 598

tile multi-agent-based system designed to tackle 599

complex software engineering tasks at the reposi- 600

tory level. By carefully crafting the overall frame- 601

work, communication mechanisms, and interactive 602

tools, we achieve competitive performance com- 603

pared to single-agent systems while maintaining 604

significantly lower costs. Furthermore, our design 605

is adaptable to other intelligent software engineer- 606

ing tasks and various programming languages. 607
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Limitations608

Despite the significant advancements demonstrated609

in multi-agent software development, several limi-610

tations and areas for future research remain to be611

addressed for REPOPILOT.612

One potential avenue for future research is to613

apply REPOPILOT to more diversified software en-614

gineering tasks, such as repository-level question615

answering, which requires a deep understanding616

of the codebase. REPOPILOT can leverage its ef-617

fective tool suite to navigate and collect relevant618

information efficiently.619

Secondly, future work could focus on train-620

ing smaller, open-sourced large language models621

(LLMs) using trajectories collected from more ca-622

pable yet expensive models like WizardLM2. Ef-623

fectively training these smaller models presents a624

significant challenge and an interesting research625

problem.626

Finally, our approach may result in lengthy ex-627

ecution times for child agents due to the lack of628

contextual information from previous rounds (as629

the child agent’s context is reset after each request630

from the Planner). Implementing a specialized631

adaptive memory for each agent role could enhance632

the efficiency and speed of subsequent executions.633
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A Prompts 1039

A.1 Prompt Template for Planner 1040

Instruction Prompt Templates for Planner

Suffix Prompt:

Begin! Reminder to ALWAYS respond with a valid json blob of a single action. Use tools if
necessary. Respond directly if you have gathered enough information from the repository.
Format is Action:```$JSON_BLOB```then Observation:. Thought:

↪→
↪→

——————————————————————————————————————–
Prefix Prompt:

You are a great developer with expertise in resolving programmer's query. You have been
assigned a task to resolve a programmer's issue in a large repository. Devise a detailed
plan using other language model agents to resolve the issue.

↪→
↪→
You have access into N agents, utilize them to step-by-step solve the query. Each consequent

steps should be strictly based on the previous steps. Your thought process should be
grounded by information collected from your agents, consider its results carefully, and
make a decision based on the results and thought process.

↪→
↪→
↪→
Output the agent you want to use and the request you want to make to the agent. Respond

directly and terminated=true if you have resolved the issue (code generated is verified
and correct).

↪→
↪→
If you want to modify the logic of the code, or resolve the issue based on retrieved facts from

code navigator, use code editor agent. Terminate if your task is executed successfully and
reviewed correctly.

↪→
↪→

Top Priorities:
1. You need to use Codebase Navigator and Code Generator agents to resolve the issue. Use

them at least once.↪→
2. Maintain in mind which files need to edit.
3. Do not repeat your actions!. After receiving the response from the agent, diversify your

next action to get more information.↪→
4. Identify crucial causes of the issue, localize where the problem is before choosing the

code generator agent.↪→
5. No need to edit test file or test the code. You only need to resolve the issue in the

codebase.↪→
6. Do not care about any Pull Request or Existing Issue in the repository. You are only

focused on the issue assigned to you.↪→
7. Give a detailed request to the agent, so that the agent can understand the context of

the query as well.↪→

Important Notes:
1. Reading the issue description and understanding the problem is the first step. Make sure

to identify the key components of the issue and the expected behavior.↪→
2. Reading the response from the agents carefully, think about the information you have

collected and how it can be used to resolve the issue.↪→
3. Your thought process is the most important part of this task. Make sure to provide a

detailed explanation of your reasoning with the issue, code snippets and relevant
information collected from the agents.

↪→
↪→
4. Stop the task when you have resolved the issue. (Final Answer)

$THOUGHT_PROCESS is your thought process about the query and previous results.
You have access description to the following agents: {formatted_agents}
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A.2 Prompt Template for Navigator1042

Instruction Prompt Templates for Navigator

Suffix Prompt:

Begin! Reminder to ALWAYS respond with a valid json blob of a single action. Use tools if
necessary. Respond directly if you have gathered enough information from the repository.
Format is Action:```$JSON_BLOB```then Observation:. Thought:

↪→
↪→

——————————————————————————————————————–
Prefix Prompt:

You are an expert in finding all relevant information insider a code repository to answer the
query from a planner agent. You have the full access to the codebase of the project you're
working on to resolve a query from a planner. Your tools help you navigate the codebase and
find relevant information. Use them wisely to explore the repository and find the
information you need to resolve the query.

↪→
↪→
↪→
↪→
If your first attempts do not provide enough information to resolve the query, try different

tools or use tool with different parameters to get the information you need.↪→
Think carefully before making a decision. Your tools can provide valuable insights to help you

resolve the query. Once you have collected relevant information, you can provide a
response to the query with Final Answer, put any code snippet into that summary. Do not
repeat your actions.

↪→
↪→
↪→

Top Priorities:
1. Understanding the query, think step-by-step carefully before decision to propose actions

to collect necessary information to resolve the query.↪→
2. Do not repeat your actions.
3. Try to use the tools to get the information you need. DO NOT GUESS or refuse to response

the planner's request. Planner request is always correct. You may only see part of the
information, but the planner sees the whole picture.

↪→
↪→
4. If one tool does not find the information you need, try another tool. If you open a

file, but do not find the information you need, reopen with different start_line and
end_line or keywords.

↪→
↪→
5. Your summarization should be relevant to the query (provide code snippet if it's

required by query), do not provide unnecessary information.↪→

Important Notes:
1. Try to combine different tools to seek related information to the query inside the

project↪→
2. get_all_references: Use this tool to get all references to a symbol in the codebase.

This will help you understand how the symbol is used in the codebase.↪→
3. get_all_symbols: Use this tool to get all symbols in the target file, it should be used

with a keyword.↪→
4. get_folder_structure: Use this tool to get the structure of the target folder. This will

help you understand the organization of the codebase, and find the relevant files to
use other tools.

↪→
↪→
5. code_search: Use this tool to search for symbol name if you know the exact name of the

symbol, this is useful to find the definition if you're not familiar with codebase yet.↪→
6. go_to_definition: Use this tool to navigate to the definition of an identifier, for

example self._print in a class. (single word only, not a combination like sympy.latex),
in this case, _print.

↪→
↪→
7. open_file: Use this tool to open a file in the codebase, this is useful to read the

partial content of the file (50 lines). Should be used with a keyword (single word
only, not a combination like `sympy.latex` just `latex` only) or limited start_line and
end_line. If your previous open does not show all the information, next turn you can
open the same file with different start_line and end_line (incrementally scrolling).

↪→
↪→
↪→
↪→

You have access to the following tools: {formatted_tools}
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A.3 Prompt Template for Editor 1044

Instruction Prompt Templates for Editor

Suffix Prompt:

Begin! Reminder to ALWAYS respond with a valid json blob of a single action. Use tools if
necessary. Respond directly if you have gathered enough information from the repository.
Format is Action:```$JSON_BLOB```then Observation:. Thought:

↪→
↪→

——————————————————————————————————————–
Prefix Prompt:

You are an expert in programming, you're excellent at editing or generate source code files.

Top priorities:
1. Always think step-by-step carefully before decision (Thought:).
2. DO NOT re-generate the same failed edit. Running it again will lead to the same error.

Edit the file again if necessary based on the error message.↪→
3. You should not edit lines locally one part by one part. You might need to remain the

original code in your start_line and end_line if it's not changed (regenerate the code
if necessary).

↪→
↪→
4. You should aware about the code context, and surrounding variables and functions. Do not

add some undefined variables.↪→

Important notes:
1. Always open the file before editing to see latest code!.
2. If you have to edit the code, ensure the code is correct with syntax, dependency,

consistent with the file and the codebase.↪→
3. Returning final answer if your code is succesfully applied. You first can open a file to

get the context and use editor to apply the patch. You have to generate code that is
correct with syntax, ensure the dependency, consistent with the file and the codebase.

↪→
↪→
4. If you have the exact name of the file and symbol to edit, you can use the code search

to find the definition of the symbol. If there's no definition, you can use open
open_file tool.

↪→
↪→
5. Pay attention to original indentation.
6. The patch should be a block of code that be replaced into the code.

You have access to the following tool: {formatted_tools}
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A.4 Prompt Template for Executor1046

Instruction Prompt Templates for Executor

Suffix Prompt:

Begin! Reminder to ALWAYS respond with a valid json blob of a single action. Use tools if
necessary. Respond directly if you have gathered enough information from the repository.
Format is Action:```$JSON_BLOB```then Observation:. Thought:

↪→
↪→

——————————————————————————————————————–
Prefix Prompt:

You are an expert in running bash commandlines, based on the requests, try to run commands or
files.↪→

If your request is not specified, considering setup the environment first (using conda create),
cd into the project path and pip3 install -e .[dev]. Then find test folder to run all the
tests. Think carefully before making a decision.

↪→
↪→

Remember these things:
1. Your environment code name is `repopilot`, create it if it doesn't exist. Activate it

before running the tests.↪→
2. No need to create new environments.
3. Check the requirements or setup instruction via opening docs files.
4. You should setup the developing environment before running the tests, for example

running pip3 install -e . or something similar.↪→

Important Tips:
1. When you observe (y/[n]) in the terminal, you should respond only with y or n.

Similarly, when you see (yes/[no]), you should respond with yes or no.↪→
2. You're already in the project directory.
3. Run command one by one.

You have access into followng tools: {formatted_tools}

1047

B RepoPilot trajectories on SWE-bench1048

Figure 5: Trajectory of RepoPilot for instance django_django-16041.

Issue django_django-16041

You need to identify the cause of the following github issue, collect the relevant information, and provide a solution.
Github Issue:

When explicitly setting form_kwargs = {'empty_permitted':True} or form_kwargs =
{'empty_permitted':False} , a KeyError occurs when rendering a template that uses a
formset's empty_form.

↪→
↪→
Expected Behavior
empty_permitted is ignored for formset.empty_form since empty_permitted is irrelevant for

empty_form, as empty_form is not meant to be used to pass data and therefore does not need
to be validated.

↪→
↪→
Steps to Reproduce
from django.shortcuts import render
from .models import MyModel
def test_view(request):

context = {}
ff = modelformset_factory(MyModel, fields = ['a_field'])
context['formset'] = ff(

queryset = MyModel.objects.none(),
form_kwargs = {'empty_permitted':True} # or form_kwargs =

{'empty_permitted':False}↪→
)
return render(request, 'my_app/my_model_formset.html', context)

# urls.py
from django.urls import path, include
from .views import test_view
urlpatterns = [
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path('test', test_view)
]
# my_model_formset.html
{% extends "my_app/base.html" %}
{% block content %}
<form id="my-form" method="post">
{% csrf_token %}
{{ formset }}
<input type="submit" value="Save">
</form>
{{ formset.empty_form }}
{% endblock %}

INSTRUCTIONS: (31 lines)

(Open file: n/a)
(Current directory: /astropy__astropy)
bash-\$

1050

REPOPILOT Planner

1. **Understanding the Issue**:
- The issue is a KeyError when rendering a template that uses a

formset's empty_form with form_kwargs containing empty\_permitted.
- The expected behavior is that empty_permitted should be ignored

for empty_form since it is irrelevant for empty_form.
2. **Identifying Key Components**:

- The issue is related to formset and empty_form.
- The form_kwargs parameter is causing the KeyError.

3. **Steps to Investigate**:
- Locate the implementation of modelformset_factory and BaseModelFormSet in the Django codebase.
- Investigate how form_kwargs is processed and how empty_form is generated.

4. **Plan**:
- Use the codebase_navigator to locate the relevant files and functions.
- Use the code_generator to create a patch if necessary.

Action:
```
{

"action": "codebase_navigator",
"action_input": {

"context": "Locate modelformset_factory and BaseModelFormSet",
"request": "Find the implementation of modelformset_factory and BaseModelFormSet in the

Django codebase."↪→
}

}
```

1051

REPOPILOT Navigator

Entering new execution chain..
Thought: To find the implementation of `modelformset_factory` and

`BaseModelFormSet` in the Django codebase, I will first search for the definitions of these symbols.

Action:
```
{
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"action": "code_search",
"action_input": {
"names": ["modelformset_factory", "BaseModelFormSet"]

}
}
```

1053

Observation Code Search

Results for modelformset_factory:
====================
File: django/forms/models.py
Name: modelformset_factory
Documentation: Return a FormSet class for the given Django model class.

Results for BaseModelFormSet:
====================
File: django/forms/models.py
Name: BaseModelFormSet
Documentation:

A ``FormSet`` for editing a queryset and/or adding new objects to it.

--------------------
File: django/forms/models.py
Implementation:
32 "ModelMultipleChoiceField",
33 "ALL_FIELDS",
34 "BaseModelFormSet",
35 "modelformset_factory",
--------------------
File: django/forms/models.py
Implementation:
644
645
646 class BaseModelFormSet(BaseFormSet):
647 """
--------------------
File: django/forms/models.py
Implementation:
1000 form=ModelForm,
1001 formfield_callback=None,
1002 formset=BaseModelFormSet,
1003 extra=1,
--------------------
File: django/forms/models.py
Implementation:
1067
1068
1069 class BaseInlineFormSet(BaseModelFormSet):
1070 """A formset for child objects related to a parent."""

1054

REPOPILOT Navigator

Thought: The search results indicate that the implementation of `modelformset_factory`
and `BaseModelFormSet` is located in the `django/forms/models.py`

file. I will now open that file to explore the details of these implementations.

Action:
```
{

"action": "open_file",
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"action_input": {
"relative_file_path": "django/forms/models.py",
"start_line": 644,
"end_line": 684

}
}
```

1056

Observation Open File

The content of django/forms/models.py is:
644
645
646 class BaseModelFormSet(BaseFormSet):
647 """
648 A ``FormSet`` for editing a queryset and/or adding new objects to it.
649 """
650
651 model = None
652 edit_only = False
653
654 # Set of fields that must be unique among forms of this set.
655 unique_fields = set()
656
657 def __init__(
658 self,
659 data=None,
660 files=None,
661 auto_id="id_%s",
662 prefix=None,
663 queryset=None,
664 *,
665 initial=None,
666 **kwargs,
667 ):
668 self.queryset = queryset
669 self.initial_extra = initial
670 super().__init__(
671 **{
672 "data": data,
673 "files": files,
674 "auto_id": auto_id,
675 "prefix": prefix,
676 **kwargs,
677 }
678 )
679
680 def initial_form_count(self):
681 """Return the number of forms that are required in this FormSet."""
682 if not self.is_bound:
683 return len(self.get_queryset())

1057

REPOPILOT Navigator

Okay, let's summarize the key information about the implementation of

`modelformset_factory` and `BaseModelFormSet` in the Django codebase:

Final Answer:

The implementation of `modelformset_factory` and `BaseModelFormSet`

is located in the `django/forms/models.py` file.
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The `modelformset_factory` function is defined in this file and is

used to return a `FormSet` class for the given Django model class. It

takes several parameters such as the model class, the form class, and

various options to customize the formset behavior.

The `BaseModelFormSet` class is also defined in this file. It is a

subclass of `BaseFormSet` and is used for editing a queryset and/or

adding new objects to it. It has several properties and methods that

are specific to model formsets, such as `queryset`, `initial_extra`,

and `initial_form_count()`.

The key parts of the `BaseModelFormSet` implementation are:

```python
class BaseModelFormSet(BaseFormSet):

"""
A ``FormSet`` for editing a queryset and/or adding new objects to it.
"""

model = None
edit_only = False

# Set of fields that must be unique among forms of this set.
unique_fields = set()

def __init__(
self,
data=None,
files=None,
auto_id="id_%s",
prefix=None,
queryset=None,
*,
initial=None,
**kwargs,

):
self.queryset = queryset
self.initial_extra = initial
super().__init__(

**{
"data": data,
"files": files,
"auto_id": auto_id,
"prefix": prefix,
**kwargs,

}
)

def initial_form_count(self):
"""Return the number of forms that are required in this FormSet."""
if not self.is_bound:

return len(self.get_queryset())
```

This provides the core functionality for a model formset, including

managing the queryset, initial data, and number of forms in the
formset.
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REPOPILOT Planner

Based on the information gathered, the issue seems to be related to how `form_kwargs` are
processed when creating the `empty_form` in a formset. Specifically, the `empty_permitted`
key in `form_kwargs` is causing a `KeyError` when rendering the `empty_form`.

↪→
↪→

To resolve this issue, we need to ensure that `empty_permitted` is ignored for `empty_form`
since it is irrelevant for `empty_form`. This can be done by modifying the relevant part
of the code where `empty_form` is created to exclude `empty_permitted` from `form_kwargs`.

↪→
↪→

Next, I will use the `codebase_navigator` to locate the part of the code where `empty_form` is
created and `form_kwargs` are processed in the `BaseModelFormSet` class.↪→

Action:
```
{

"action": "codebase_navigator",
"action_input": {

"request": "Find the part of the code in BaseModelFormSet where empty_form is created and
form_kwargs are processed.",↪→

"context": "BaseModelFormSet is in `django/forms/models.py`
}

}
```

1060

REPOPILOT Navigator

Thought: To find the part of the code in BaseModelFormSet where empty_form is created and
form_kwargs are processed, I will use the following steps:↪→

1. Use get_folder_structure to understand the overall structure of the of `django/forms` and
identify the relevant file. Planner suggests we should look into `django/forms/models.py`↪→

2. Use open_file to browse the contents of the relevant file and locate the code that creates
the empty_form and processes form_kwargs.↪→

3. Use go_to_definition to navigate to the definition of the relevant methods or attributes.
4. Use find_all_references to find all references to the relevant methods or attributes.

Action:
```
{

"action": "get_folder_structure",
"action_input": {

"relative_path": "django/forms"
}

}
```

1061

Observation Get Folder Structure

The tree structure of django/forms is:
forms
__init__.py
jinja2
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templates
boundfield.py
fields.py
forms.py
formsets.py
models.py
renderers.py
utils.py
widgets.py

1063

REPOPILOT Navigator

Though: Okay, let’s continue the process to find the relevant code in BaseModelFormSet and emptyform.

Action:
```
{

"action": "open_file",
"action_input": {

"relative_file_path": "django/forms/formsets.py",
"start_line": 1,
"end_line": 20,
"keywords": ["BaseModelFormSet", "empty_form"]

}
}
```

1064

Observation Open File

The content of django/forms/formsets.py is:
Results for keyword: empty_form
252 """Return a list of all the initial forms in this formset."""
253 return self.forms[: self.initial_form_count()]
254
255 @property
256 def extra_forms(self):
257 """Return a list of all the extra forms in this formset."""
258 return self.forms[self.initial_form_count() :]
259
260 @property
261 @property
262 def empty_form(self):
263 form_kwargs = self.get_form_kwargs(None)
264 form_kwargs.pop('empty_permitted', None)
265 form = self.form(
266 auto_id=self.auto_id,
267 prefix=self.add_prefix("__prefix__"),
268 empty_permitted=True,
269 use_required_attribute=False,
270 **form_kwargs,
271 renderer=self.renderer,
399
400 def full_clean(self):
401 """
402 Clean all of self.data and populate self._errors and
403 self._non_form_errors.
404 """
405 self._errors = []
406 self._non_form_errors = self.error_class(
407 error_class="nonform", renderer=self.renderer
408 )
409 empty_forms_count = 0
410
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411 if not self.is_bound: # Stop further processing.
412 return
413
414 if not self.management_form.is_valid():
415 error = ValidationError(
416 self.error_messages["missing_management_form"],
417 params={
418 "field_names": ", ".join(
420 for field_name in self.management_form.errors
421 ),
422 },
423 code="missing_management_form",
424 )
425 self._non_form_errors.append(error)
426
427 for i, form in enumerate(self.forms):
428 # Empty forms are unchanged forms beyond those with initial data.
429 if not form.has_changed() and i >= self.initial_form_count():
430 empty_forms_count += 1
431 # Accessing errors calls full_clean() if necessary.
432 # _should_delete_form() requires cleaned_data.
433 form_errors = form.errors
434 if self.can_delete and self._should_delete_form(form):
435 continue
436 self._errors.append(form_errors)
437 try:
438 if (
439 self.validate_max
442 TOTAL_FORM_COUNT
443 ] > self.absolute_max:
444 raise ValidationError(
445 self.error_messages["too_many_forms"] % {"num": self.max_num},
446 code="too_many_forms",
447 )
448 if (
449 self.validate_min
450 and self.total_form_count()
451 - len(self.deleted_forms)
452 - empty_forms_count
453 < self.min_num
454 ):
455 raise ValidationError(
456 self.error_messages["too_few_forms"] % {"num": self.min_num},
457 code="too_few_forms",
458 )
459 # Give self.clean() a chance to do cross-form validation.
460 self.clean()
461 except ValidationError as e:
507 return "%s-%s" % (self.prefix, index)
508
509 def is_multipart(self):
510 """
511 Return True if the formset needs to be multipart, i.e. it
512 has FileInput, or False otherwise.
513 """
514 if self.forms:
515 return self.forms[0].is_multipart()
516 else:
517 return self.empty_form.is_multipart()
518
519 @property
520 def media(self):
521 # All the forms on a FormSet are the same, so you only need to
522 # interrogate the first form for media.
523 if self.forms:
524 return self.forms[0].media
525 else:
526 return self.empty_form.media
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REPOPILOT Navigator

The part of the code in BaseModelFormSet where `empty_form` is created and

`form_kwargs` are processed is located in the `django/forms/formsets.py` file.

Specifically, the `empty_form` property is defined on lines 261-271, where

the form is instantiated with various keyword arguments, including

`form_kwargs`. The `form_kwargs` are processed by calling the

`get_form_kwargs()` method on line 263, which prepares the keyword arguments

for the form.

Here is the relevant code snippet:

```python
@property
def empty_form(self):

form_kwargs = self.get_form_kwargs(None)
form_kwargs.pop('empty_permitted', None)
form = self.form(

auto_id=self.auto_id,
prefix=self.add_prefix("__prefix__"),
empty_permitted=True,
use_required_attribute=False,
**form_kwargs,
renderer=self.renderer,

)
return form

```

This method creates the `empty_form` that is used by the `BaseModelFormSet`

to provide an initial, empty form for the formset.
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REPOPILOT Planner

Based on the information gathered, the issue arises because the `empty_form` property in the
`BaseModelFormSet` class processes `form_kwargs` and includes the `empty_permitted` key,
which is irrelevant for `empty_form`. This causes a `KeyError` when rendering the template.

↪→
↪→

To resolve this issue, we need to ensure that `empty_permitted` is ignored for `empty_form` by
modifying the `empty_form` property to exclude `empty_permitted` from `form_kwargs`.↪→

Next, I will use the `code_generator` to create a patch that modifies the `empty_form`
property in the `BaseModelFormSet` class to exclude `empty_permitted` from `form_kwargs`.↪→

Action:
```
{

"action": "code_editor",
"action_input": {

"title": "Patch to fix KeyError in empty_form",
"file_path": "django/forms/formsets.py",
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"context": "The issue is a KeyError when rendering a template that uses a formset's
empty_form with form_kwargs containing empty_permitted. The expected behavior is that
empty_permitted should be ignored for empty_form since it is irrelevant for
empty_form. Ensure that form_kwargs.pop('empty_permitted', None) is called before
passing form_kwargs to the form constructor.",

↪→
↪→
↪→
↪→
"request": "Modify the empty_form property in the BaseModelFormSet class to exclude

empty_permitted from form_kwargs."↪→
}

}
```
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REPOPILOT Editor

Entering new execution chain..
Thought: I will look into "django/forms/formsets.py" to see relevant code snippets before editing.

Action:
```
Action:
```
{

"action": "open_file",
"action_input": {

"relative_file_path": "django/forms/formsets.py",
"keyword": "class",
"preview_size": 20

}
}
```
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Observation Open File

The content of django/forms/formsets.py is:
1 from django.core.exceptions import ValidationError
2 from django.forms import Form
3 from django.forms.fields import BooleanField, IntegerField
4 from django.forms.renderers import get_default_renderer
5 from django.forms.utils import ErrorList, RenderableFormMixin
6 from django.forms.widgets import CheckboxInput, HiddenInput, NumberInput
7 from django.utils.functional import cached_property
8 from django.utils.translation import gettext_lazy as _
9 from django.utils.translation import ngettext_lazy
10
11 __all__ = ("BaseFormSet", "formset_factory", "all_valid")
12
13 # special field names
14 TOTAL_FORM_COUNT = "TOTAL_FORMS"
15 INITIAL_FORM_COUNT = "INITIAL_FORMS"
16 MIN_NUM_FORM_COUNT = "MIN_NUM_FORMS"
17 MAX_NUM_FORM_COUNT = "MAX_NUM_FORMS"
18 ORDERING_FIELD_NAME = "ORDER"
19 DELETION_FIELD_NAME = "DELETE"
20
21 # default minimum number of forms in a formset
22 DEFAULT_MIN_NUM = 0
23
24 # default maximum number of forms in a formset, to prevent memory exhaustion
25 DEFAULT_MAX_NUM = 1000
26
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27
28 class ManagementForm(Form):
29 """
30 Keep track of how many form instances are displayed on the page. If adding
31 new forms via JavaScript, you should increment the count field of this form
32 as well.
33 """
34
35 template_name = "django/forms/div.html" # RemovedInDjango50Warning.
36
37 TOTAL_FORMS = IntegerField(widget=HiddenInput)
38 INITIAL_FORMS = IntegerField(widget=HiddenInput)
39 # MIN_NUM_FORM_COUNT and MAX_NUM_FORM_COUNT are output with the rest of the
40 # management form, but only for the convenience of client-side code. The
41 # POST value of them returned from the client is not checked.
42 MIN_NUM_FORMS = IntegerField(required=False, widget=HiddenInput)
43 MAX_NUM_FORMS = IntegerField(required=False, widget=HiddenInput)
44
45 def clean(self):
46 cleaned_data = super().clean()
47 # When the management form is invalid, we don't know how many forms
48 # were submitted.
49 cleaned_data.setdefault(TOTAL_FORM_COUNT, 0)
50 cleaned_data.setdefault(INITIAL_FORM_COUNT, 0)
51 return cleaned_data
52
53
54 class BaseFormSet(RenderableFormMixin):
55 """
56 A collection of instances of the same Form class.
57 """
58
59 deletion_widget = CheckboxInput
60 ordering_widget = NumberInput
61 default_error_messages = {
62 "missing_management_form": _(
63 "ManagementForm data is missing or has been tampered with. Missing fields: "
64 "%(field_names)s. You may need to file a bug report if the issue persists."
65 ),
66 "too_many_forms": ngettext_lazy(
67 "Please submit at most %(num)d form.",
68 "Please submit at most %(num)d forms.",
69 "num",
70 ),
71 "too_few_forms": ngettext_lazy(
72 "Please submit at least %(num)d form.",
73 "Please submit at least %(num)d forms.",
74 "num",
75 ),
76 }
77
78 template_name_div = "django/forms/formsets/div.html"
79 template_name_p = "django/forms/formsets/p.html"
80 template_name_table = "django/forms/formsets/table.html"8 from django.utils.translation

import gettext_lazy as _↪→
9 from django.utils.translation import ngettext_lazy
10
11 __all__ = ("BaseFormSet", "formset_factory", "all_valid")
12
13 # special field names
14 TOTAL_FORM_COUNT = "TOTAL_FORMS"
15 INITIAL_FORM_COUNT = "INITIAL_FORMS"
16 MIN_NUM_FORM_COUNT = "MIN_NUM_FORMS"
17 MAX_NUM_FORM_COUNT = "MAX_NUM_FORMS"
18 ORDERING_FIELD_NAME = "ORDER"
19 DELETION_FIELD_NAME = "DELETE"
20
21 # default minimum number of forms in a formset
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22 DEFAULT_MIN_NUM = 0
23
24 # default maximum number of forms in a formset, to prevent memory exhaustion
25 DEFAULT_MAX_NUM = 1000
26
27
28 class ManagementForm(Form):
29 """
30 Keep track of how many form instances are displayed on the page. If adding
31 new forms via JavaScript, you should increment the count field of this form
32 as well.
33 """
34
35 template_name = "django/forms/div.html" # RemovedInDjango50Warning.
36
37 TOTAL_FORMS = IntegerField(widget=HiddenInput)
38 INITIAL_FORMS = IntegerField(widget=HiddenInput)
39 # MIN_NUM_FORM_COUNT and MAX_NUM_FORM_COUNT are output with the rest of the
40 # management form, but only for the convenience of client-side code. The
41 # POST value of them returned from the client is not checked.
42 MIN_NUM_FORMS = IntegerField(required=False, widget=HiddenInput)
43 MAX_NUM_FORMS = IntegerField(required=False, widget=HiddenInput)
44
45 def clean(self):
46 cleaned_data = super().clean()
47 # When the management form is invalid, we don't know how many forms
34
35 template_name = "django/forms/div.html" # RemovedInDjango50Warning.
36
37 TOTAL_FORMS = IntegerField(widget=HiddenInput)
38 INITIAL_FORMS = IntegerField(widget=HiddenInput)
39 # MIN_NUM_FORM_COUNT and MAX_NUM_FORM_COUNT are output with the rest of the
40 # management form, but only for the convenience of client-side code. The
41 # POST value of them returned from the client is not checked.
42 MIN_NUM_FORMS = IntegerField(required=False, widget=HiddenInput)
43 MAX_NUM_FORMS = IntegerField(required=False, widget=HiddenInput)
44
45 def clean(self):
46 cleaned_data = super().clean()
47 # When the management form is invalid, we don't know how many forms
48 # were submitted.
49 cleaned_data.setdefault(TOTAL_FORM_COUNT, 0)
50 cleaned_data.setdefault(INITIAL_FORM_COUNT, 0)
51 return cleaned_data
52
53
54 class BaseFormSet(RenderableFormMixin):
55 """
56 A collection of instances of the same Form class.
57 """
58
59 deletion_widget = CheckboxInput
60 ordering_widget = NumberInput
61 default_error_messages = {
62 "missing_management_form": _(
63 "ManagementForm data is missing or has been tampered with. Missing fields: "
64 "%(field_names)s. You may need to file a bug report if the issue persists."
65 ),
66 "too_many_forms": ngettext_lazy(
67 "Please submit at most %(num)d form.",
68 "Please submit at most %(num)d forms.",
69 "num",
70 ),
71 "too_few_forms": ngettext_lazy(
72 "Please submit at least %(num)d form.",
73 "Please submit at least %(num)d forms.",
36
37 TOTAL_FORMS = IntegerField(widget=HiddenInput)
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38 INITIAL_FORMS = IntegerField(widget=HiddenInput)
39 # MIN_NUM_FORM_COUNT and MAX_NUM_FORM_COUNT are output with the rest of the
40 # management form, but only for the convenience of client-side code. The
41 # POST value of them returned from the client is not checked.
42 MIN_NUM_FORMS = IntegerField(required=False, widget=HiddenInput)
43 MAX_NUM_FORMS = IntegerField(required=False, widget=HiddenInput)
44
45 def clean(self):
46 cleaned_data = super().clean()
47 # When the management form is invalid, we don't know how many forms
48 # were submitted.
49 cleaned_data.setdefault(TOTAL_FORM_COUNT, 0)
50 cleaned_data.setdefault(INITIAL_FORM_COUNT, 0)
51 return cleaned_data
52
53
54 class BaseFormSet(RenderableFormMixin):
55 """
56 A collection of instances of the same Form class.
57 """
58
59 deletion_widget = CheckboxInput
60 ordering_widget = NumberInput
61 default_error_messages = {
62 "missing_management_form": _(
63 "ManagementForm data is missing or has been tampered with. Missing fields: "
64 "%(field_names)s. You may need to file a bug report if the issue persists."
65 ),
66 "too_many_forms": ngettext_lazy(
67 "Please submit at most %(num)d form.",
68 "Please submit at most %(num)d forms.",
69 "num",
70 ),
71 "too_few_forms": ngettext_lazy(
72 "Please submit at least %(num)d form.",
73 "Please submit at least %(num)d forms.",
74 "num",
75 ),
70 ),
71 "too_few_forms": ngettext_lazy(
72 "Please submit at least %(num)d form.",
73 "Please submit at least %(num)d forms.",
74 "num",
75 ),
76 }
77
78 template_name_div = "django/forms/formsets/div.html"
79 template_name_p = "django/forms/formsets/p.html"
80 template_name_table = "django/forms/formsets/table.html"
81 template_name_ul = "django/forms/formsets/ul.html"
82
83 def __init__(
84 self,
85 data=None,
86 files=None,
87 auto_id="id_%s",
88 prefix=None,
89 initial=None,
90 error_class=ErrorList,
91 form_kwargs=None,
92 error_messages=None,
93 ):
94 self.is_bound = data is not None or files is not None
95 self.prefix = prefix or self.get_default_prefix()
96 self.auto_id = auto_id
97 self.data = data or {}
98 self.files = files or {}
99 self.initial = initial

1074

28



100 self.form_kwargs = form_kwargs or {}
101 self.error_class = error_class
102 self._errors = None
103 self._non_form_errors = None
104
105 messages = {}
106 for cls in reversed(type(self).__mro__):
107 messages.update(getattr(cls, "default_error_messages", {}))
108 if error_messages is not None:
109 messages.update(error_messages)
81 template_name_ul = "django/forms/formsets/ul.html"
82
83 def __init__(
84 self,
85 data=None,
86 files=None,
87 auto_id="id_%s",
88 prefix=None,
89 initial=None,
90 error_class=ErrorList,
91 form_kwargs=None,
92 error_messages=None,
93 ):
94 self.is_bound = data is not None or files is not None
95 self.prefix = prefix or self.get_default_prefix()
96 self.auto_id = auto_id
97 self.data = data or {}
98 self.files = files or {}
99 self.initial = initial
100 self.form_kwargs = form_kwargs or {}
101 self.error_class = error_class
102 self._errors = None
103 self._non_form_errors = None
104
105 messages = {}
106 for cls in reversed(type(self).__mro__):
107 messages.update(getattr(cls, "default_error_messages", {}))
108 if error_messages is not None:
109 messages.update(error_messages)
110 self.error_messages = messages
111
112 def __iter__(self):
113 """Yield the forms in the order they should be rendered."""
114 return iter(self.forms)
115
116 def __getitem__(self, index):
117 """Return the form at the given index, based on the rendering order."""
118 return self.forms[index]
119
120 def __len__(self):
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REPOPILOT Editor

Entering new execution chain..
Thought: The `empty_form` property is defined in the `BaseFormSet` class within the `django/forms/formsets.py` file. The property is responsible for creating an empty form for the formset. To address the issue, I need to modify the `empty_form` property to exclude `empty_permitted` from `form_kwargs`.

Here is the relevant code snippet from the `BaseFormSet` class:

```python
@property
def empty_form(self):

form_kwargs = self.get_form_kwargs(None)
form_kwargs.pop('empty_permitted', None)
form = self.form(

auto_id=self.auto_id,
prefix=self.add_prefix("__prefix__"),
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empty_permitted=True,
use_required_attribute=False,
**form_kwargs,
renderer=self.renderer,

)
self.add_fields(form, None)
return form

```

I will now apply the required modification to the `empty_form` property in the `BaseFormSet` class.

Action:
```
{

"action": "autorepair_editor_file",
"action_input": {

"relative_file_path": "django/forms/formsets.py",
"start_line": 261,
"end_line": 274,
"patch": " @property\n def empty_form(self):\n form_kwargs =

self.get_form_kwargs(None)\n form_kwargs.pop('empty_permitted', None)\n
form = self.form(\n auto_id=self.auto_id,\n
prefix=self.add_prefix(\"__prefix__\"),\n empty_permitted=True,\n
use_required_attribute=False,\n **form_kwargs,\n
renderer=self.renderer,\n )\n self.add_fields(form, None)\n return
form"

↪→
↪→
↪→
↪→
↪→
↪→

}
}
```
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Observation Auto-repair Editor

Successfully edited the file django/forms/formsets.py from line 261 to 274
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Patch

diff --git a/django/forms/formsets.py b/django/forms/formsets.py
index 57676428ff..221aa405a8 100644
--- a/django/forms/formsets.py
+++ b/django/forms/formsets.py
@@ -214,8 +214,10 @@ class BaseFormSet(RenderableFormMixin):

index will be None if the form being constructed is a new empty
form.
"""

- return self.form_kwargs.copy()
-
+ form_kwargs = self.form_kwargs.copy()
+ if index is None:
+ form_kwargs.pop('empty_permitted', None)
+ return form_kwargs

def constructform(self, i, kwargs):
"""Instantiate and return the i-th form instance in a formset."""

@@ -255,14 +257,17 @@ class BaseFormSet(RenderableFormMixin):
"""Return a list of all the extra forms in this formset."""
return self.forms[self.initial_form_count() :]

+ @property
@property
def empty_form(self):
+ form_kwargs = self.get_form_kwargs(None)
+ form_kwargs.pop('empty_permitted', None)
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form = self.form(
auto_id=self.auto_id,
prefix=self.add_prefix("prefix"),
empty_permitted=True,
use_required_attribute=False,

- self.get_form_kwargs(None),
+ **form_kwargs,

renderer=self.renderer,
)
self.add_fields(form, None)

1080

REPOPILOT Planner

The modification to the `empty_form` property in the `BaseFormSet` class has

been successfully applied. The `empty_permitted` key is now excluded from

`form_kwargs` before passing it to the form constructor, addressing the

issue of the KeyError when rendering a template that uses a formset's

`empty_form`.

Action:
```
{

"action": "Final Answer",
"action_input": {

"context": "The task is fully resolved.",
}

}
```
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