Rethinking Guidance Information to Utilize Unlabeled Samples:
A Label Encoding Perspective

Yulong Zhang “'? Yuan Yao ? Shuhao Chen! Pengrong Jin

Abstract

Empirical Risk Minimization (ERM) is fragile
in scenarios with insufficient labeled samples. A
vanilla extension of ERM to unlabeled samples is
Entropy Minimization (EntMin), which employs
the soft-labels of unlabeled samples to guide their
learning. However, EntMin emphasizes predic-
tion discriminability while neglecting prediction
diversity. To alleviate this issue, in this paper,
we rethink the guidance information to utilize
unlabeled samples. By analyzing the learning
objective of ERM, we find that the guidance infor-
mation for labeled samples in a specific category
is the corresponding label encoding. Inspired by
this finding, we propose a Label-Encoding Risk
Minimization (LERM). It first estimates the la-
bel encodings through prediction means of un-
labeled samples and then aligns them with their
corresponding ground-truth label encodings. As a
result, the LERM ensures both prediction discrim-
inability and diversity, and it can be integrated
into existing methods as a plugin. Theoretically,
we analyze the relationships between LERM and
ERM as well as EntMin. Empirically, we verify
the superiority of the LERM under several label
insufficient scenarios. The codes are available at
https://github.com/zhangyl660/LERM.
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1. Introduction

With abundant high-quality human-annotated samples, deep
learning techniques have achieved remarkable advances in
various applications (LeCun et al., 2015; He et al., 2016;
Vaswani et al., 2017). One key principle behind their success
is the Empirical Risk Minimization (ERM), which adopts
the ground-truth labels of labeled samples to guide their
learning. In practice, however, we often encounter some
label insufficient scenarios (Cui et al., 2020), where the la-
beled samples are limited or may even be absent altogether.
For the former, we can utilize a large number of unlabeled
samples to assist the learning of labeled samples, which falls
within the scope of semi-supervised learning (Sohn et al.,
2020; Zhang et al., 2021; Chen et al., 2022). On the contrary,
for the latter, a popular solution is to borrow the knowledge
from a related label-sufficient domain, i.e., source domain,
for facilitating the learning of unlabeled samples, which
pertains to the field of transfer learning (Pan & Yang, 2010;
Yang et al., 2020). The commonality of those techniques
is to fully utilize unlabeled samples for improving the gen-
eralization capability in scenarios with insufficient labeled
samples. Such scenarios are frequently encountered in prac-
tical applications. As ERM heavily relies on the guidance
of label information, it fails to fully exploit the potential of
unlabeled samples. Accordingly, it does not achieve good
performance in label insufficient scenarios. Hence, this pa-
per focuses on mining the potential of unlabeled samples to
deal with label insufficient scenarios.

To achieve this, a simple and popular approach is the en-
tropy minimization (EntMin) (Grandvalet & Bengio, 2004).
It can be regarded as a direct extension of ERM to unlabeled
samples. Specifically, it utilizes the soft-labels of unlabeled
samples, which are assigned by a learning model during
the training process, for guiding their learning. As a result,
it pushes samples far from the decision boundary, thereby
enhancing the prediction discriminability of unlabeled sam-
ples. However, one potential flaw of EntMin is that the
soft-labels assigned by the learning model could be mainly
from majority categories with large numbers of labeled sam-
ples, resulting in a decrease in prediction diversity (Cui
et al., 2020) since the unlabeled samples tend to be biased
toward the majority categories. One reason for that lies in
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the absence of more appropriate guidance information for
unlabeled samples. This leads us to ask a question: “For un-
labeled samples, is there more precise guidance information
available?”

To seek a potential solution to the above problem, we delve
into the learning objective of the ERM. Based on the ERM
principle, we observe that all samples associated with a spe-
cific category need to be mapped to a label encoding, i.e.,
one-hot label encoding, corresponding to that category. In
other words, the guidance information used in the ERM for
the labeled samples in a specific category is the correspond-
ing label encoding'. Moreover, under label insufficient
scenarios studied in this paper, the label encodings of la-
beled samples remain consistent with those of unlabeled
samples. Accordingly, it is reasonable to apply label encod-
ings as guidance information to supervise the learning of
unlabeled samples. Inspired by this finding, we propose the
Label-Encoding Risk Minimization (LERM), a generaliza-
tion of ERM, to handle unlabeled samples. Specifically, the
proposed LERM first estimates the label encodings based
on unlabeled samples by calculating their prediction means.
Then, the LERM minimizes the label-encoding risk, i.e., the
divergence between the estimated and ground-truth label
encodings. Since those label encodings serve as accurate
supervision information, in conjunction with many exist-
ing methods, the LERM can enhance their generalization
capability under different label insufficient scenarios.

The contributions of this paper are highlighted as follows.

* We find that the label encodings can serve as precise
guidance information to supervise the learning of unla-
beled samples. Also, we theoretically reveal that the
prediction means of unlabeled samples can be used as
estimations for label encodings.

* The LERM is proposed to utilize unlabeled samples
and it can be seamlessly integrated as a plugin into
existing methods. Moreover, we provide a theoretical
analysis to explore the relationships between LERM
and ERM, as well as between LERM and EntMin.

» Extensive experimental results are presented under
several label insufficient scenarios, including semi-
supervised learning (SSL), unsupervised domain adap-
tation (UDA), and semi-supervised heterogeneous do-
main adaptation (SHDA), which verify the effective-
ness of the proposed LERM method.

2. Related Work

In this paper, we mainly focus on three typical tasks under
label insufficient scenarios, i.e., Semi-Supervised Learning
(SSL) (Sohn et al., 2020; Zhang et al., 2021; Chen et al.,
2022), Unsupervised Domain Adaptation (UDA) (Ganin

"Label encoding refers to one-hot label encoding by default.

et al., 2016; Long et al., 2018; Chen et al., 2024; Rangwani
et al., 2022; Zhang et al., 2023), and Semi-supervised Het-
erogeneous Domain Adaptation (SHDA) (Yao et al., 2019;
Li et al., 2020; Gu et al., 2022; Fang et al., 2022). Specifi-
cally, SSL leverages limited labeled samples and massive
unlabeled samples to improve the generalization capabil-
ity. For example, FlexMatch (Zhang et al., 2021) utilizes
curriculum pseudo labeling for enhancing the performance
of SSL, and DST (Chen et al., 2022) mitigates the impact
of incorrect pseudo-labels during the iterative self-training
process. On the other hand, UDA aims to improve the
learning of a target domain with unlabeled samples by har-
nessing the knowledge from a source domain with sufficient
labeled samples. For instance, DANN (Ganin et al., 2016)
and CDAN (Long et al., 2018) bridge the source and target
domains through adversarial training. AFN (Xu et al., 2019)
progressively adapts the feature norms of the two domains
to a broad range of values. Recently, SDAT (Rangwani et al.,
2022) enhances the stability of domain adversarial training
and seeks a flat minimum. Considering the heterogeneity
of the features across domains, SHDA leverages a limited
number of labeled samples from the target domain to im-
prove the transfer performance. As an example, STN (Yao
et al., 2019) adopts the soft-labels of unlabeled target sam-
ples to align the conditional distributions across domains.
Another example is KPG (Gu et al., 2022), which utilizes
key samples to guide the matching process in optimal trans-
port (Villani et al., 2009; Wang et al., 2024).

Among those tasks, to boost performance, it is vital to utilize
unlabeled samples. EntMin (Grandvalet & Bengio, 2004)
is commonly employed to enhance the prediction discrim-
inability of unlabeled samples. For example, in SSL, (Berth-
elot et al., 2019) utilizes EntMin to estimate low-entropy la-
bels for data-augmented unlabeled samples. Moreover, (Yin
et al., 2022) adopts the entropy of the predicted distribution
as a confidence measure to filter pseudo-labels effectively.
In UDA, EntMin is utilized in (Long et al., 2016; Vu et al.,
2019) to obtain a more reliable decision boundary in the un-
labeled target domain. In addition, BNM (Cui et al., 2020)
is proposed to maximize the nuclear norm of the predic-
tion matrix derived from unlabeled samples, which ensures
higher prediction discriminability and diversity. Similar to
LERM, both EntMin and BNM can also be embedded into
any existing SSL, UDA, and SHDA approaches. However,
unlike them, the proposed LERM method adopts label en-
codings as the supervision information, which could achieve
both the prediction discriminability and diversity.

3. Preliminary

The ERM provides learning guidance for labeled samples,
which aims to choose an optimal function ~2*(+) from a set of
potential function sets #. Here, h(-) € H characterizes the
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Figure 1. llustrations of the ERM and LERM. Here, different shapes denote distinct categories. In the ERM, we can observe that the six
labeled samples are mapped into three label encodings associated with distinct categories. Also, the label encodings of labeled samples
remain consistent with those of unlabeled samples. This inspires us to apply those label encodings as guidance information to supervise
the learning of unlabeled samples. To this end, we propose the LERM. It first estimates the label encodings through prediction means for
unlabeled samples and then aligns them with their corresponding ground-truth label encodings.

connection between a sample x and its corresponding label
y with the joint distribution P(x,y). To this end, we first
need a non-negative real-valued loss function, represented
as L(,-). This function tells us how much it hurts to make
the prediction h(x) when the actual label is y, for a labeled
sample (x,y) ~ P(x,y). Then, we can calculate the ex-
pectation of the loss function L(-,-) over the distribution
P(x,y), i.e., the expected risk, by

Rear(h) = Ep[L(h(x),y)] = / £(h(x),y)dP(x, y).
€))

However, the distribution P(x,y) is unknown in most re-
alistic scenarios. To handle this issue, we can calculate
an estimation of the expected risk, i.e., the empirical risk,
by averaging the loss function L£(-, -) over a set of labeled
samples D = {(x;,y:)}1,, where (x;,y;) ~ P(x,y) for
i =1, ...,n. Accordingly, the empirical risk can be formu-
lated as

R () = © 3 L), ). ®)

Finally, we pick an optimal function ~2*(-) that minimizes
Eq. (2), which is known as the ERM:

h* = arg min Repm(h)

ITL
= arg min — L(h(x;),yi).
: 3 n; (h(x:),¥:)

(€)

4. Methodology

In this section, we introduce the proposed LERM principle.

4.1. A Motivating Example

As aforementioned, in label insufficient scenarios, identi-
fying accurate guidance for training unlabeled samples is
critical. Analyzing the ERM’s learning objective, exempli-
fied in Figure 1(a), reveals that six labeled samples across

three categories are mapped to three distinct label encod-
ings: [1,0,0], [0,1,0], and [0, 0, 1]. That is, in the ERM, the
guidance information of the labeled samples in a specific
category is the corresponding label encoding. Since in this
paper we focus on the label insufficient scenarios where the
labeled and unlabeled samples share the same categories,
the label encodings remain consistent for both labeled and
unlabeled samples. As depicted in Figure 1(b), there are a
total of six unlabeled samples distributed across three dif-
ferent categories. Despite the absence of their ground-truth
labels during training, the label encodings corresponding to
these categories remain [1, 0, 0], [0, 1,0], and [0, 0, 1]. This
inspires us to use these label encodings as precise guidance
information to guide the learning of unlabeled samples.

Unfortunately, label encodings for each unlabeled sample
are unattainable, preventing their direct use in supervision
like labeled samples. However, the one-to-one relationship
between label encoding and category provides a solution:
Estimating label encodings across all categories using unla-
beled samples. Since each label encoding uniquely aligns
with a specific category, the predicted category distribution
by a learning model for each unlabeled sample attracts our
attention. The predicted category distribution shows the
probability of each sample belonging to different categories.
Thus, for a given category, we commence by obtaining
the probabilities that all unlabeled samples belong to that
category. Then, we calculate a weighted average over the
predicted category distributions of all unlabeled samples,
a.k.a. prediction mean, using those probabilities as weights.
Accordingly, the prediction mean can be regarded as an
estimation of the label encoding associated with the corre-
sponding category (The mathematical principle behind this
perspective will be explained later). As a result, we first
estimate the label encodings through the prediction means
and then minimize the divergence between them and their
corresponding ground-truth label encodings. We refer to
that divergence as label-encoding risk, which is the core of
the LERM. The key rationale of the LERM is illustrated in
Figure 1(b). Next, we elaborate on the LERM principle.
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4.2. LERM

We first introduce how to calculate the prediction means
based on unlabeled samples. Let f(-) be a classifier and g(-)
be a feature extractor in the form of deep neural networks.
Given n,, unlabeled samples {x}}"*,, we calculate the pre-
dicted category distribution of x¥ as y¥ = f(g(x%)) € R,
where its c-th element y}'. denotes the probability that x}*
belongs to category ¢. Accordingly, the prediction mean for

category c is defined as

zn
m! = ——— (D _ Ty “

zlzczl

For all the prediction means {m"}¢_,, their properties are
summarized in Theorem 4.1, which explains why the pre-
diction mean m{ could be treated as an estimation of the
label encoding associated with category c.

Theorem 4.1. mY satisfies the following properties:
(1) 1Tm

(2)ogmg’j <1,Vje{l,...,

the j-th element of my.

=1, where 1 € RS denotes an all-ones vector.

C'}, where mY ; denotes

(3) If y¥ equals the label encoding of the ground-truth label
of sample XY for eachi € {1,...,n,}, then m¥ equals e..
Here, e. denotes the one-hot label encoding of category c
with its c-th element as 1 and other elements as 0.

(4) If m¥ equals e. for some ¢ € {1,---,C}, then for
any i € {1,--- ,ny,}, ¥V either equals e, or satisfies the
condition that yi'. = 0,0 < yi*; <1, Vk #c.

(5) If m¥ equals e. for any c € {1,--- ,C}, then for any
i€ {1,---,ny}, Y is a one-hot vector with only one
element equal to 1 and other elements being 0.

The proof of Theorem 4.1 can be found in Appendix A.1.
Based on property (3) in Theorem 4.1, we find that when
v approaches the ground-truth label encoding of sample
x;', my tends to approach the ground-truth label encoding
associated with category c, a.k.a. e.. Accordingly, m¥
could be regarded as an estimation for e..

Building upon the above theoretical perspectives, we formu-
late the label-encoding risk as

Rler f7 CZ‘C mc7ec (5)

where L(+, -) denotes a loss function to measure the diver-
gence between the two input arguments. By minimizing
the label-encoding risk, we could make the estimated label
encodings close to the corresponding ground-truth ones. As
a result, the learning of unlabeled samples can be effectively
guided by ground-truth label encodings. We refer to such

risk minimization principle as the LERM, which can be
utilized as a plugin for existing methods to handle label
insufficient scenarios.

4.3. Discussion with Existing Studies
4.3.1. CONNECTION BETWEEN LERM AND ERM

ERM is susceptible to overfitting when dealing with ex-
tremely label-scarce scenarios because it does not utilize
unlabeled samples. Instead, LERM, specifically designed
for handling unlabeled samples, considers both prediction
discriminability and diversity. As a result, LERM can be
regarded as a regularization term for model parameters,
helping mitigate the potential risk of overfitting in existing
methods that are integrated with LERM. Furthermore, since
LERM draws inspiration from ERM, we next analyze their
relationship within the supervised learning framework.

Under the above framework, the category information of
each labeled sample is known and accurate. Hence, we can
utilize that category information to calculate the prediction
means of labeled samples, thereby eliminating interference
from samples in other categories. Concretely, for a given
category, we first acquire all labeled samples associated
with that category. Then, we calculate an average over the
predicted category distributions of those labeled samples.
Accordingly, the prediction mean of labeled samples belong-
ing to category c is defined by

- D () = Z” )
¢ =1

where x ¢ is the i-th labeled sample belonging to category
c, yZ- is the predicted category distribution of xi , and n,
is the number of labeled samples associated with category
c. Similar to Eq. (5), the label-encoding risk for labeled

samples can be formulated as

7?’le’r‘

c
Z (7)

Q \

Based on the above definitions, we reveal the theoretical
relationship between LERM and ERM in Theorem 4.2.

Theorem 4.2. Under the setting of supervised learning,
if both the label-encoding and empirical risks utilize the
same loss function which is convex w.r.t. the first input ar-
gument and n% chzl ntL(ml, e) > & Zle L (ml, e.)
holds, then the label-encoding risk is upper-bounded by the
empirical risk.

The proof of Theorem 4.2 is offered in Appendix A.2.
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4.3.2. CONNECTION BETWEEN LERM AND ENTMIN

According to properties (4) and (5) in Theorem 4.1, as the
label-encoding risk decreases, y;* tends to be a one-hot
vector (please refer to Section 5.2 for empirical evidence).
EntMin aims to achieve a similar behavior by minimizing
the entropy over y¥, while LERM minimizes the label-
encoding risk. Hence, on the one hand, both LERM and
EntMin can enhance the prediction discriminability by push-
ing unlabeled samples away from the decision boundary but
in different ways.

On the other hand, according to the definition of the label-
encoding risk for unlabeled samples in Eq. (2), we can
see that each category contributes one loss with a weight
of & to the label-encoding risk. Accordingly, LERM is
category-specific and optimizes all the categories with the
same weight, thereby mitigating the dominance of majority
categories (please refer to Appendix C for empirical evi-
dence). Recall that the entropy for unlabeled samples is
formulated as

zn

ZZ yz c yzL,c (8)

Yi=1c=1

ent(f7

Here, we can observe that EntMin is sample-specific and it
is prone to be dominated by majority categories with a large
number of unlabeled samples. Accordingly, this may lead to
misclassification of unlabeled samples into those majority
categories, resulting in limited prediction diversity.

Moreover, in Theorem 4.3 we reveal the theoretical relation-
ship between LERM and EntMin.

Theorem 4.3. [f the label-encoding risk utilizes the cross-
entropy loss function, i.e., L(m¥ e.) = —e] In(mY),
and the inequality n—lu ch:l(zyul yi)L(my,e.) >
& 25:1 L(mY, e.) holds, then the label-encoding risk is
upper-bounded by the entropy regularization used in the
EntMin.

The proof of Theorem 4.3 is offered in Appendix A.3.

4.4. Application to Label Insufficient Scenarios

In this section, we detail how to apply LERM to three label
insufficient scenarios, i.e., SSL, UDA, and SHDA.

4.4.1. SSL

Under the SSL setting, we have n; labeled samples
{(xt, y})} |, where y! is the label encoding of x.. Also,
we have n,, unlabeled samples {x}'}7*,. Here, we have
n; < n,. The objective of SSL is to learn a good model
for predicting labels of {x}}"*,. To this end, we can plug
the LERM into existing SSL approaches In addition, fol-

lowing the setting of supervised pretraining in (Chen et al.,

2022), we augment the labeled and unlabeled samples by
leveraging a weak augmentation function, i.e., ¥(-), and a
strong augmentation, i.e., ¥(-). Thus, by utilizing LERM,
the overall objective function in SSL is formulated as

ny

rﬁ%l%ﬂ&%f@( yll Mzﬁce[ x1), yll
ol + % 2: [c(wg, e.) + pL(st, ec)] )

where L. (-, -) denotes the cross-entropy loss, L, denotes
the semi-supervised learning loss of an existing SSL method
if any, i, a, and A are three trade-off hyperparameters, and
w¢ and sy denote the prediction means under the weak
and strong augmentations, respectively. Hence, w{ and s?
can be computed according to Eq. (4) by replacing x}* with
P(x}) and U(x¥), respectively. When « is set to zero, the
problem in (9) degenerates into minimizing a combination
of the ERM and LERM, and the same situation also occurs
in the following two tasks.

4.4.2. UDA

For a UDA task, we are offered n labeled source samples
{(x},y$)};=, and n, unlabeled target samples {x}'}:",.
The goal is to learn a high-quality model for categorizing
{x}'}i*,. To achieve this, we incorporate the LERM into
exrstmg UDA methods. Accordingly, we can formulate the

objective function as

N C
min 3L F(90), 1]+ Luat 53 Ll e.).
i=1 c=1

(10)

where L, 4, denotes the domain adaptation loss of an exist-
ing UDA method, « and X are two trade-off hyperparam-
eters, and the prediction mean m{ is obtained by Eq. (4)
based on unlabeled target samples.

4.4.3. SHDA

In the SHDA problem we are given ng labeled source sam—
ples {(x7,y7)},, n; labeled target samples {(xbyHym,,
and n; unlabeled target samples {x} . Here, we have
ng > n; and ny > n;. The goal is to learn a model for
classifying {x¥}*,. As the heterogeneity of the features
across domains, we let g;(-) and g (-) represent the feature
extractors in the source and target domains, respectively.
For the above purpose, we embed the LERM within estab-
lished SHDA models. In addition, following the setting in
(Yao et al., 2019), we utilize an additional regulation term to
prevent overfitting. As a result, the entire objective function
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Table 1. Accuracy (%) comparison on the CIFAR-10, CIFAR-100, DTD, and ImageNet-1K datasets under the SSL setting. The best
performance of each task is marked in bold and the best performance in each comparison group is underlined.

Dataset | CIFAR-10 | CIFAR-100 | DTD | ImageNet-1K

# Label per category 1 4 1 4 1 4 100
Top-1  Top-5 | Top-1 | Top-1 Top-5 | Top-1 | Top-1 Top-5 | Top-1 | Top-1 Top-5
ERM 3224 7816 | 57.04 | 23.58 47.51 | 47.18 | 31.22 5899 | 50.66 | 4498 69.00
ERM + EntMin 28.17 71.05 | 59.62 | 1532 4395 | 4540 | 21.55 51.65 | 50.96 | 49.26  72.60
ERM + BNM 27.02 7037 | 52.46 | 21.79 47.72 | 58.90 | 28.55 54.61 | 48.26 | 49.81 72.73
ERM + LERM 38.22 80.82 | 75.57 | 30.15 61.33 | 60.19 | 34.84 63.51 | 53.14 | 50.83 74.11
FlexMatch 40.86 84.75 | 86.66 | 1649 4240 | 65.11 | 33.39 5848 | 54.96 | 50.34 75.02
FlexMatch + EntMin | 43.79 87.69 | 86.56 | 13.00 42.83 | 67.32 | 32.20 5849 | 5491 | 53.26 76.99
FlexMatch + BNM | 41.95 7873 | 86.57 | 15.04 4354 | 64.46 | 31.31 5731 | 55.04 | 55.12 78.62
FlexMatch + LERM | 53.69 89.18 | 88.28 | 19.50 46.00 | 69.65 | 3442 58.51 | 55.11 | 56.69 79.79
DST SI.11 91.76 | 88.05 | 32.92 64.65 | 66.80 | 34.88 6199 | 5640 | 50.34 7594
DST + EntMin 4546 92.41 | 87.85 | 2548 6092 | 66.79 | 32.32 6227 | 56.13 | 53.82 76.28
DST + BNM 55.03 91.75 | 88.49 | 32.15 65.16 | 67.27 | 36.08 64.06 | 56.51 | 5428 76.56
DST + LERM 62.04 93.09 | 89.71 | 43.78 70.37 | 68.65 | 38.19 67.39 | 5745 | 5460 76.87

is formulated as

ng

min iZﬁce[f(gs(xf)), yf} +;i£ce[f(gt(xé))a yﬂ

f19s,9t Mg im1
A C
+aLsnaat— Y LY, e+ (| fI+lgs|*Hlge ),

C c=1
(11)
where L;pq, is the domain adaptation loss of an existing
SHDA method, «, A, and 7 act as three trade-off hyperpa-
rameters, and the prediction mean m is computed similar
to Eq. (4) by replacing g(-) with g:(+).

S. Experiments

We assess the performance of the LERM on three typical la-
bel insufficient scenarios, including SSL, UDA, and SHDA.
The loss function defined in Eq. (5) adopts the ¢; distance,
ie, L(mY e.) = [|m¥ — e.||1, where || - ||; denotes the
£1 norm of a vector. For comparisons among different loss
functions, please refer to Appendix E.2.

5.1. Results

Evaluation on SSL Tasks. We evaluate the LERM on four
SSL benchmark datasets, including CIFAR-10 (Krizhevsky
et al., 2009), CIFAR-100 (Krizhevsky et al., 2009), DTD
(Cimpoi et al., 2014), and ImageNet-1K (Deng et al., 2009).
We conduct experiments on the SSL tasks with limited la-
beled samples. In the comparison experiments, we combine
the LERM with ERM, and state-of-the-art SSL approaches
such as FlexMatch (Zhang et al., 2021) and DST (Chen
et al., 2022) to tackle all the above tasks. Also, we realize
the EntMin and BNM in the same way as the LERM, and
report the average classification accuracy of each method in
three randomized trials. More experimental details can be

found in the Appendix B.1.

According to the results shown in Table 1, we can see that
on the first three datasets (i.e., CIFAR-10, CIFAR-100, and
DTD), the LERM yields significant performance improve-
ments under all the settings. Specifically, for the SSL tasks
with four labeled samples per category, the LERM achieves
accuracy improvements of 18.53%, 13.01%, and 2.48%
over the ERM method on the CIFAR-10, CIFAR-100, and
DTD datasets, respectively, and it also performs better than
EntMin and BNM. Moreover, when combined with state-
of-the-art SSL methods, the LERM could further improve
the performance. For instance, LERM brings performance
improvements of 4.54% and 1.85% over FlexMatch (Zhang
et al., 2021) and DST (Chen et al., 2022) on the CIFAR-100
dataset, respectively. Those results highlight the potential
benefits of combining LERM with existing SSL approaches.
For the more challenging case with one labeled sample
per category, both the EntMin and BNM exhibit varying
degrees of performance degradation when compared with
ERM. On the contrary, the LERM shows consistent perfor-
mance improvements on three benchmark datasets, which
demonstrates its effectiveness in scenarios with extremely
limited labeled samples. Moreover, the LERM further en-
hances the performance of FlexMatch and DST, and sur-
passes EntMin and BNM with a large margin in terms of
top-1 accuracy. Specifically, with only one labeled sample
per category, LERM achieves a top-1 performance improve-
ment of 12.83% over the FlexMatch method on the CIFAR-
10 dataset, demonstrating its superiority in better utilizing
unlabeled samples. We further validate the effectiveness of
LERM on the ImageNet-1K dataset, offering a more real-
istic and intricate setting for evaluation. The experimental
results of 100 labels per class show that LERM still achieves
better performance than both EntMin and BNM. In sum-
mary, LERM has shown promising results in improving the
performance of existing SSL methods and outperforming
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Table 2. Accuracy (%) comparison on the Office-Home dataset under the UDA setting. The best performance of each task is marked in

bold and the best performance in each comparison group is underlined.

Method Ar—Cl Ar—Pr Ar—Rw Cl—Ar Cl—Pr Cl-Rw Pr—Ar Pr—Cl Pr—-Rw Rw—Ar Rw—CIl Rw—Pr Average
ERM 44.00 67.16 74.19 5298 61.65 6429 5212 39.10 73.01 6433 4373 7529 59.32
DANN 52.84 6290 73.46 5626 67.42 68.01 5840 54.41 7892 70.65 60.31 80.79 6536
AFN 52.68 7227 7696 65.13 71.13 7278 63.93 5133 77.81 72.12 5752 8198 67.97
ERM + EntMin 46.83 67.28 7724 6223 70.26 71.69 59.22 47.06 79.34 7092 5447 8243 65.75
ERM + BNM 5478 74.86 79.51 63.04 72.00 7499 6141 5221 80.27 7139 5733 8277 68.71
ERM + LERM 55.56 74.61 7948 6448 7371 7445 6255 5223 7996 71.82 5798 8331 69.18
CDAN 55.18 72.63 78.01 62.01 7246 73.11 62.68 5399 79.65 72.83 58.23 83.60 68.70
CDAN + EntMin 54.82 7243 7890 63.03 7251 72.87 6223 5353 80.04 7242 58.14 83.73 68.72
CDAN + BNM 56.00 74.00 7894 6359 7331 73.79 6253 5391 81.05 73.03 59.08 8355 69.40
CDAN + LERM 56.20 74.57 79.44 64.15 7524 7498 63.04 56.20 8132 7264 5936 84.41 70.13
SDAT 57.66 77.06 8130 66.07 76.14 7591 63.23 5592 81.85 7587 6236 8541 71.57
SDAT + EntMin 5697 77.74 81.33 6590 75.83 7599 63.58 55.36 8230 75.09 6201 8532 7145
SDAT + BNM  57.59 7695 80.84 66.13 7533 75.65 6549 56.07 81.87 7538 6247 8551 71.61
SDAT + LERM 58.35 78.01 82.01 67.37 77.77 77.07 66.54 56.08 82.65 7590 64.17 85.97 72.66

Table 3. Accuracy (%) comparison on the Office-31 dataset under
the UDA setting. The best performance of each task is marked
in bold and the best performance in each comparison group is
underlined.

Method A—D A—-W D—=W W=D D—A WA Average
ERM 81.15 77.00 96.60 99.00 6398 64.01 80.29
DANN 83.62 8930 97.81 100.00 72.01 74.11 86.14
AFN 9529 91.18 98.73 100.00 72.13 70.60 87.99
ERM +EntMin 8742 88.01 9849 9993 68.04 61.83 83.95
ERM+BNM 8936 9136 98.62 9993 70.76 7129 86.89
ERM + LERM 9237 9296 98.74 100.00 7245 72.81 8822
CDAN 92.77 9237 98.79 100.00 72.46 7031 87.78
CDAN +EntMin 92.64 9149 98.87 100.00 71.87 71.80 87.78
CDAN +BNM  92.17 92.87 99.20 100.00 73.53 73.15 88.49
CDAN +LERM 93.78 93.33 99.25 100.00 73.59 74.30 89.04
SDAT 94.99 89.77 99.04 100.00 77.04 72.73 88.93
SDAT + EntMin  95.58 93.04 98.74 100.00 77.50 7241 89.54
SDAT + BNM 9558 9291 98.66 100.00 77.61 7497 89.96
SDAT + LERM  96.79 9321 98.87 100.00 78.06 7526 90.37

both EntMin and BNM.

Evaluation on UDA Tasks. We evaluate the LERM on
three UDA benchmark datasets, i.e., Office-31 (Saenko
et al., 2010), Office-Home (Venkateswara et al., 2017),
VisDA-2017 (Peng et al., 2017), and ImageNet. The
Office-31 dataset contains three domains: Amazon (A),
DSLR (D), and Webcam (W), with 4,110 images in 31
categories. We evaluate six transfer tasks built on the
above domains. The Office-Home dataset contains about
15,500 images from 65 categories within four domains: Art
(Ar), Clipart (Cl), Product (Pr), and Real-World (Rw). In
those four domains, 12 transfer tasks are constructed for
the evaluation. The VisDA dataset contains 207, 785 im-
ages from 12 categories within two domains: Synthetic
and Real. Moreover, the transfer task on the ImageNet
dataset is ImageNet—ImageNet-Renditions (ImageNet-R)
(Hendrycks et al., 2021). ImageNet-R contains 30,000 im-
ages of 200 categories in different formats. The same
200 categories on the ImageNet dataset are selected as
the source domain. The textures and local image statis-

tics of ImageNet-R are different from those of ImageNet
images. We combine the LERM with ERM, and state-of-
the-art UDA methods such as CDAN (Long et al., 2018)
and SDAT (Rangwani et al., 2022) to learn from all the
above tasks. Additionally, we implement the EntMin and
BNM in the same fashion as LERM. For each method, we
run three random experiments and list the average classifi-
cation accuracy. More experimental details are offered in
Appendix B.2.

The results on the Office-Home dataset for UDA are listed
in Table 2. As can be seen, when combined with LERM, all
the approaches achieve performance improvement. Specif-
ically, the average accuracy of ERM+LERM outperforms
ERM, ERM+EntMin, and ERM+BNM by 9.86%, 3.43%,
and 0.47%, respectively. Remarkably, ERM+LERM even
performs better than well-established UDA methods such
as DANN(Ganin et al., 2016), AFN (Xu et al., 2019), and
CDAN (Long et al., 2018). Note that the LERM does not
explicitly match the distributions across domains. Instead,
the LERM aligns the estimated label encodings built on un-
labeled target samples to their corresponding ground-truth
label encodings, while the ERM reduces the divergence be-
tween the predicted label encodings for the labeled source
samples and their corresponding ground-truth label encod-
ings. Thus, ERM+LERM implicitly reduces the distribu-
tional divergence between the source and target domains,
leading to better transfer performance. Those results testify
to the superiority of LERM. The results on the Office-31
dataset are shown in Table 3. As can be seen, the LERM
brings a substantial performance improvement of 7.93%
over ERM, and surpasses EntMin and BNM by a large mar-
gin of 4.27% and 1.33%, respectively. Moreover, we can
see that the performance of CDAN+LERM outperforms
that of CDAN+EntMin and CDAN+BNM by 1.26% and
0.55%, respectively. Similar observations can be found
in SDAT, highlighting the potential of the LERM. Table 4
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Table 4. Accuracy (%) comparison on the VisDA dataset under the UDA setting. The best performance of each task is marked in bold and

the best performance in each comparison group is underlined.

Method aeroplane bicycle bus car horse knife motor person plant skate train truck Average
ERM 76.27  22.59 54.38 75.18 76.07 12.99 84.93 19.76 79.34 29.13 79.61 5.38 51.30
DANN 94.75 73.47 83.46 47.91 87.00 88.30 88.47 77.18 88.16 90.05 87.21 42.26 79.02
AFN 93.13 5476 81.03 69.74 92.36 75.88 92.11 73.83 93.16 55.55 90.48 23.63 74.64
ERM + EntMin  92.33  13.18 84.88 80.77 91.25 65.53 94.81 39.08 92.75 16.41 85.49 1.60 63.17
ERM + BNM 94.19  81.56 77.11 66.58 93.24 82.10 86.27 76.74 93.37 57.08 89.07 49.89 78.93
ERM + LERM  93.72  80.09 75.14 72.02 92.35 86.70 90.25 76.70 90.81 73.26 87.61 49.96 80.72
CDAN 95.10 75.78 82.30 57.52 90.16 96.48 89.85 75.97 87.06 90.59 89.03 41.98 80.99
CDAN + EntMin 93.60 72.10 82.02 62.33 89.82 95.65 91.51 77.32 87.52 86.45 83.95 44.77 80.59
CDAN +BNM 9480 81.96 76.29 54.60 91.00 93.88 86.90 78.43 88.99 90.08 86.88 44.46 80.69
CDAN + LERM  94.60 80.92 76.52 55.74 90.36 95.37 88.37 80.28 89.45 89.83 83.36 52.97 81.48
SDAT 94.78  83.79 77.02 66.10 93.57 95.25 89.53 80.99 91.80 90.13 82.00 54.02 83.25
SDAT + EntMin  94.51 81.84 79.45 68.78 92.84 96.29 89.84 81.50 93.47 85.71 80.88 51.87 83.08
SDAT + BNM  95.31 81.41 76.78 62.22 93.35 93.98 87.22 78.75 89.98 91.67 84.87 52.20 82.31
SDAT + LERM 9494  85.32 77.72 63.54 92.85 96.41 89.38 79.05 91.36 91.30 85.55 55.58 83.58

Table 5. Accuracy (%) comparison on the ImageNet—ImageNet-
R task under the UDA setting. The best performance of each task
is marked in bold and the best performance in each comparison
group is underlined.

Method ImageNet—ImageNet-R
ERM 35.57
ERM + EntMin 39.42
ERM + BNM 39.75
ERM + LERM 42.11
CDAN 53.94
CDAN + EntMin 55.51
CDAN + BNM 55.80
CDAN + LERM 56.80
SDAT 55.47
SDAT + EntMin 56.48
SDAT + BNM 55.73
SDAT + LERM 57.62

reports the accuracies of each category and their average
performance on the VisDA dataset. As can be seen, within
each comparison group, the baseline approach equipped
with LERM yields the best average performance. In partic-
ular, integrating LERM achieves an average performance
improvement of 29.42% over ERM. Moreover, as shown
in Table 5, we verify the performance of LERM on the
ImageNet—ImageNet-R task. As can be seen, the integra-
tion of LERM enhances the performance of all methods. In
a nutshell, the LERM shows good transferability by com-
bining existing UDA approaches or ERM.

Evaluation on SHDA Tasks. We evaluate the LERM on
the SHDA tasks involving text-to-text and text-to-image sce-
narios. For the former, we adopt the Multilingual Reuters
Collection dataset (Amini et al., 2009). As for the latter,
we follow (Chen et al., 2016; Yao et al., 2019) to use the
NUS-WIDE (N) (Chua et al., 2009) as the source domain
and the ImageNet (I) dataset with three labeled samples
per category as the target domain. We combine the LERM

with ERM, and state-of-the-art SHDA approach, i.e., KPG
(Gu et al., 2022), to handle all the above tasks. For a fair
comparison, we implement EntMin and BNM in the same
manner as LERM, and present the average classification ac-
curacy of each method in three random experiments. More
experimental details are given in Appendix B.3.

Table 6 lists the results of SHDA tasks. It can be ob-
served that compared to EntMin and BNM, both ERM
and KPG (Gu et al., 2022) exhibit the most notable en-
hancements in performance when combined with LERM.
In particular, the classification accuracy of ERM+LERM
on N—1 is 79.04%, which exceeds ERM, ERM+EntMin,
and ERM+BNM by 11.62%, 10.75%, and 1.46%, respec-
tively. Overall, those results verify that even when handling
heterogeneous samples, the LERM is still effective.

5.2. Analysis

Convergence. We evaluate the convergence of LERM on
the CIFAR-100 dataset for SSL tasks using four labeled
samples per category. In Figure 2, we plot the loss values
of ERM and LERM within ERM and ERM+LERM, along
with the testing accuracy curves for both methods. Several
observations can be drawn from these results. (1) The loss
values of ERM in both methods have experienced notable re-
ductions, as they explicitly minimize the loss value of ERM
in their objective functions. (2) When ERM is equipped
with LERM, the accuracy curve improves by a large mar-
gin, which implies that LERM can effectively improve the
performance of ERM. (3) The loss value of LERM in ERM
+ LERM is significantly lower than that of LERM in ERM,
which is reasonable since ERM does not take LERM into
account. Meanwhile, it is also one important reason for
the previous observations. (4) The loss value of LERM in
ERM + LERM first decreases gradually and then hardly
changes as the number of iterations grows. Also, the accu-
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Table 6. Accuracy (%) comparison on the text-to-text and text-to-image datasets under the SHDA setting. The best performance of each
task is marked in bold and the best performance in each comparison group is underlined. S5 and S10 indicate that there are five and ten

labeled target samples in each category, respectively.

Method E—S5 F—S5 G—S5 1—S5 Average| E—S10 F—S10 G—S10 1—S10 Average | N—I
ERM 60.94 61.03 60.18 6197 61.03 | 6870 6854 68.63 69.06 68.73 |67.42
ERM + EntMin 62.28 61.79 61.96 6197 62.00 | 69.29 69.09 6936 69.78 69.38 |68.29
ERM +BNM 6944 69.10 69.58 69.60 6943 | 73.87 73.67 7394 7357 73776 |77.58
ERM + LERM 69.88 70.24 69.20 69.16 69.62 | 7456 7450 74.21 7424 74.38 |79.04
KPG+ERM 61.12 61.00 61.29 60.87 61.07 | 67.94 67.89 6820 68.16 68.05 |67.71
KPG+BNM 6844 68.86 68.69 68.71 68.67 | 73.53 7376 73.63 73.63 73.64 |79.96
KPG+LERM 69.20 6991 69.77 6998 69.71 | 74.10 7422 74.09 7426 74.17 |80.17
7 80 Table 7. Prediction discriminability comparison on the CIFAR-10
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Figure 2. Comparison between LERM and ERM under the SSL
setting.

racy of ERM + LERM first improves monotonically and
then becomes stable with further iterations. Those trends
collectively imply the convergence of LERM.

Prediction Discriminability. We perform experiments to
analyze the prediction discriminability of LERM and Ent-
Min for the SSL task built on the CIFAR-10 dataset with
four labeled samples per category. Table 7 shows the aver-
age entropy of predicted category distributions of unlabeled
samples for the ERM, ERM+EntMin, and ERM+LERM
methods on the CIFAR-10 dataset. We can observe that
ERM+EntMin and ERM+LERM obtain much lower entropy
values than ERM. Moreover, though ERM+LERM does not
directly minimize the entropy over the predicted category
distributions of unlabeled sample as ERM+EntMin did, it
achieves a comparable entropy value with ERM+EntMin,
which verifies properties (4) and (5) in Theorem 4.1 and
shows that both EntMin and LERM achieve good prediction
discriminability as discussed in Section 4.3.2.

Prediction Diversity. In Appendix C, we conduct experi-
ments to compare the prediction diversity of LERM and Ent-
Min under class-imbalanced scenarios. The results indicate
that, compared to EntMin, LERM can maintain prediction
diversity even in category-imbalanced scenarios.

Parameter Sensitivity and Feature Visualization. We
put the analysis of parameter sensitivity and feature visu-
alization in Appendix D. Those results indicate that the
LERM is not so sensitive to the trade-off hyperparameter

A when its value is near the default setting presented in
Appendix D.1. Moreover, the t-SNE embeddings shown
in Figure 5 demonstrate that LERM effectively aligns dis-
tributions across different domains, resulting in improved
transfer performance.

More Analysis Experiments. Due to the page limit, we
place additional analysis experiments in Appendix E. These
include an efficiency analysis of LERM, an examination
of various losses within LERM, and a performance eval-
uation of LERM under the source-free domain adaptation
setting (Liang et al., 2020). The results demonstrate the
effectiveness of LERM again.

6. Conclusion

In this paper, we propose the LERM to handle label insuffi-
cient scenarios, which can be regarded as an extension of the
ERM to unlabeled samples. Similar to the ERM, the LERM
adopts label encodings as guidance information to supervise
the learning of unlabeled samples. However, different from
the ERM, the LERM first estimates the label encodings by
calculating the prediction means of unlabeled samples and
then reduces the divergence between estimated and ground-
truth label encodings. Thus, the prediction discriminability
and diversity of unlabeled samples are guaranteed. Theoret-
ically, we analyze the properties of the prediction means for
unlabeled samples, and the relationships between LERM
and ERM, as well as between LERM and EntMin. Exper-
iments on several insufficient label scenarios validate the
effectiveness of the LERM. Accordingly, we believe that
the LERM has the potential to serve as an elegant and ef-
fective alternative to EntMin, thereby opening a new door
for tackling unlabeled samples. Thus, applying the LERM
to other label insufficient scenarios, for instance, open-set
setting (Fang et al., 2021), is our future research direction.
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A. Theoretical Analyses
A.1. Proof for Theorem 4.1
(1) The sum of all elements in m}, i.e., 1ng, can be calculated as follows:

o VYY) | X @ (TYY) N T

T
1"m = = =
c T r—— T——
Zi=1 Yie Zi=1 Yi,c Zizl Yic

—1. (12)
(2) Since 0 < g3, < 1,Vj e {1,...,C} Vi€ {1,...,n,}, based on Eq. (4) and the Property (1) in Theorem 4.1, we have
0<my,; <1,Vje{l,...,C}. (13)

(3) Since y;' is the ground-truth label encoding of sample x}', 7. = 1if x}' belongs to category c, else y;'. = 0. Accordingly,
we can calculate the c-th element of m as follows:

Nu  ~u ~Su u
mi = Zi:l yi,cyi,c _ nfc -1 (14)
c,c Znu Su e 7
i=1Yi.c c

where n} is the number of unlabeled samples belonging to category c. Similarly, the k-th (Vk # c) element of m} can be
calculated as follows: Z" o

i1 YieYix 0
=== =—=0,Yk . 15
c,k leul yﬁc nqct # c ( )

Hence, m{ equals e..

(4) Since m¢ = e, for some ¢ € {1,---,C}, we have my . = 1 and m¢, = 0,Vk # c.
T i
u — i=1 Ji,cJi,
Asmyg = S, we have
Ny,
S U =0 (16)
i=1

Since y;'.y;', > 0, we have
UieYix =0, Vk # c. (17)

When y;'. > 0, we have y;';, = 0, Vk # ¢, which implies y;', = 1. When y;'. equals 0, Eq. (17) naturally holds.

By combining the above two cases, Eq. (16) is equivalent to that for some ¢ € {1,--- ,C}andanyi € {1, -+ ,n,},

Uiie =Ly, =0Vk#c=Yy/'=e. or y'.=00<y' <1,Vk#c (18)

Moreover, since m}j’c = 1, we obtain

w i Uelie = —
me = St = 1= ) ()~ ) =0 (19)
Zi:l Yi,c P
Since 0 < 7, < 1,Vi € {1,--- ,ny}, we can get (3*,)* < y'.. To make Eq. (19) hold, we must have (7}'.)* = 7"
which implies that
g}fc:]- or Efc:07V7’€ {]-7 7nu}7 (20)

which is consistent with Eq. (18).

(5) Since m¥ equals e, for any ¢ € {1,--- ,C}, based on Eq. (20), we have
yi.=1 or y' . =0,Vie{l, - ,n,}Vee{l,---,C}. 21

Hence each element in y}* is either O or 1, and because y} denotes the predicted probabilities for C' categories, it is evident
that y}* is a one-hot vector for any i € {1,--- ,n,}.
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A.2. Proof for Theorem 4.2
Here we use the notations defined in Section 4.3.1. Based on Eq. (2), the empirical risk for labeled samples is given by
l
~l c ~l c
Remil £:9) ZZ‘ mz Z/:yl e

clzl i=
l

c
S ole 1 1 ! (22)
€c) = — C£ cy ©c
Z €ec) > ;n (mg, ec)

\%

2=

gl
Se
h

C
Z 62:: mcaec Rlcr(f7 )

where n; denotes the total number of labeled samples, n!. denotes the number of labeled samples in category ¢, and C
denotes the total number of categories. The first mequahty holds because of the convex1ty of the loss function, while the
second inequality holds due to the new assumption - Z _niL(mle) > & Zc 1 £(m!, e.). Moreover, if £(m!, ,e.,)
equals £(m ZCZ , €, ) for any two categories ¢; and 02, the new assumption still holds.

A.3. Proof for Theorem 4.3

Based on Eq. (8), the entropy for unlabeled samples, i.e., Ren:(f, g), is given by

Rent(f7g) = _ni Z yz lnyz
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where n,, denotes the number of unlabeled samples. The first inequality holds because of the convexity of the negative
logarithm function, i.e., —In(-), the second inequality holds due to the assumption - 25:1(2?21 yi)L(mg, e.) >
L3¢ £(m¥ e.), and Eq. (23) holds because In (a(e] ¥¥)) = In(ay¥,) = el In(ay¥), where a is a positive
i

scalar. It is worth mentioning that, if Ziiluy” = & forallc € {1,---,C}, then ;L 2521(2?;1 vr)L(mE e.) =

% 25:1 L(myg,e.).

B. Implementation Details

The experiments on SSL and UDA tasks are conducted on a NVIDIA V100 GPU, and the experiments in SHDA tasks are
conducted on a NVIDIA 3090 GPU.

B.1. SSL

The CIFAR-10 and CIFAR-100 datasets consist of 60,000 images with a resolution of 32x32 pixels, categorized into 10 and
100 categories, respectively. The DTD dataset contains 5,640 textural images in 47 categories. The ImageNet-1K dataset
consists of approximately one million images, distributed across 1,000 categories.

The parameter A in Eq. (9) for SSL tasks is shown in

Table 8, and the parameter p in Eq. (9) is set to 0.1. We Table 8. Parameter \ on SSL tasks.

use mini-batch stochastic gradient descent (SGD) with a Dataset CIFAR-10 CIFAR-100 DTD ImageNet
momentum of 0.9 as the optimizer, and the batch sizes ERM + LERM 01 50 1 2000
of labeled and unlabeled samples are both set to 32 on FlexMatch + LERM 1 50 50 100
the CIFAR-10, CIFAR-100, and DTD datasets and 512 DST + LERM 1 50 10 100

on the ImageNet dataset. Following (Chen et al., 2022),
we use random-resize-crop and RandAugment (Cubuk
et al., 2020) for strong augmentation and random-horizontal-filp for weak augmentation. To ensure a fair comparison, all
methods utilize the same backbone for each dataset. Specifically, we utilize ResNet-18 (He et al., 2016) for the CIFAR-10
dataset, while ResNet-50 (He et al., 2016) is adopted on the CIFAR-100, DTD, and ImageNet datasets. Those backbone
architectures are pretrained on the ImageNet dataset (Deng et al., 2009), except for tasks on the ImageNet dataset, for which
the ResNet-50 backbone is trained from scratch.

B.2. UDA

For the UDA tasks, A in Eq. (10) is shown in Table 9. We Table 9. Parameter A on UDA tasks.

set the batch sizes of both domains to 32. The optimizer Dataset Office-31 Office-Home VisDA ImageNet
is a mini-batch SGD method with a momentum of 0.9 and ERM + LERM 10 10 10 100

a learning rate annealing strategy in (Ganin et al., 2016). CDAN +LERM 0.1 10 1 100

For a fair comparison, we use ResNet-101 pretrained on SDAT + LERM 1 10 0.01 50

ImageNet as the backbone for tasks on the VisDA dataset, and ResNet-50 pretrained on ImageNet as the backbone for tasks
on other datasets.

B.3. SHDA

In the text-to-text scenario, the Multilingual Reuters Collection dataset consists of about 11,000 articles from six categories
written in English (E), French (F), German (G), Italian (I), and Spanish (S). Following (Hsieh et al., 2016; Li et al., 2013; Yao
et al., 2019), we treat S as the target domain and the remaining datasets are used as the source domains. Also, we randomly
pick up 100 labeled articles per category as source samples, while in the target domain, there are randomly selected ! labeled
samples (i.e., I = 5,10) and 500 unlabeled samples in each category. The reduced dimensions of E, F, G, I, and S are 1,131,
1,230, 1,417, 1,041, and 807, respectively. In the text-to-image scenario, eight shared categories from both domains are
chosen. For the source domain, we randomly select 100 texts per category as the labeled samples. As for the target domain,
we randomly single out three images from each category as the labeled samples, and the remaining images are considered as
the unlabeled samples. We extract the 64-dimensional features from the fourth hidden layer of a five-layer neural network as
the text features, and the 4096-dimensional DeC A Fj; features (Donahue et al., 2014) are extracted to represent the images
in the target domain.
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(a) Ground-truth category distribution (b) Predicted category distribution by ERM (c) Predicted category distribution by ERM
+ EntMin + LERM
Figure 3. Empirical evaluation of prediction diversity on the SSL task on CIFAR-10 dataset under the class-imbalanced setting. (a) The
ground-truth category distributions of the labeled and unlabeled samples. (b) The predicted category distribution of the unlabeled samples
by ERM + EntMin. (c) The predicted category distribution of the unlabeled samples by ERM + LERM.

In addition, for the SHDA tasks, we implement g4 (-) and g;(-) in Eq. (11) by using a one-layer fully connected network with
the Leaky ReLLU (Maas et al., 2013) activation function, respectively. Analogously, we adopt a one-layer fully connected
network with the softmax activation function for f(-) in Eq. (11). In addition, following (Yao et al., 2019), we utilize
full-batch gradient descent with the Adam optimizer (Kingma & Ba, 2014) to optimize {f(-), gs(), g+(-)}, and the learning
rate is set to 0.001. We maintain a fixed value of A = 1 and 7 = 0.01 in Eq. (11) for all the experiments.

C. Prediction Diversity Analysis

We conduct experiments to compare the prediction diversity of LERM and EntMin under class-imbalanced scenarios. To
this end, we rebuild the SSL task on the CIFAR-10 dataset into a category-imbalanced setting. Specifically, as shown in
Figure 3(a), we randomly choose 1,000 labeled samples from each category for the first eight categories. As for the last two
categories, we randomly pick 20 labeled samples per category. Also, 1,000 unlabeled samples per category are used for
testing. The experimental results are plotted in Figure 3. As can be seen, compared with ERM + EntMin, ERM + LERM is
less susceptible to the impact of category imbalance. Moreover, the average classification accuracies of ERM + EntMin and
ERM + LERM are 79.47% and 92.97%, respectively. And the average F1 scores of ERM + EntMin and ERM + LERM are
77.09 and 93.27, respectively. Those results indicate that the LERM can effectively preserve prediction diversity even in
category-imbalanced scenarios.

D. Parameter Sensitivity and Feature Visualization
D.1. Parameter Sensitivity

Note that the only hyperparameter introduced by our method is A. We investigate
the parameter sensitivity on the SHDA tasks of E—S5 and N—1. We mainly inves- w1 T [ T T ] 7
tigate the sensitivity of the parameter \ in Eq. (11), as it controls the importance A

of the LERM. Note that when A = 0, ERM + LERM degenerates to the original
ERM. According to the accuracy w.r.t. A shown in Figure 4, in the initial phase
of increasing the value of A, the significant performance improvement indicates T4t
the effectiveness of LERM. As ) increases further, the performance improves and
then saturates around A = 1. After that, the performance decreases gradually with
the increase in the value of A. One possible reason is that, with a large )\, the
model excessively focuses on LERM with unlabeled samples and neglects ERM
on labeled samples. Those results indicate that the LERM is not so sensitive to
A when its value is near the default setting, i.e., A = 1. In summary, the default
setting, i.e., A = 1, can lead to good performance on both tasks, which suggests ol

that this setting is a good choice for A. o o o® o> o® v 4% 2 3 b o
A
Moreover, we further conduct experiments to analyze the sensitivity of A in Figure 4. Parameter sensitivity analysis

ERM+LERM on the CIFAR-100 dataset under the semi-supervised learning set-  on the SHDA tasks of E—S5 and N—1.
ting and the Office-31 dataset under the unsupervised domain adaptation setting,

Accuracy (%)

)
©

o
>
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Table 10. Parameter sensitivity analysis on the CIFAR- Table 11. Parameter sensitivity analysis on the Office-31 dataset under the
100 dataset under the SSL setting. The best perfor- UDA setting. The best performance of each task is marked in bold.
mance of each task is marked in bold.

Dataset | CIFAR-100 A A—-D A—W D—-W W=D D—A W—A Average
#Labelpi”a‘egory 11 41 0 81.15 77.00 96.60 99.00 6398 6401 80.29
Top-1 Top-3 | Top- 001 83.53 8340 97.86 99.60 6234 6230 8151
0%1 %ggg j;?é jgg 0.1 8394 8503 9824 99.60 6333 62.62 82.13
ol 5353 4795 | 4796 1 8896 91.70 98.62 100.00 69.33 69.76 86.40
1 24.88 5091 | 48.98 5 9096 9245 9874 100.00 7199 72.67 87.80
5 29.13  57.98 | 53.20 10 9237 9296 98.74 100.00 72.45 72.81 $88.22
10 31.84 61.24 | 56.23 50 8936 8642 97.61 9839 6834 6731 84.57
50 30.15 61.33 | 60.19 100 89.76 83.02 9723 97.99 6486 6450 82.89
100 2926 61.33 | 58.83

(a) ERM (b) ERM + LERM

Figure 5. t-SNE visualization for the UDA task A—D on the Office-31 dataset. The red and blue circles represent the source and target
features, respectively.

respectively. Specifically, we experiment with a wide range for A and present the results in Tables 10 and 11. According to
the results under the SSL and UDA settings, we can see that as A increases, the performance of ERM + LERM initially
shows a gradual improvement, followed by a slight degradation. On the other hand, ERM + LERM performs well on all the
UDA tasks by taking the default parameter value, i.e., A\ = 10, which indicates X is not so sensitive across various UDA
tasks when A equals 10. All the results once again indicate the LERM is not so sensitive to A when its value is close to
the default setting, i.e., A = 50 for SSL and A = 10 for UDA. Furthermore, it is worth noting that ERM + LERM with all
positive values of A outperforms ERM (i.e., A = 0), showing the effectiveness of our LERM method.

D.2. Feature Visualization

Figure 5 visualizes the t-SNE embeddings (Van der Maaten & Hinton, 2008) of the learned source and target features on
the UDA task of A—D for ERM and ERM + LERM. As can be seen, compared with ERM alone, ERM + LERM can
better align the distributions across domains. The primary reason is that LERM aligns the estimated label encodings of
unlabeled target samples with ground-truth label encodings. Also, ERM minimizes the discrepancy across the predicted
label encodings of labeled source samples and their corresponding ground-truth label encodings. As a result, ERM + LERM
implicitly aligns the distributions of the source and target domains, thereby producing a positive transfer.

E. More Analysis Experiments

E.1. Computational Complexity

In Table 12, we record the average time cost (in seconds) per training epoch over five epochs on the ImageNet dataset under
the semi-supervised learning setting. The observations are summarized as follows: (i) ERM is faster than other methods
since it only utilizes labeled samples for learning; (ii) When integrating LERM into ERM, LERM is slightly faster than both
EntMin and BNM, which implies that LERM is more computationally efficient; and (iii) When integrating LERM into some
semi-supervised methods (e.g., FlexMatch and DST), it imposes a relatively small computational burden when compared
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Table 12. Average time cost (in seconds) per training epoch on the ImageNet dataset under the SSL setting.

Method | Time (s)
ERM 492.92
ERM + EntMin 947.57
ERM + BNM 967.20
ERM + LERM 944 .45
FlexMatch 871.69

FlexMatch + EntMin 918.88
FlexMatch + BNM 930.23
FlexMatch + LERM 876.53

DST 941.06
DST + EntMin 965.72
DST + BNM 976.76
DST + LERM 953.78

with baselines. Overall, all the results demonstrate the efficiency of LERM.

E.2. Loss for LERM

We provide a comparative analysis of the accuracy Table 13. Accuracy (%) comparison of different losses in LERM on
achieved by various losses in the LERM framework on  the CIFAR-10 dataset for SSL. The best performance of each task is
the CIFAR-10 dataset for SSL. As can be seen in Table 13, marked in bold.

LERM with the Lq loss or Lo loss is better than LERM Dataset ‘ CIFAR-10

with KL loss, which implies that KL loss may not be suit-

A - : # Label per category 1 4
able for reducing the dlverge?nce between the estlmatgd Top-1 Top-5 | Top-1
and ground-truth label encodings. One possible reason is
that for each estimated label encoding, the KL loss only KL loss 3523 79.12 | 71.24
forces the probability in the position corresponding to the Ly loss 37.08 8077 | 74.40

L4 loss 38.22 80.82 | 75.57

ground-truth label to become one, but does not constrain
the probabilities in other positions, whereas the L; and
Lo losses do. Moreover, LERM with the L, loss slightly outperforms LERM with the L, loss. One possible reason is
that the L; loss is more robust than the L, loss as the Ly loss is easier to be affected by large values. Consequently, we
empirically choose the L, loss in the implementation of LERM.

E.3. Evaluation on Source-Free Domain Adaptation Tasks

Source-Free Domain Adaptation (SFDA) (Liang et al., 2020) aims to adapt a well-trained model from a source domain
to a related target domain, without requiring access to the source samples during adaptation. To apply the LERM to the
SFDA setting, we finetune the pretrained source model by minimizing the label-encoding risk on unlabeled target samples.
We perform experiments on the VisDA dataset for SFDA. The results are presented in Table 14. Here, the “Source-only”
method refers to testing the pretrained source model in the target domain directly. As can be seen, LERM is still effective
under the SFDA setting, outperforming the source-only method by a large margin. One reason is that LERM is based on a
pretrained source model, which provides a reasonable and non-random initial prediction for unlabeled target samples. Thus,
those results verify the effectiveness of LERM again. Also, we think that LERM may be a promising method for SFDA.

Table 14. Accuracy (%) comparison on the VisDA dataset under the SFDA setting. The best performance of each task is marked in bold.

Method aeroplane bicycle bus car horse knife motor person plant skate train truck Average

Source-only 54.03  17.61 49.08 75.67 60.65 4.34 84.54 20.28 69.69 31.70 80.81 7.91 46.36
LERM 92.92 73.04 80.32 60.19 89.38 94.80 84.70 78.15 79.42 82.16 82.93 52.97 79.25
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