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Abstract—In this paper we propose a new method for docu-
ment image restoration based on Blind Source Separation. The
existing separation methods rely on the general properties of
source images such as independence, sparsity, and non-negativity.
In this work we show that by exploiting some characteristics of
image denoising methods in a play-and-plug scheme, efficient
BSS results could be achieved. In particular, we show that
the use of BM3D and Non-local Means denoising methods as
ingredients in the proposed scheme, which exploits the non-
local properties of the image, leads to better image separation
in terms of convergence rate and perceptual image quality. We
also propose to use the dictionary-learning approach to take the
concept of visual chirality into consideration. Finally, we apply
the proposed scheme to document image restoration problem
and show its advantage through experiments and objective
performance evaluation.

Index Terms—Blind image separation, Document restoration,
Plug-and-play, Image denoising, Dictionary learning

I. INTRODUCTION

Ancient documents often suffer from various physical
degradations over time such as show-through and bleed-
through effect (see Fig. 1 as an example). Show-through is a
front-to-back interference, mainly due to the scanning process
and the transparency of the paper, which causes the text in
the verso side of the document to appear in the recto side
(and vice versa) [1]. Bleed-through is an intrinsic physical
deterioration due to ink seeping and produces an effect similar
to that of show-through [2]. Despite the complex physical
model of the process which depends on some chemical and
physical properties of the paper such as, its porosity, ink
diffusion, the reflectance of the verso, and the spreading of
light in the paper [3]–[8], the signal acquisition process could
be represented through the following model to account for
these effects locally [2] :

x[i] = As[i] + n[i], (1)

where i is the index of the image pixels. s[i] = [sr[i], sv[i]]
T

is the concatenation of the source images in gray-scale where
sr[i] and sv[i] are the recto and verso sides (with a horizontal
flip) of the source images respectively. x[i] = [xr[i], xv[i]]

T

with xr[i] and xv[i] being the observed recto and verso side

images. A ∈ R2×2 is the mixing matrix. n[i] is the additive
white Gaussian noise.

The goal of blind document restoration is to recover the
source images s[i] from the observed image containing recto-
verso mixtures x[i] without knowing the mixing matrix A.
This problem falls in the general framework of Blind Source
Separation (BSS) [9].

Among the classical methods, the Independent Component
Analysis (ICA) [10] could be considered as a BSS solution.
The key idea of ICA is to look for a demixing matrix such
that the estimated source components are as independent as
possible. Despite its relatively good performance, the ICA does
not work if more than one of the sources follow the Gaussian
distribution since ICA-based methods rely on higher-order
statistics [10]. Sparse Component Analysis (SCA) is another
well investigated approach for BSS [11]–[13]. This approach
assumes that the sources are sparse in the spatial or in the
transform domain. The separation problem is then formulated
through an optimization framework and the estimation of the
mixing matrix and the source images are performed simul-
taneously. Compared to ICA, SCA-based methods can deal
with dependent sources [14] and produce better results in the
case of mixtures degraded by additive noise [13]. It is also
important to notice that several works have been dedicated to
exploiting the links between ICA and SCA methods [15]–[17].

Besides the independence and sparsity properties of the
source images, other image representations have also been
investigated for source separation such as Non-negative Matrix
Factorization (NMF) [18] and Canonical Correlation Analysis
(CCA) for document image restoration [2].

For blind image separation (BIS), in the determined sce-
nario 1, the demixing (or the mixing) matrix and the source
images are estimated based on different source image char-
acteristics. In the proposed method, instead of searching for
other image characteristics for blind image separation, we
propose to use the output of image denoising as a part of
the estimation process, to improve the efficiency of the BIS
algorithm. Indeed, extensive research has been carried out on
image denoising over the past three decades, which has led to
highly efficient algorithms [19]–[22]. This is what motivated

1The number of observations equals the number of sources.
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(a) Original sources (b) Mixtures (c) Estimated sources

Fig. 1: From left to the right by pairs: the original sources, the mixed images and the estimated sources images using the
proposed Double Dictionary Learning. See Section IV for implementation details.

us to integrate these algorithms as ingredients in our BIS
approach.

In addition, visual chirality-the notion of objects distinct to
their mirror image, has been recently exploited in a learning
framework [23] to detect whether an image has been horizon-
tally flipped or not. This concept is particularly useful in the
case of old document images, as the verso page appears to
be mirrored, viewed from the recto side because of the bleed-
through and show-through effects.

To the best of our knowledge, this paper introduces for
the first time the non-local image characteristics and chirality
property [23] of document images as key ingredients in blind
image separation scheme and particularly in a very challenging
real-word problem.

The main contributions of the paper are the following:
• A blind source separation framework, that encompasses

several existing denoising methods, is developed and
described in the context of document image restoration.

• The idea of using non-local characteristics of the image
signal in this BIS scheme is proposed for the first time.

• A dictionary learning strategy which improves the sep-
aration by considering the visual chirality of document
images is proposed.

The reminder of this paper is organized as follows. In
Section II, we describe the proposed separation method with
plug-and-play approach. We describe the proposed dictionary
learning strategy in Section III. The performance evaluation
of the proposed method is presented in Section IV. Section
V is dedicated to conclusion and some open problems.

II. PLUG-AND-PLAY APPROACH FOR IMAGE SEPARATION

In the following, we explain the motivation of using plug-
and-play for image separation and describe the proposed
approach.

A. The proposed optimization framework

The ICA methods can be formulated in an optimization
framework [15] as follows:

argmin
W,s

1

2
‖Wx− s‖2F + σP(s) + G(W ), (2)

where W is the demixing matrix. ‖ ·‖F denotes the Frobenius
norm. σ is the hyperparameter used to control the source
penalty term. P(s) is the independence measure for the
sources and G(W ) is the unitary constraint which leads to
source decorrelation through a whitening pre-processing.

For SCA, the separation is usually performed based on the
mixing matrix instead of the demixing matrix as follows:

argmin
A,s

1

2
‖x−As‖2F + σP(s) + G(A), (3)

P(s) is the sparse penalty in the spatial or the transform
domain and G(A) is the unit-norm constraint of the mixing
matrix to regularize the scaling ambiguity between the mixing
matrix and the source images.

The above two formulations are closely related [15], but
have some major differences. The formulation (3) is more
adapted for mixtures degraded with additive noise and can
be easily generalised to under-determined scenario. As we
don’t consider additive noise in this paper, we focus on the
formulation (2). Another reason of such choice is that the
formulation (2) can be easily adapted in the plug-and-play
scheme.

Indeed, this optimization problem in the general form can
be solved with the iterative alternating minimization algo-
rithm [24]. At each iteration, the following sub-problems are
solved in an alternating way until convergence:

argmin
s

1

2
‖Wx− s‖2F + σP(s), (4)

argmin
W

1

2
‖Wx− s‖2F + G(W ). (5)

The sub-problem (4) is directly related to the classical
problem of denoising additive white Gaussian noise. This is
the main idea behind the use of the plug-and-play approach
[25]–[28]. It is worth noticing that the considered denoising
algorithms do not necessarily correspond to any penalty term
in a closed form as in (4). In this paper, we illustrate the sep-
aration results using Total-Variation (TV) minimization [29],
BM3D [21] and Non-local Mean (NLM) [19] denoising ap-
proaches and propose a dictionary learning denoiser [30] based



on the chirality property of document images as the first step
of our algorithm.

In the denoising scheme, the hyper-parameter σ is directly
related to the noise variance. In the plug-and-play scheme, σ
controls the regularization term of the source images which
enforces the desired property on the solution [28] (see Fig. 2
for an illustration). Note that, since we do not consider additive
noise in the mixing model (1), the hyper-parameter in the
proposed framework only serves as a weighting parameter for
the source penalty term P(s). Theoretically, a small σ should
be chosen for noiseless mixtures. However, as evidenced by
the experimental results, an appropriate choice of σ leads to
a rapid convergence towards the expected separation result.

The sub-problem (5) can be solved with the gradient descent
approach with the unitary projection. The proposed algorithm
is summarized as follows where Denoiseσ can be any afore-
mentioned denoising method with a fixed hyper-parameter σ
and U is the unitary projection.

Algorithm 1: Plug-and-play for blind image separation
Whiten the mixture x;
Initialization : W ∈ R2×2, s ∈ R2×I ;
repeat

Update the images with a denoising method:
s← Denoiseσ(s);
Update the mixing matrix by Least-Square

followed by the unitary projection:
W ← U(sxT );

until convergence;

B. Related BIS methods

The proposed framework encompasses several existing
source separation approaches. When the wavelet-based de-
noiser is used, the proposed approach is closely related to
wavelet-based SCA proposed in [13], [31], [32]. When the
TV denoiser is used, the proposed approach is related to the
gradient-based sparsity method [11] and when the dictionary
learning denoiser [30] is used, the proposed approach is
closely related to the method proposed in [33]. It is also
important to mention that the proposed framework is not
limited to the aforementioned denoisers.

III. DICTIONARY LEARNING FOR VISUAL CHIRALITY

The use of BM3D and NLM as ingredients leads to better
separation compared to TV denoiser, as they exploit the non-
local characteristics of images (see IV-D for experimental
results). However, they suffer from computational burden due
to their complexity. In order to solve this problem and further
improve the performance, we propose to use the dictionary
learning denoiser which not only takes the non-local image
characteristics into account, but also considers the chirality of
document images.

For document image restoration from scanned recto-verso
document pages, the two original document images are mixed
with one of them (verso side) naturally horizontally flipped.

It has been shown recently in [23] that text is a strong signal
for high-level visual chirality which is a fundamental property
of images. By predicting whether an image is mirrored or not
using self-supervised learning, they claim that visual chirality
exists in many vision datasets and should be taken into account
when developing real-world vision systems. Classical denois-
ers (TV minimization, BM3D and NLM) are not sensitive
to such image property and we show by experiments that
the chirality property can be well captured by dictionary-
learning. More precisely, two different dictionaries (one for
document images in the readable direction and another for
document images in the unreadable direction) are learned and
the learned dictionaries are used in the denoising step for recto
and verso images respectively. This strategy takes into account
the intrinsic discrepancy of recto and verso images in the BIS
process of document images, thus improves the performance.
It’s important to mention that such learning strategy can be
further improved by discriminative learning process [34], [35]
and will be part of the future work.

For synthesized mixtures, as we suppose that the scanned
recto and verso pages are perfectly aligned, the above process
can be simplified by using only one dictionary. The dictionary
is first learned from a dataset of document images where all the
images are in the readable direction. The learned dictionary
is then used as the denoiser for the estimated recto image.
For the verso image, the image is horizontally flipped into the
readable direction before the denoising process using the same
dictionary. We refer to this approach as the Double Dictionary
Learning. Compared to classic denoisers, this method benefits
from the learning paradigm and the chirality property of
document images. For comparison purposes, to negate the
advantages of the learning approach and to emphasize the
benefits of chirality property, we also develop an ablation
method where such flipping is not applied. We refer to this
approach as Single Dictionary Learning which is used as a
baseline.

IV. PERFORMANCE EVALUATION OF THE PROPOSED
METHOD

In this section, the performance of the proposed source
separation framework is evaluated. We first consider vari-
ous mixing scenarios by using the algorithm with different
parameters. We then focus on the old document restoration
application.

A. Experimental setup

In this preliminary study, the experiments are performed
with synthesized image mixtures. In total, we use 30 gray-
scale old document images of size 256×256 (15 sets of image
pairs) from the data set available in [36]. The image sources
are mixed using a 2×2 rotation mixing matrix according to the
model (1). We don’t add any noise to the observations. For
the separation, the Principle Component Analysis (PCA) is
performed to whiten the mixtures and the proposed separation
algorithm is initialized with the whitened mixtures. We set the
stopping criteria as ‖s(k+1)−s(k)‖2F < 10−8 where s(k) is the



Fig. 2: The results of BM3D denoising on the original recto image in Fig. 1 with different σ values. From left to right:
σ = 2× 10−2, 8× 10−3, 5× 10−3. As a denoiser, BM3D is capable of regularising document images with adapted σ value
(5× 10−3 in this case). Note that high σ value results in an over-smoothing of the image leading thus to loss of fine details.

estimated source image at the k-th iteration. We also limit the
maximum number of iterations to 100.

To better analyze the performance of the source separation
algorithm, we evaluate both the estimated source images and
the estimated demixing matrix. More precisely, we use the
Structural Similarity Index Measure (SSIM) [37] to evaluate
the perceptual closeness of the estimated images to the original
ones. This measure takes values between 0 and 1 and higher
SSIM indicates a better performance. Note that for all the
experiment, we show the mean value of the SSIM of the
two estimated recto and verso source images. To evaluate the
demixing matrix, we consider the following Diagonal Ratio
(DR):

DR(Ŵ ) =

∑
|[ŴA]off|∑
|[ŴA]diag|

, (6)

where Ŵ is the estimated demixing matrix and [ŴA]off and
[ŴA]diag are the off-diagonal and diagonal element of the
matrix ŴA, respectively. This measure takes values between
0 and 1 and a lower value indicates a better separation result.

B. Source Separation Performance - the role of the hyper-
parameter σ

Here we briefly study the effect of both the denoiser and
the hyper-parameter on the performance of the proposed BIS
scheme. The hyper-parameter σ used in the Algorithm 1 is a
key weighting parameter that controls the impact of the source
penalty term on the result. We show the results of using BM3D
and TV as the denoiser and use a rotation mixing matrix with
an angle θ = 30◦. Fig. 3 depicts the separation evaluations as
a function of the number of iterations.

One can remark that the choice of σ affects the performance
of the algorithm significantly. For TV denoiser, with σ = 0.3×
10−2 a convergence is attained in 25 iterations whereas for
σ = 0.3× 10−3, 35 additional iterations are needed. For both
denoisers, a too-large σ leads to unacceptable results. These
observations are coherent with the claim in Section II-A that
a small value of σ is expected for noiseless scenarios. It also
validates the claim in [28] that a too-small σ leads to slow
convergence. Similar behavior is observed with NLM which
is not shown here due to the limited space.

In the following, we use the σ value corresponding to the
optimal performance of the considered denoisers.

C. Separation performance evaluation - the role of mixing
matrix

In the determined scenario, the linear mixing process can
be seen as a rotation of the two sources. Indeed, with the
whitening pre-processing, the mixing matrix can be reduced
into a rotation matrix as follows:(

cos θ − sin θ
sin θ cos θ

)
, (7)

where θ is the rotation angle. Note that a large rotation
angle indicates a hard-to-separate mixture. Here, we test the
proposed approach with TV and Double Dictionary denoiser
for different mixing conditions, i.e. with different θ. More
precisely, we consider 0◦ ≤ θ ≤ 45◦. Note that testing the
proposed approach with a θ outside this range does not provide
any additional information due to trigonometric properties.
Fig. 4 illustrates the separation results as a function of the
number of iterations.

As expected, for large θ, more iterations are needed to
reach the convergence for the considered denoisers. It is also
interesting to notice the difference between the mean SSIM
for different mixing conditions which is consistent with the
expectation that higher θ yields hard-to-separate mixtures.
Such difference is not visible in terms of Diagonal Ratio (DR)
and this shows that the mean SSIM is a more sensitive measure
and illustrates the importance of using multiple evaluation
methods.

D. Separation performance evaluation - the role of the de-
noisers

The performance of the proposed plug-and-play BIS using
different denoising techniques as ingredients is evaluated on
ancient document images with the optimized hyper-parameter
σ. The mixture images are synthesized by using the rotation
matrix with θ = 45◦ corresponding to the hardest-to-separate
mixture. We deliberately choose this condition to test the limit
of the proposed approach. For dictionary learning denoiser
(Double Dictionary and Single Dictionary), the dictionary is
learned from a document image data set filtered by BM3D



0 20 40 60 80 100

Iterations

0.4

0.5

0.6

0.7

0.8

0.9

1.0
M

ea
n

S
S

IM

0 20 40 60 80 100

Iterations

0.0

0.2

0.4

0.6

D
ia

go
na

l
R

at
io

σ = 0.0003

σ = 0.003

σ = 0.03

σ = 0.3

0 20 40 60 80 100

Iterations

0.4

0.6

0.8

1.0

M
ea

n
S

S
IM

0 20 40 60 80 100

Iterations

0.0

0.2

0.4

0.6

0.8

1.0

D
ia

go
na

l
R

at
io

σ = 0.0003

σ = 0.003

σ = 0.03

σ = 0.3

Fig. 3: Mean SSIM and Diagonal Ratio (DR) for TV [29] (two leftmost) and BM3D [21] (two rightmost) denoising approach
using different σ.
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Fig. 4: Mean SSIM and Diagonal Ratio (DR) for Double Dictionary Learning (two leftmost) and TV denoising [29] (two
rightmost) methods using different θ.

denoiser with σ = 5 × 10−3, and we then perform the
separation based on the learned dictionary as described in
Section III. Fig. 5 depicts the performance of the proposed
method. In this scenario, ICA method does not perform well 2.

It can be noticed that Double Dictionary Learning and the
NLM approach are clearly the two methods that yield the best
results in terms of convergence rate. However, NLM denoising
takes a considerable amount of time compared to Double
Dictionary Learning, making the latter preferable in terms of
practical use. Moreover, Double Dictionary Learning performs
better than Single Dictionary Learning, emphasizing the ad-
vantage of exploiting visual chirality property of document
images for the design of BIS scheme.

Fig. 1 illustrates an example of the process through the re-
sults obtained with the optimal hyper-parameter using Double
Dictionary Learning for document images.

V. CONCLUSION AND FUTURE WORK

In this paper, we demonstrated that the blind image sep-
aration problem could be addressed in an efficient way by
incorporating in the source estimation scheme some of the
existing image denoising methods. Indeed, through this study,
it has been shown that the use of TV minimization, BM3D,
and NLM denoisers as ingredients in the BIS scheme leads
to promising results in the context of old document images.
Moreover, we demonstrated that thanks to the visual chirality
property, satisfied in the case of document images and ex-
ploited through the dictionary learning approach, a substantial

2Mean SSIM ≤ 0.89× 10−3. More results with ICA can be found on our
GitHub page https://github.com/ffc28/ImageSeparationL2TI
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Fig. 5: Separation performance of the proposed plug-and-play
framework with TV [29], NLM [19], BM3D [21] and the
proposed Single and Double dictionary learning.

computational time saving is achieved while improving the
perceptual quality of the estimated image sources. This first
work could be considered as a first step to put forward the
proposed strategy to deal with various challenging problems
related to the multidimensional signal separation context.

As for future work, we will extend this framework to color
images and multi-spectral images. Discriminative learning
process will also be considered to improve the separation. Fur-
thermore, besides the experiments on simulated mixtures from
real images, the next step would be to use real old document
images containing specific mixtures corresponding to show-
through and bleed-through degradation. Another challenging
future work is to develop performance evaluation metrics for
perceptual image quality assessment dedicated to BIS.
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