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GENERATIVE BLOCKS WORLD:
MOVING THINGS AROUND IN PICTURES
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Source Image Move cat left Move cat right Camera zoom in Scale up cat’s head

Figure 1: Generative Blocks World. Given an input image (bottom left), we extract a set of 3D
convex primitives (top left) that provide an editable and controllable representation of the scene.
These primitives are used to generate new images that respect geometry, texture, and the text prompt.
The first column shows the original input and its primitive decomposition. Subsequent columns
show sequential edits: translating the cat to the left (second column), translating it to the right (third
column), moving the yarn in front of the cat and shifting the camera toward the scene center (fourth
column), and scaling up the cat’s head (burgundy primitive; fifth column). Our method enables 3D-
aware semantic image editing through intuitive manipulation of these learned primitives.

ABSTRACT

We describe Generative Blocks World to interact with the scene of a generated im-
age by manipulating simple geometric abstractions. Our method represents scenes
as assemblies of convex 3D primitives, and the same scene can be represented by
different numbers of primitives, allowing an editor to move either whole struc-
tures or small details. Once the scene geometry has been edited, the image is
generated by a flow-based method, which is conditioned on depth and a texture
hint. Our texture hint takes into account the modified 3D primitives, exceeding
the texture-consistency provided by existing techniques. These texture hints (a)
allow accurate object and camera moves and (b) preserve the identity of objects.
Our experiments demonstrate that our approach outperforms prior works in visual
fidelity, editability, and compositional generalization. Code will be released.

1 INTRODUCTION

There is a rich literature treating editing real and generated images using various image-centered
interfaces like dragging features. Interaction paradigms that exploit explicit representations of 3D
are much less common. This paper describes an image editor built on a full 3D interaction paradigm,
using a representation that is both compact and accurate – a generative blocks world.

Any scene representation that supports a camera move has some form of 3D representation. An
explicit 3D representation helps, Fig 1. Explicit 3D representations have other important advantages.
First, they offer shape constancy. When an object is moved across a perspective view, it is seen
from a new aspect because the location of the focal point moves in object coordinates. This means
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that (a) the shape of the object may change, with a change that depends on the field of view of the
camera and the shape of the object (e.g. alien head in Fig 7) and (b) some surface markings will
become visible or invisible (e.g. bar code on soda can, Fig 3). When an object is moved toward
or away from the camera, its image should expand or shrink (e.g. cat, Fig 1). If an editor does not
preserve these properties correctly, the viewer may conclude that the shape or size of the object has
changed. A properly constructed 3D representation will prevent this. Second, they offer contact
consistency. A user who moves (say) a tin on a table generally expects the tin to remain in contact
with the table. An explicit 3D representation allows the user to manage whether it does or not
(e.g. dog in Fig 7; soda can, Fig 3). Third, they offer shape completion. Objects have backs that
are not visible, but may have an effect when another object is moved in a scene. An explicit 3D
representation can capture this effect.

It has been hard to build a 3D representation that: (a) represents the scene accurately enough that
edited images are realistic and (b) is compact enough to support interactions. This paper uses mod-
ern fitting methods to represent scenes as small assemblies of meaningful parts or primitives (cf.
Blocks World Roberts (1963) or geons Biederman (1987)). We call our method Generative Blocks
World, though our learned primitives are richer than cuboids. Our method yields assemblies by
decomposing an input image into a sparse set of convex polytopes (Vavilala et al., 2025a) that ap-
proximate the scene’s depth map well enough to enable view-consistent texture projection. Further,
our primitives respect object boundaries rather well. A user can reach into the primitive representa-
tion and move a primitive, with predictable results. Our highly reduced scene representations yield
hints as to the appearance of the final image. These hints, together with the primitive depth map, are
inputs to an off-the-shelf depth conditioned image generator, which renders very accurate images.

Good primitive decompositions have very attractive properties. They are selectable: individual
primitives can be intuitively selected and manipulated (Fig. 1). They are object-linked: a segmen-
tation by primitives is close to a segmentation by objects, meaning an editor is often able to move
an object or part by moving a primitive (Figs 1; 3; 4). They are accurate: the depth map from a
properly constructed primitive representation can be very close to the original depth map (Fig 3.1),
which means primitives can be used to build texture hints (Section 3.2) that support accurate cam-
era moves (Figs 2; 5). They have variable scale: one can represent the same scene with different
numbers of primitives, allowing an editor to adjust big or small effects (Figs 7; 10; 13).

Contributions:

• We describe a pipeline that fuses convex primitive abstractions with a SOTA flow-based
generator to yield a natural 3D interaction paradigm for image editing. Our pipeline uses a
natural texture-hint procedure that supports accurate camera moves and edits at the object-
level, while preserving identity.

• We provide extensive evaluation demonstrating superior geometric control, texture reten-
tion, and edit flexibility relative to recent state-of-the-art baselines.

2 RELATED WORK

Primitive Decomposition: Early vision and graphics pursued parsimonious part-based descriptions,
from Roberts’ Blocks World Roberts (1963) and Binford’s generalized cylinders Binford (1971) to
Biederman’s geons Biederman (1987). Efforts to apply similar reasoning to real-world imagery
have been periodically revisited Gupta et al. (2010); Monnier et al. (2023); Bhattad et al. (2025)
from various contexts and applications. Modern neural models revive this idea: BSP-Net Chen
et al. (2020), CSG-Net Sharma et al. (2018), and CVXNet Deng et al. (2020) represent shapes
as unions of convex polytopes, while Neural Parts Tulsiani et al. (2017), SPD Zou et al. (2018),
and subsequent works Liu et al. (2022) learn adaptive primitive sets. Recent systems extend from
objects to scenes: Convex Decomposition of Indoor Scenes (CDIS) Vavilala & Forsyth (2023) and
its ensembling/Boolean refinement Vavilala et al. (2025a) fit CVXNet-like polytopes to RGB-D
images, using a hybrid strategy. CubeDiff Kalischek et al. (2025) fits panoramas inside cuboids. Our
work leverages CDIS as the backbone, but (i) improves robustness to in-the-wild depth/pose noise
and (ii) couples the primitives to a Rectified Flow (RF) renderer, enabling controllable synthesis
rather than analysis alone.
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Conditioned Image Synthesis: Layout-to-image translation was pioneered in GANs Isola et al.
(2017); Zhu et al. (2017); Park et al. (2019) and is now dominated by diffusion models such as
Stable Diffusion Rombach et al. (2022), ControlNet Zhang et al. (2023), and T2I-Adapter Mou
et al. (2024). These models can compose multiple spatial controls (Vavilala et al., 2024), perform
color edits (Vavilala et al., 2025b) and relight scenes Xing et al. (2025). We utilize a pretrained
depth-conditional FLUX model, conditioning it on depth maps derived from our 3D primitives.

Point-Based Interactive Manipulation: Methods like DragGAN (Pan et al., 2023) and its
diffusion-based successors (Shi et al., 2024; Mou et al., 2023; Cui et al., 2024; Pandey et al., 2024)
offer intuitive 2D control by dragging handle points. Some approaches extend this to 3D using
NeRFs for multi-view consistency Guang et al. (2025) or leverage self-guidance for layout con-
trol (Epstein et al., 2023). Our work differs fundamentally by operating on selectable and editable
3D primitives, not 2D points or lines. This enables multi-resolution control and allows for camera
movement while handling perspective, occlusion, and texture.

Object-Level and Scene-Level Editing: Many recent works embed 3D priors for editing, though
often focusing on single objects Gu et al. (2022); Wang et al. (2023); Poole et al. (2023); Tang
et al. (2023); Cheng et al. (2025) or using language to guide transformations Michel et al. (2023).
Our Generative Blocks World generalizes to complex edits not easily described by text. Another
paradigm, seen in Image Sculpting Yenphraphai et al. (2024) and OMG3D Zhao et al. (2025), recon-
structs an explicit 3D mesh for manipulation before re-rendering. While precise, these multi-stage
pipelines can be bottlenecked by reconstruction quality. Our method provides a more streamlined
approach by operating on abstract primitives, achieving strong geometric control without the com-
plexity of direct mesh manipulation.

Primitive-Based Scene Authoring: LooseControl (Bhat et al., 2024) enables control via box-like
primitives by fine-tuning a diffusion model with LoRA weights. This training is necessary to bridge
the domain gap between its coarse primitive-based depth and standard depth maps (Yang et al.,
2024). In contrast, our underlying primitive representation is accurate enough to require no fine-
tuning. Furthermore, by abstracting objects into single, monolithic boxes, LooseControl is limited to
holistic transformations and cannot perform part-level edits. Our method uses structured geometry,
decomposing objects into multiple convex polytopes at variable levels of detail for more granular
control. A more recent work, Build-A-Scene (Eldesokey & Wonka, 2025), uses a similar pipeline
to LooseControl and thus inherits its limitations. Our approach differs by: (i) decomposing objects
into multiple convex polytopes for finer control, (ii) supporting camera movement, and (iii) allowing
novel scenes to be authored from scratch via primitive assembly.

Table 1: Related work comparison summary. While all methods can move objects, ours is the only
one that uses 3D primitives (at varying density) in a training and optimization-free pipeline, while
also supporting scene-level camera moves. Previous drag-based works use 2D arrows in pixel space
to prompt the edit (combined with spatial masks); in contrast, our approach is prompted via selecting
and moving 3D primitives. Loose Control is the closest approach to ours that uses 3D boxes, but it
requires training and cannot support detailed, variable-density primitives. Here, Variable LoD refers
to support for variable primitive count, to enable both coarse and fine edits. Note that while our
image generation process is training-free, our primitives are learned.

Method Interaction Training-free Move Objects Variable LoD Camera Move

Diff. Self-Guid. Epstein et al. (2023) 2D guidance ✓ ✓ ✗ ✗

Diffusion Handles Pandey et al. (2024) 3D handles ✓ ✓ ✗ ✗

Edit. Image Elements Mu et al. (2024) 2D elements ✗ ✓ ✗ ✗

DragDiffusion Shi et al. (2024) 2D points ✗ ✓ ✗ ✗

GoodDrag Zhang et al. (2025) 2D points ✓ ✓ ✗ ✗

FlowDrag Koo et al. (2025) 2D points ✓ ✓ ✗ ✗

DragIn3D Guang et al. (2025) 3D points ✗ ✓ ✓ ✗

LooseControl Bhat et al. (2024) 3D boxes ✗ ✓ ✗ ✓
Ours 3D primitives ✓ ✓ ✓ ✓

3 METHOD

Generative Blocks World generates realistic images conditioned on a parsimonious and editable geo-
metric representation of a scene: a set of convex primitives. The process consists of four main stages

3
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Figure 2: Pipeline Overview. Top left: We use convex decomposition models Vavilala et al. (2025a)
to extract primitives from an input image at multiple scales. Bottom: Users can manipulate these
primitives and the camera to define a new scene layout. We render the modified primitives into a
depth map and generate a texture hint image. These serve as inputs to a pretrained depth-to-image
model Labs (2024), which requires no fine-tuning (Top right). The generated image respects the
modified geometry, preserves texture where possible, and remains aligned with the text prompt.

(Fig. 2): (i) primitive extraction from any image via convex decomposition (Sec. 3.1), (ii) generating
an image conditioned on the primitives (and text prompt), (iii) user edits the primitives and/or cam-
era, and (iv) generates a new image conditioned on the updated primitives, while preserving texture
from the source image (Sec. 3.3). We describe each component in detail below.

3.1 CONVEX DECOMPOSITION FOR PRIMITIVE EXTRACTION

Our primitive vocabulary is blended 3D convex polytopes as described in Deng et al. (2020).
CVXnet represents the union of convex polytopes using indicator functions O(x) → [0, 1] that
identify whether a query point x ∈ R3 is inside or outside the shape. Each convex polytope is
defined by a collection of half-planes.

A half-plane Hh(x) = nh ·x+dh provides the signed distance from point x to the h-th plane, where
nh is the normal vector and dh is the offset parameter.

While the signed distance function (SDF) of any convex object can be computed as the maximum
of the SDFs of its constituent planes, CVXnet uses a differentiable approximation. To facilitate
gradient learning, instead of the hard maximum, the smooth LogSumExp function is employed to
define the approximate SDF, Φ(x):

Φ(x) = LogSumExp{δHh(x)}
The signed distance function is then converted to an indicator function C : R3 → [0, 1] using:
C(x|β) = Sigmoid(−σΦ(x)).
The collection of hyperplane parameters for a primitive is denoted as h = {(nh, dh)}, and the
overall set of parameters for a convex as β = [h, σ]. While σ is treated as a hyperparameter, the re-
maining parameters are learnable. The parameter δ controls the smoothness of the generated convex
polytope, while σ controls the sharpness of the indicator function transition. The soft classification
boundary created by the sigmoid function facilitates training through differentiable optimization.
For our primitive model we use ResNet-18 Encoder Eθ followed by 3 fully-connected layers that
decode into the parameters of the primitives Dθ. While the model is lightweight, the SOTA of
primitive prediction requires a different trained model for each primitive count K.

Recent work has adapted primitive decomposition to real-world scenes (as opposed to well-defined,
isolated objects, such as those in ShapeNet Vavilala & Forsyth (2023)). These methods combine
neural prediction with post-training refinement: an encoder-decoder network predicts an initial set
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Figure 3: Editable Primitives as a Structured Depth Prior for Generative Models. Our method
uses 3D convex primitives as an editable intermediate representation from which depth maps are
derived. These depth maps (shown as insets in the top row) are used to condition a pretrained
depth-to-image generative model. The top row shows primitive configurations after sequential ed-
its—translation, scaling, deletion, and camera motion—alongside their corresponding derived depth
maps. The bottom row shows the resulting synthesized images. Unlike direct depth editing, which
is unintuitive and underconstrained, manipulating primitives offers a structured, interpretable, and
geometry-aware interface for controllable image generation.

of convex polytopes, which is followed by gradient-based optimization to align the primitives closely
to observed geometry. This approach is viable because the primary supervision for primitive fitting
is a depth map (with heuristics that create 3D samples, and auxiliary losses to avoid degenerate
solutions). Note that ground truth primitive parameters are not available (as they could be in many
other computer vision settings e.g., segmentation Kirillov et al. (2023)). This is why the losses
encourage the primitives to classify points near the depth map boundary correctly instead of directly
predicting the parameters.

Rendering the primitives. We condition the RF model on the primitive representation via a depth
map, obtained by ray-marching the SDF from the original viewpoint of the scene. Depth condition-
ing abstracts away potential ‘chatter‘ in the primitive representation from e.g. over-segmentation,
while simultaneously yielding flexibility in fine details (depth maps typically lack pixel-level high-
frequency details). Depth-conditioned image synthesis models are well-established e.g. Zhang et al.
(2023). Because it’s hard to edit a depth map, but easy to edit 3D primitives, our work adds a
new level of control to the existing image synthesis models. As we establish quantitatively in Ta-
ble 3, our primitive generator is extremely accurate, and our evaluations show that we get very tight
control over the synthesized image via our primitives. This means that whatever domain gap there is
between depth from primitives and depth from SOTA depth estimation networks is not significant.

Scaling to in-the-wild scenes. We collect 1.8M images from LAION to train our primitive predic-
tion models. To obtain ground truth depth supervision, we use DepthAnythingv2 Yang et al. (2024).
We lift the depth map to a 3D point cloud using the pinhole camera model.

3.2 DEPTH-CONDITIONED INPAINTING IN RECTIFIED FLOW TRANSFORMERS

Adding Spatial Conditions. We build upon the state-of-the-art Flux, a rectified flow model Esser
et al. (2024); Labs (2024). Older ControlNet implementations Zhang et al. (2023) train an auxil-
iary encoder that adds information to decoder layers of a base frozen U-Net. Newer implemen-
tations, including models supplied by the Black Forest Labs developers, concatenate the latent xt

and condition (e.g., depth map) c as an input to the network, yielding tighter control. FLUX.1
Depth [dev] re-trains the RF model with the added conditioning; FLUX.1 Depth [dev]
LoRA trains LoRA layers on top of a frozen base RF model. Both options give tight control and
work well with our primitives, though LoRA exposes an added parameter loraweight ∈ [0, 1] tuning
how tightly the depth map should influence synthesis. This is helpful when the primitive abstraction
is too coarse relative to the geometric complexity of the desired scene (see Fig. 12).
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OursDrag Diffusion Move primitivesDrag pointsSource image Source primitives

Figure 4: Comparison with Drag Diffusion (Shi et al., 2024). First row: Given a scene (first col-
umn), we attempt to reposition objects using a recent point-based image editing method by drawing
drag handles (second column). However, drag points are ambiguous: it is unclear whether the in-
tended operation is translation or scaling. As a result, the output lacks geometric consistency (third
column). E.g., the clock changes shape, and pushing it deeper into the scene fails to reduce its size
appropriately; fine details on the can are lost. In contrast, Generative Blocks World infers 3D primi-
tives (fourth column) that can be explicitly manipulated (fifth column), producing a plausible image
that respects object geometry, scale, positioning, and texture (last column). We also compare with
proprietary models in supplement. Second row Drag Diffusion requires many arrows to place the
objects. Notice how they are still not precisely where we want them, and there are shape and color
mismatches on the rendered watermelon and potato. Our result respects both texture and geometry.

Role of Hint and Mask. A core contribution of this work is an algorithm to generate a “hint” image
to guide the image generation process, as well as a confidence mask (see Sec 3.3). The hint and
mask influence the generation within timesteps tend ≤ t ≤ tstart, which are hyperparameters. The
mask m ∈ [0, 1] specifies regions where the hint should guide the output. The hint is encoded into
latents xhint via the VAE. During denoising, the latents are updated as xt = (1−m) ·xhint,t+m ·xt,
where xhint,t is the noised hint latent at timestep t: xhint,t = SchedulerScaleNoise(xhint, t, ϵ). Thus,
the hint image is noised to match the current timestep’s noise level before incorporation, ensuring
consistency with the denoising process. Outside [tend, tstart], the hint and mask are ignored.

3.3 TEXTURE HINT GENERATION FOR CAMERA AND OBJECT EDITS

A number of methods have been proposed to preserve texture/object identity upon editing an image.
A common and simple technique is to copy the keys and values from a style image into the newly
generated image (dubbed “style preserving edits”). For older U-Net-based systems, this is done in
the bottleneck layers Bhat et al. (2024). For newer DiTs, this is done at selected “vital” layers Avra-
hami et al. (2025). In our testing, key-value copying methods are insufficient for camera/primitive
moves (see Fig. 6). Further, because of our primitives, we have a geometric representation of the
scene. Here we demonstrate a routine to obtain a source “hint” image xhint as well as a confidence
mask m that can be incorporated in the diffusion process. The hint image is a rough approxima-
tion of what the synthesized image should look like using known spatial correspondences between
primitives in the first view and the second. The confidence mask indicates where we can and cannot
trust the hint, commonly occurring near depth discontinuities. We rely on the diffusion machinery
to essentially clean up the hint, filling gaps and refining blurry projected textures so it looks like a
real image. The result of our process is an image that respects the text prompt, source texture, and
newly edited primitives/camera.

Creating point cloud correspondences We develop a method that accepts point clouds at the
ray-primitive intersection points, a convex map integer array indicating which primitive was hit at
each pixel, a list of per-primitive transforms (such as scale, rotate, translate), and a hyperparameter
max distance for discarding correspondences. This procedure also robustly handles camera moves
because the input point clouds are representations of the same scene in world space.

Creating a texture hint Given a correspondence map of each 3D point in the new view relative to
the original view, we can apply this correspondence to generate a hint image that essentially projects
pixels in the old view onto the new view. This is the xhint supplied to the image generation model,
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Figure 5: Comparison with LooseControl Bhat et al. (2024). Existing work struggles with camera
moves. Four scenes (left side of each pair), synthesized from the depth maps shown. In each case,
the camera is moved to the right (right side of each pair), and the image is resynthesized. Note how,
for LooseControl, the number of apples changes (first pair); the level of water in the glass changes
and there is an extra ice cube (second pair); the duck changes (third pair); and an extra rock appears
(fourth pair). In each case, our method shows the same scene from a different view, because the
texture hint image is derived from the underlying geometry, and strongly constrains any change.

Source Primitives Modified PrimitivesSource Image No Texture StableFlow Ours Ours (+StableFlow)

Figure 6: Projection-Based Texture Hints Preserve Object Identity After Edits. This figure
compares our projection-based texture hints against StableFlow Avrahami et al. (2025), which uses
vital-layer key-value injection. First two columns: input primitives and image. Third: edited
primitives. Fourth: synthesis from original depth, revealing consistent geometry but altered texture.
Fifth: StableFlow’s approach often changes texture or object identity. Sixth: our projection-based
hints maintain texture fidelity despite edits. Seventh: combining both approaches sometimes im-
proves fine detail recovery (e.g., the treasure chest).

taking into account both camera moves and primitive edits like rotation, translation, and scaling.
The point cloud correspondence ensures that if a primitive moves, its texture moves with it. In
practice, this hint is essential for good texture preservation (see Fig. 6). Correspondence and hint
generation take about 1-2 seconds per image; 30 denoising steps of FLUX at 512 resolution take
about 3 seconds on an H100 GPU.

3.4 EVALUATION

We seek error metrics to establish (1) geometric consistency between the primitives requested vs.
the image that was synthesized and (2) texture consistency between the source and edited image. For
(1) we compute the AbsRel between the depth map supplied to the depth-to-image model (obtained
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“Red, green, and blue couches” “Zen s#ne arrangement”“Bu$er, ice cream, and mochi” “Pencil case, paper ba%, globe paperweight”Source Primitives

 Modified Primitives

Depth from Primitives Confidence Mask

Hint imageDepth from new Primitives Edited result Edited result Edited result Edited result

(a) K = 6 parts.
“A cu" dog” “Backyard $rniture” “Alien woodshed”“Happy penguin”Source Primitives

 Modified Primitives

Depth from Primitives Confidence Mask

Hint imageDepth from new Primitives Edited result Edited result Edited resultEdited result

(b) K = 8 parts.

Figure 7: Applying same primitive edit for different text prompts at coarse scale (K ∈ {6, 8}
parts). First row in each subplot contains source primitives and depth (first two columns); the con-
fidence mask for hint generation, followed by four source RGB images. Second row shows the
modified primitives and depth, followed by the hint image xhint, followed by the four correspond-
ing edited images. At coarse scales, moving a primitive can move a lot of texture at once. Observe
how our hint generation procedure automatically yields confidence masks and hints, assigning low
confidence to boundaries of primitives that moved (e.g., the dog’s hair) and reveals holes when mov-
ing objects. The image model cleans up the low-confidence regions and even handles blurry/aliased
texture in the hint when tend > 0, meaning that the hint is not used for some denoising steps.

by rendering the primitives) and the estimated depth of the synthesized image (we use the hypersim
metric depth module from Yang et al. (2024) to get linear depth). Consistent with standard practice
in depth estimation, we use least squares to fit scale and shift parameters onto the depth from RGB
(letting the primitive depth supplied to the DM be GT).

To evaluate texture consistency, we apply ideas from the novel view synthesis literature and our
existing point cloud correspondence pipeline. Given the source RGB image and the synthesized
RGB image (conditioned on the texture hint), we warp the second image back into the first image’s
frame using our point cloud correspondence algorithm. If we were to synthesize an image in the
first render’s viewpoint using the second render, this is the texture hint we would use. In error met-
ric calculation, the first RGB image is considered ground truth, the warped RGB image from the
edited synthesized image is the prediction, and the confidence mask filters out pixels that are not
visible in view 1, given view 2. This evaluation procedure falls in the category of cycle consis-
tency/photometric losses that estimate reprojection error Fang et al. (2024); Jeong et al. (2024); Li
et al. (2025); Qin et al. (2025).

4 RESULTS

Fig. 4 shows how users can manipulate depth map inputs to depth-to-image synthesizers; Fig 5
shows camera moves. We have precise control over synthesized geometry while respecting texture.
The evaluation in Table 2, demonstrates we hit both goals conclusively. Existing texture preserva-
tion based on key-value transfer do not preserve details very well, only high-level semantics and
style. We ablate the advantage of our texture preservation approach in Fig. 6. When there are few

8
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Table 2: Comparison of image reconstruction and generation metrics between our method and
LooseControl. AbsRelsrc and AbsReldst are absolute relative errors evaluating how well the gener-
ated images adhere to the requested primitive geometry (source and modified, respectively). PSNR
and SSIM are evaluated by reprojecting the second synthesized image back to the original camera
viewpoint (see Sec 3.4) and measuring texture consistency with the source. Observe how our proce-
dure simultaneously offers tight geometric adherence to the primitives while preserving the source
texture. Results obtained by averaging 48 test images with random camera moves. Because Bhat
et al. (2024) does not offer primitive extraction code, we supply our own primitives to both methods
for evaluation. We use K = 10 parts for this evaluation.

Method AbsRelsrc ↓ AbsReldst ↓ PSNR ↑ SSIM ↑
Ours 0.072 0.076 18.7 0.874
LooseControl Bhat et al. (2024) 0.143 0.146 6.65 0.670

Source Primitives Modified PrimitivesSource Image Edited Image

Source Image K=4 K=8 K=24

Source Primitives Modified PrimitivesSource Image Edited Image

Figure 8: Failure cases. Top: Illumination mis-
alignments. Our pixel-space texture hints fail to
model lighting (e.g., reflections, shadows) out-
side primitive boundaries. Consequently, mov-
ing an object like the bread stack does not update
its static reflection. Middle: Poor decomposi-
tion. In cluttered scenes or near image edges,
sparse depth can cause primitive fitting to fail,
incorrectly merging adjacent objects (bottle and
paper towel) and resulting in poor control. Bot-
tom: Rotation artifacts. Large object rotations
(50 degrees) disrupt geometry and texture consis-
tency, causing distortions or hallucinated content
(warped text), likely due to a distribution shift in
the texture hints.

primitives, moving one primitive affects a big part of the scene; when there are a lot of primitives,
we can make fine-scale edits. We show several such examples in Figs. 7, 10.

5 DISCUSSION

3D primitives offer precise geometric control over image generation model outputs, and preserve
high-level textures more effectively than key-value transfer methods. This works because primitive
decompositions offer several useful properties: they are selectable; they are object-linked; they are
compact; they allow edits at coarse and fine grain; and they are accurate enough to yield depth
maps that support high-quality texture projection. Our pipeline is designed to allow users to choose
between coarse and fine control by adjusting the number of primitives to suit the editing task and
scene context.

Our methods have difficulty with some non-convex shapes (e.g. underside of a chair or handle of
a coffee mug); additional segmentation and masking, more primitives, or more types of primitive
might help. Depth-of-field blurring/bokeh may not be resolved or sharpened when bringing out-of-
focus objects into focus. Significant object rotations may also fail (see Fig. 8). In an interactive
workflow, manually expanding the confidence mask to include problematic regions e.g., unwanted
reflections that don’t move with a primitive, can fix some issues. Future work that applies our point
correspondences within the network layers themselves (e.g., in vital layers) may yield more robust
solutions. Our method does not yet account for view-dependent lighting effects and does not enforce
temporal consistency across frames for video synthesis.

Our work highlights the delicacy of the links between the text prompt, hint image, initial noise
tensor, and depth map. Current inverters do not support our editing model, apparently because
edited images should start from the same noise tensor and prompt as the source image to achieve
good results. Certain edits that are at odds with the text prompt are likely to cause problems (e.g.,
if the prompt mentions an object is on the right, but a user manipulates the primitives to move the
object to the left). Changing the text prompt could work in some circumstances (Fig. 11).
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A APPENDIX

Here we present additional details and evaluation. Note: we use LLMs to get LaTeX syntax and
cross-check for missing related works. We also use it to create UI for the generation of our results.

A.1 ADDITIONAL TECHNICAL DETAILS

To lift a depth map D ∈ RH×W to a 3D point cloud using the pinhole camera model, each pixel
(u, v) with depth du,v maps to a 3D point (X,Y, Z) as:

X =
(u− cx) · du,v

fx
, Y =

(v − cy) · du,v
fy

, Z = du,v

where (cx, cy) is the principal point (typically W/2, H/2), and (fx, fy) are the focal lengths along
the image axes. DepthAnythingv2 supplies a metric depth module with reasonable camera assump-
tions. These 3D samples are required to supervise primitive fitting. At test-time, we can directly
optimize primitive parameters using the training losses since these 3D samples are available.

Primitive fitting details. We use the standard ResNet-18 encoder (accepting RGBD input) followed
by 3 fully-connected layers to predict the parameters of the primitives. We train different networks
for different primitive counts K ∈ {4, 6, 8, 10, 12, 24, 36, 48, 60, 72}, and allow the user to select
their desired level of abstraction. Alternatively, the ensembling method of Vavilala et al. (2025a)
can automatically select the appropriate number of primitives. Depending on the primitive count,
the training process takes between 40-100 mins on a single A40 GPU, and inference (including
generating the initial primitive prediction, refinement, and rendering) can take 1-3 seconds per im-
age. While traditional primitive-fitting to RGB images fits cuboids Kluger et al. (2021), we find
that polytopes with more faces and without symmetry constraints yield more accurate fits. Thus,
we use F = 12 face polytopes. We do not use a Manhattan World loss or Segmentation loss; the
former helped on NYUv2 Silberman et al. (2012) but not on in-the-wild LAION images and the
latter showed an approximately neutral effect in the original paper Vavilala & Forsyth (2023).

Table 3: AbsRel depth error metrics for varying numbers of 3D primitives (12-face polytopes).
Lower values indicate better depth map approximation quality. While theory would predict AbsRel
→ 0 as K →∞ (e.g. one primitive per pixel), in practice we run into bias-variance problems fitting
more than 60 primitives. Generating primitives is efficient (approx. 1-3 seconds per image on the
GPU including finetuning and rendering) so it is feasible for the user to select from a few candidates
based on the desired level of abstraction. No other primitive-conditioned image synthesis method
offers variable abstraction.

Number of Parts (K) AbsRel Error↓
4 0.0376
6 0.0330
8 0.0295
10 0.0282
12 0.0265
24 0.0223
36 0.0203
48 0.0202
60 0.0194
72 0.0195

A.2 HYPERPARAMETER SELECTION

There are a number of hyperparameters associated with our procedure, and we perform a grid search
on a held-out validation set to find the best ones. When generating correspondence maps between
point clouds, we let max distance= 0.005. In our confidence map, we dilate low-confidence
pixels with a score less than τ = 0.01 by 9 pixels, which tells the image model to synthesize new
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texture near primitive boundaries that are often uncertain. We set (tstart, tend) to (1000, 500) by
default, though tend can be tuned per test image by the user. Applying the hint for all time steps
can reduce blending quality near primitive boundaries; not applying the hint for enough time steps
could weaken texture consistency. Allowing some time steps to not follow the hint enables desirable
super resolution behavior e.g. when bringing a primitive closer to the camera. The supplementary
contains detailed algorithms for creating the hint and confidence mask.

Inpainting the hint image After warping the source image to the new view, we find it helpful
to inpaint low-confidence regions of the hint xhint before supplying it to the image model. We
considered several possibilities, including cv2 telea and cv2 ns from the OpenCV package,
as well as simply leaving them as black pixels. We find that Voronoi inpainting, a variation of
nearest neighbor inpainting, worked well. The voronoi inpainting function performs image
inpainting by filling in regions of low confidence in a hint image using colors from nearby high-
confidence pixels, based on a Voronoi diagram approach.

Given a hint image I of shape [H,W, 3] and a confidence mask C of shape [H,W ] (after resizing
if necessary), we identify valid pixels where the confidence satisfies Ci,j ≥ τ , with τ being the
threshold (default 0.01). For each pixel (i, j) in the image, we assign the color of the nearest valid
pixel (k, l), determined by Euclidean distance, effectively performing nearest-neighbor interpola-
tion. Mathematically, the inpainted image I ′ is defined as:

I ′i,j = Ik,l where (k, l) = arg min
(m,n)∈V

√
(i−m)2 + (j − n)2,

and V = {(m,n) | Cm,n ≥ τ} represents the set of high-confidence pixel coordinates. This process
leverages a KD-tree for efficient nearest-neighbor searches, ensuring that each pixel adopts the color
of the closest reliable pixel, thus preserving local color consistency in the inpainted result.

For FLUX image generation we begin with the default settings from the diffusers FLUX controlled
inpainting pipeline 1. We set the strength parameter (controlling starting noise strength) to 1.0
and guidance to 10. We use 30 num steps for denoising. In comparative evaluation, we use the
default settings from the authors.

OursMove primitivesSource image Reve ChatGPT Gemini

Figure 9: Evaluation with production systems. First row, Left: Source image. The next
two columns show our primitive edits and the synthesized result. The arrow indicates a tex-
ture that our method reproduces faithfully, but others do not. The fourth column shows Reve
(https://app.reve.com/), a commercial image generation system. We can prompt their model with
2D boxes to reposition objects, but we must manually estimate their size to take into account 3D
perspective effects. With our 3D primitives, maintaining object scale is free. ChatGPT and Gemini
do not have interaction mechanisms outside of text prompts and struggle to precisely move objects.
Additionally, all 3 production methods added a seconds hand to the clock that wasn’t in the original.
Those methods were also unable to generate precise camera moves that we can in this work. The
second row shows another example. Our method can precisely move objects while maintaining
texture. Reve changed the orientation of the potato. ChatGPT was unable to move the objects where
requested (we tried variations of“move the watermelon to the top left, move the potato to the bottom
right”). Gemini succeeded in this example.

1https://huggingface.co/docs/diffusers/en/api/pipelines/control_flux_
inpaint
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“Prehis"ric creature wi# sharp $e#” “An eagle”“Stack of cakes”“Lava snake monument”Source Primitives

 Modified Primitives

Depth from Primitives Confidence Mask

Hint imageDepth from new Primitives Edited result Edited result Edited result Edited result

(a) K = 24 parts.
“Bamboo stalk and river rocks” “Trash can and mouse”“Translucent cell and device” “Candle in ribbed glass and driftwood”Source Primitives

 Modified Primitives

Depth from Primitives Confidence Mask

Hint imageDepth from new Primitives Edited result Edited result Edited result Edited result

(b) K = 60 parts.

Figure 10: Applying the same primitive edit for different text prompts at fine scale (K ∈
{24, 60} parts). Observe in the first two rows how all synthesized images respect the enlarged
green primitive, while background texture is preserved. In the bottom two rows, we compose sev-
eral edits using a large number of primitives (K = 60), enabling fine-scaled edits. We scale up
the light blue primitive while scaling down the light green primitive on the left-hand side. We then
translate the dark blue primitive on the right-hand side towards the bottom center of the image. We
also slightly translate the camera upward. Observe how in the subsequent columns, the edited re-
sult respects the geometry specified by the primitives while following the high-level texture of the
source image. However, notice how composing four edits challenges our procedure, as the texture
preservation isn’t as tight. For example, in the final column, a tiled pattern appears on the floor that
wasn’t in the source.

“A brick, cactus, and rock”Source Primitives Modified Primitives Edited result “A cactus, and rock” + No StableFlow

Figure 11: Primitive edits can conflict with the text prompt. Some geometric edits require chang-
ing the text prompt, for example, when removing an object. The fourth column mentions brick in
the text prompt, but that primitive was removed, resulting in brick pieces in the inpainted region.
In the fifth column, we remove the brick from the text prompt, which removes the brick pieces
but it still leaves behind a white stone. In the final column, we use our texture hints but without
StableFlow, getting a clean surface. The StableFlow key-value sharing approach placed brick and
stone textures where we didn’t want them. We conclude that our texture hints are critical, but com-
bining them with StableFlow Avrahami et al. (2025) key-value sharing can help in some cases, hurt
in others.
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Primitives Depth Map LoRA 0.0 LoRA 0.2 LoRA 0.4 LoRA 0.6 LoRA 0.8 LoRA 1.0

Primitives Depth Map LoRA 0.0 LoRA 0.2 LoRA 0.4 LoRA 0.6 LoRA 0.8 LoRA 1.0

Primitives Depth Map LoRA 0.0 LoRA 0.2 LoRA 0.4 LoRA 0.6 LoRA 0.8 LoRA 1.0

Primitives Depth Map LoRA 0.0 LoRA 0.2 LoRA 0.4 LoRA 0.6 LoRA 0.8 LoRA 1.0

Figure 12: Our model is compatible with most depth-image synthesizers. While a pretrained FLUX
works out of the box, LoRA weights on top of the base FLUX model are available ( FLUX.1
Depth [dev] LoRA), exposing a new loraweight parameter (scaling the activations of the LoRA
layers). This is intriguing in the context of our primitives, because they can either be used to coarsely
model scene geometry (e.g. loraweight near 0.8, second last column), leaving details to the image
synthesizer, or they can tightly control the result when loraweight is close to 1 (final column).
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Figure 13: Given the same depth map, we extract primitives at variable resolution (from 4-72 parts).
We show the depth maps in each second row, and synthesized result in each 3rd row. Observe how
no matter the resolution, the FLUX-LoRA model (we use loraweight = 0.8) gives an image that
follows the primitive conditioning. We conclude that a wide array of primitive densities is tolerable
to depth-to-image models, enabling meaningful artistic edits.

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2026

D
ep

th

Original Depth +x -x +y -y +z -z

Pr
im

it
iv

es
O

ur
s

Lo
os

eC
on

tr
ol

Figure 14: Additional move camera evaluations. Our method can simultaneously adhere to source
texture and requested primitives.
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Figure 15: Additional move camera evaluations. Generative Blocks World can simultaneously ad-
here to source texture and requested primitives.
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Figure 16: Additional move camera evaluations. Our method can simultaneously adhere to source
texture and requested primitives.
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Figure 17: We repeat the analysis of StableFlow Avrahami et al. (2025), which applies U-Net based
key-value transfer of older-generation Diffusion models to newer Diffusion Transformers. Specifi-
cally, their work analyzes FLUX.1 [dev]; given that our work uses depth maps to communicate
geometric information to our image generation model, we analyze Vital Layers in FLUX.1 Depth
[dev] and FLUX.1 Depth [dev] LoRA, finding the top 5 multimodal and single modal lay-
ers to be essentially identical. We try using the vital layers we identified for texture transfer, finding
this method to be inadequate (see Fig. 6).
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Algorithm 1: Point Cloud Correspondence Generation
Input: P1,P2: point clouds;M1,M2: convex maps; T : primitive transforms; C: centers;

dmax = 0.005: max distance threshold
Output: R: correspondence map;W: confidence map

Function ApplyTransform(p, c, T):
p′ ← p− c ; // Center the point
if T contains translation then

p′ ← p′ −Ttrans;
end
if T contains rotation angle θ then

c, s← cos(−θ), sin(−θ);
x′, z′ ← x′ · c− z′ · s, x′ · s+ z′ · c ; // Y-axis rotation

end
if T contains scaling factor scale then

p′ ← p′/scale;
end
return p′ + c;

R ← 0H×W×2 ; // Initialize correspondence map
W ← 0H×W ; // Initialize confidence map

for p ∈ unique(M1) do
if p < 0 or p ≥ |C| or p /∈M1 or p /∈M2 then

continue;
end
I1 ← {(y, x) :M1[y, x] = p} ; // Pixel indices for primitive p in map
1
I2 ← {(y, x) :M2[y, x] = p} ; // Pixel indices for primitive p in map
2
Q1 ← {P1[y, x] : (y, x) ∈ I1} ; // 3D points for primitive p

for (y2, x2) ∈ I2 do
q← P2[y2, x2] ; // Query point from second cloud
if p ∈ T then

q← ApplyTransform(q, C[p], T [p]) ; // Apply transformation
end
d← ∥Q1 − q∥2 ; // Compute distances to all points
i∗ ← argmini d[i] ; // Find nearest neighbor
dmin ← d[i∗];
if dmin ≤ dmax then

(y∗1 , x
∗
1)← I1[i∗] ; // Get corresponding pixel coordinates

R[y2, x2]← [x∗
1, y

∗
1 ];

W[y2, x2]← 1−min(dmin/dmax, 1) ; // Confidence score
end

end
end
returnR,W;
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Algorithm 2: Hint Generation from Correspondence Maps

Input: Isrc ∈ RC×Hs×Ws : source image;R ∈ RHr×Wr×2: correspondence map;
W ∈ RHr×Wr : confidence map;Mhit ∈ {0, 1}Hr×Wr : hit mask

Output: H ∈ RC×Hs×Ws : generated hint image

Function BilinearSample(I, y, x):
C,H,W ← shape(I);
x← clip(x, 0,W − 1.001), y ← clip(y, 0, H − 1.001);

x0, y0 ← ⌊x⌋, ⌊y⌋ ; // Floor coordinates
x1, y1 ← min(x0 + 1,W − 1),min(y0 + 1, H − 1);
wx, wy ← x− x0, y − y0 ; // Interpolation weights

vtop ← I[:, y0, x0] · (1− wx) + I[:, y0, x1] · wx;
vbot ← I[:, y1, x0] · (1− wx) + I[:, y1, x1] · wx;
return vtop · (1− wy) + vbot · wy;

λh ← Hs/Hr, λw ←Ws/Wr ; // Scale factors
H ← 0C×Hs×Ws

; // Initialize hint image

for y ∈ [0, Hr) do
for x ∈ [0,Wr) do

ifMhit[y, x] = 1 then
continue ; // Skip hit pixels

end
(xc, yc)←R[y, x] ; // Get correspondence
w ←W[y, x] ; // Get confidence
if w < 0.1 then

continue ; // Skip low-confidence correspondences
end
ysrc ← yc · λh, xsrc ← xc · λw ; // Scale to source resolution
ystart ← ⌊y · λh⌋, yend ← ⌊(y + 1) · λh⌋;
xstart ← ⌊x · λw⌋, xend ← ⌊(x+ 1) · λw⌋;
for ys ∈ [ystart, yend) do

for xs ∈ [xstart, xend) do
if ys /∈ [0,Hs) or xs /∈ [0,Ws) then

continue ; // Boundary check
end

αy ← ys−ystart
max(yend−ystart,1)

; // Normalized offset

αx ← xs−xstart
max(xend−xstart,1)

;
ysample ← ysrc + αy · λh;
xsample ← xsrc + αx · λw;
H[:, ys, xs]← BilinearSample(Isrc, ysample, xsample);

end
end

end
end
returnH;
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