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Abstract

An increasing number of advancements have001
been accomplished in agents empowered by002
Large Language Models (LLM), particularly003
in resolving simple dialogue tasks. However,004
existing agents still face intractable robustness005
issues for solving complex tasks, encounter-006
ing the cascading hallucinations induced by007
multi-step invocations of LLM. Certain recent008
studies utilize multi-step reasoning, planning009
strategies, and domain workflows to improve010
the success rate of complex tasks, yet they ne-011
glect the scientific methodology that encom-012
passes the accumulated wisdom derived from013
centuries of scientific inquiry. Drawing inspi-014
ration from the scientific methodology, we pro-015
pose the S-Agent - an agent collaborative frame-016
work meticulously designed to actively exper-017
iment and refine theories based on the analy-018
sis of experimental results, thereby enhancing019
the deductive capabilities of LLMs and com-020
plementing their inductive and communicative021
strengths. Additionally, we introduce an inno-022
vative parallel planning methodology, wherein023
agents with identical roles collaborate to simul-024
taneously address the same inquiry. Extensive025
experiments demonstrate the effectiveness and026
efficiency of our approach. Notably, we achieve027
a new state-of-the-art 33.3% pass@1 accuracy028
on the LeetcodeHardGym coding benchmark029
and a relatively good 96.3% pass@1 on Hu-030
manEval with GPT-4.031

1 Introduction032

Recently, significant advancements have been033

achieved in the realm of problem-solving through034

agents founded upon Large Language Models035

(LLM). Existing studies incorporated step by step036

reasoning & planning strategies (Yao et al., 2023b;037

Shinn et al., 2023; Yao et al., 2023a; Zhou et al.,038

2023), and used tools to extend agents’ capabili-039

ties(Wu et al., 2023; Yang et al., 2023; Shen et al.,040

2023). These studies have demonstrated their ca-041

pability to tackle uncomplicated dialogue tasks.042

However, current agents continue to confront insur- 043

mountable challenges in terms of resilience when 044

it comes to resolving complex tasks, as they en- 045

counter the cascading hallucinations brought about 046

by the multi-step invocations of LLM. 047

In order to improve the proficiency of agents 048

in resolving complex tasks, some recent studies 049

employ domain expertise to guide agents towards 050

adhering to standard operating procedures (SOP) 051

(Hong et al., 2023; Qian et al., 2023). These studies 052

can only serve specialized applications as they rely 053

on domain-specific procedural knowledge, still lack 054

of principled guidance. 055

To address the aforementioned issues, we draw 056

inspiration from the scientific method 1 that encom- 057

passes the wisdom accumulated through centuries 058

of scientific exploration and has been validated 059

across various disciplines. The magnificent mod- 060

ern science usually adheres to an iterative paradigm: 061

deriving ideas from observations and constructing 062

hypotheses. These hypotheses are then subjected 063

to experimentation, with the outcomes serving as 064

observations that either validate or question the hy- 065

potheses. At the heart of this paradigm lies the 066

notion of "falsifiability," introduced by Karl Pop- 067

per(Popper, 1959), which asserts that there must 068

exist experimental findings capable of disproving 069

the hypotheses. Guided by this paradigm, theory 070

and experiment can mutually inform and enhance 071

scientific understanding. 072

In this paper, we propose the S-Agent, a multi- 073

agent framework where agents partake in dialogues 074

and collaborations inspired by the scientific method. 075

This framework encompasses crucial processes in- 076

cluding idea generation, experiment conduction, 077

and the discussion of results. Our experiments 078

1scientific method: A method of procedure that has char-
acterized natural science since the 17th century, consisting in
systematic observation, measurement, and experiment, and the
formulation, testing, and modification of hypotheses: criticism
is the backbone of the scientific method.
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demonstrate that the system performs exceptionally079

well in tackling challenging tasks, such as coding,080

multi-hop QA .081

To summarize, our key contributions are the fol-082

lowing:083

• To the best of our knowledge, we are pioneer-084

ing the integration of formulating, experiment-085

ing, and modifying of hypotheses within the086

LLM agent system. These mechanisms repre-087

sent the accumulated wisdom of centuries of088

scientific research and are poised to enhance089

the credibility and accuracy of LLM agents.090

• We present S-Agent, a collaborative frame-091

work for agents that integrates an automated092

workflow planner and a parallel agent task093

management unit. The framework offers094

adaptable assistance for developing agents of095

complex and high-reliability tasks, enabling096

simultaneous operation at the agent level and097

significantly enhancing efficiency.098

• We conduct extensive experiments to demon-099

strate the effectiveness and efficiency of100

our approach. Notably, we achieve a new101

state-of-the-art 33.3% pass@1accuracy on the102

leetcode-hard benchmark with GPT-4 and rel-103

ative good result 96.3% pass@1 accuracy on104

the HumanEval coding benchmark with GPT-105

4.106

2 Related work107

2.1 Think Like Human108

In the early phase of the Language Model109

(LLM) era, researchers began exploring LLMs110

with the goal of achieving universal question-111

answering capabilities, formulated as answer =112

LLM(question)(Devlin et al., 2018; Raffel et al.,113

2020). Subsequently, GPT-3(Brown et al., 2020),114

a pioneer in this domain, introduced the con-115

cept of few-shot learning. This method reflects116

the human ability to improve problem-solving117

skills through exposure to a limited number118

of examples, thereby shifting the paradigm to119

answer = LLM(demos, question). Further-120

more, the Chain of Thought (COT) approach(Wei121

et al., 2022) demonstrated that incorporating sim-122

ple instructions such as ’please do it step by123

step’ significantly enhances performance. Con-124

sequently, the paradigm evolved to answer =125

LLM(instructions, demos, question).126

By crafting diverse instructions, the Tree of 127

Thoughts (ToT) framework(Yao et al., 2023a) 128

enables LLMs to generate multiple plans and 129

select the most appropriate one. The ReAct frame- 130

work(Yao et al., 2023b), which integrates reasoning 131

and action, modifies the paradigm to resulti+1 = 132

LLM(instruction, demos, resulti, question). 133

Reflexion(Shinn et al., 2023) advances this ap- 134

proach by supervising the entire decision-making 135

process and offering feedback on the complete 136

sequence of actions. 137

This paradigm closely mirrors the human pro- 138

cess of problem-solving: step-by-step refinement 139

of solutions based on past experiences and logical 140

analysis. However, we observe that when faced 141

with more complex issues, humans employ another 142

cognitive approach not yet utilized in LLM-based 143

agents: the scientific method, which includes con- 144

ducting experiments. Scientists design experiments 145

to test their theories, comparing experimental re- 146

sults with expectations to identify discrepancies 147

before actual implementation. Current LLM agents 148

lack this capability; they do not formulate expecta- 149

tions prior to taking actions. 150

2.2 Use Tool Like Human 151

While the Marxist philosophy posits that tool uti- 152

lization and creation are key distinctions between 153

humans and animals, it’s the transformative impact 154

of tools on human evolution and dominance on 155

Earth that is truly noteworthy. This concept finds a 156

parallel in the realm of language models like Chat- 157

GPT. Despite their impressive performance and 158

global recognition, these models have inherent lim- 159

itations, including constrained calculation abilities, 160

restricted access to rare knowledge, and limited 161

proficiency in handling other modalities. Mirroring 162

the human approach to overcoming similar con- 163

straints, the strategic use of tools has emerged as 164

an effective solution in augmenting these models. 165

Pioneering efforts such as Visual ChatGPT(Wu 166

et al., 2023) and HuggingGPT(Shen et al., 2023) 167

laid the groundwork by integrating multi-modal 168

models as auxiliary tools, thereby expanding the 169

functionalities of LLMs beyond single-modal ca- 170

pabilities. This trajectory was further propelled 171

by MM-ReAct(Yang et al., 2023), which cleverly 172

incorporated a search engine and Microsoft API 173

services into the mix. This innovative approach 174

has been widely adopted, with OpenAI’s ChatGPT 175

introducing plugin functions and Microsoft’s New- 176

Bing exemplifying an LLM integrated with Bing 177
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search capabilities.178

In today’s landscape, the ability to configure179

and customize tool sets has become a fundamental180

feature in most agent assistant applications. In-181

tegrating tools transforms the paradigm into tool =182

LLM(instructions, toolset, question), answer =183

LLM(demos, tool, question). However, most184

previous work has primarily focused on the185

correctness of tool selection, without considering186

how to enable LLMs to use complex tools. We aim187

for our approach to empower LLMs to effectively188

utilize tools with which they are not yet familiar.189

2.3 Collaborate like Human190

Researchers have ventured beyond exploring hu-191

man cognition and tool usage, delving into the192

intricacies of organizational dynamics. This ex-193

ploration has been facilitated by employing multi-194

agent systems to create artificial entities that sim-195

ulate the workings of a company. The innovative196

concept of role-playing was pioneered by Camel(Li197

et al., 2023), utilizing the paradigm answer =198

LLM(..., personality, question).199

This concept was expanded in subsequent200

studies that modeled their operations explicitly201

after a corporate structure. Notable examples202

include MetaGPT(Hong et al., 2023) and Chat-203

Dev(Qian et al., 2023), which emulate software204

companies handling programming tasks. These205

models assign roles like CEO, CTO, product206

manager, programmer, and designer, system-207

atically reflecting the organizational structure208

of a real-world company. The adoption of a209

Standard Operating Procedure (SOP), crafted210

by professionals and fed into the system, guides211

the collaborative process, creating a workflow212

similar to that of a traditional software company.213

These works shift the paradigm to outputi =214

LLM(personalityi, instructioni, demosi, inputi),215

where each index represents a different role. By216

following a sequence of roles, the answer is217

generated through this process.218

Building on this foundation, AgentVerse(Chen219

et al., 2023b) and AutoAgents(Chen et al., 2023a)220

introduced a job market system, simulating the re-221

cruitment of expert agents for specific roles. This222

approach also generate the SOP. By automating ev-223

erything, the artificial company of agents achieves224

a high level of task proficiency and autonomy.225

While these models typically employ a sequen-226

tial waterfall workflow, addressing each compo-227

nent of a task linearly, recent research(Zhang et al.,228

2023; Chen et al., 2023b; Du et al., 2023) has high- 229

lighted the benefits of cooperative approaches, such 230

as debates, in enhancing performance. Our work 231

introduces an innovative parallel planning method- 232

ology, where agents with identical roles collaborate 233

to simultaneously address the same question. This 234

parallel approach has been instrumental in boosting 235

performance, demonstrating the efficacy of multi- 236

agent cooperation in complex problem-solving. 237

3 Methodology 238

To empower the S-Agent system with the scientific 239

method, we have structured the process into three 240

distinct parts: idea generation, experiment conduc- 241

tion, and panel discussion. Each part is facilitated 242

by purpose-built agents, as illustrated in figure 1. 243

3.1 Idea Generation 244

The Idea generation part serves as the initial stage 245

for proposing ideas and formulating hypotheses 246

during the execution process of the agent system. 247

Throughout the experiment iterations, ideas un- 248

dergo refinement and new ones emerge. In this 249

phase, we specifically design LLM-powered agents, 250

termed idea generation agents, to emulate the role 251

of scientists in generating structured ideas easily 252

verifiable by subsequent experiments. Meanwhile, 253

these agents can analyze feedback from discussion 254

parts and revise their ideas accordingly. In pro- 255

gramming scenarios, these agents initially receive 256

a coding question as input and directly generate 257

Python solutions. In the next few rounds, the agent 258

shall take the discussion feedback as input and gen- 259

erate new solutions if the solutions generated by the 260

previous ideas do not pass the targeted experiments. 261

As shown in Figure 1, the idea generation agents 262

receive the input and produce ideas. A detailed 263

task adaption will be presented in the experiments 264

section. 265

3.2 Experiments Conduction 266

The experiment conduction phase consists of de- 267

signing appropriate experiments and carrying out 268

the designed experiments. These steps are often 269

considered the most crucial in the scientific method. 270

A well-designed experiment can determine not only 271

the validity of a hypothesis but also highlight its 272

advantages over previous theories when the results 273

support the hypothesis. Conversely, when the re- 274

sults reject the hypothesis, the experiment can pin- 275

point the specific issues that remain unresolved. 276

This focused feedback can make the iteration of 277
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Figure 1: Illustration of S-Agent. The idea generation phase showcases agents responsible for generating ideas,
encompassing both solution concepts and corresponding code. The experiment conduction phase begins with
the generation of experiment ideas by experiment generation agents, followed by the execution of experiments
through experiment execution agents. Experiment reports contained thorough analysis of results and the collection
of feedback from the environment are also generated in this phase. In the panel discussion session, a discussion
host synthesizes experiment reports from preceding agents, facilitating the generation of valuable feedback. This
feedback is systematically organized to serve as input for the subsequent iteration, fostering continuous idea and
experiment setting improvement.

hypotheses much faster, also help avoid deduction278

analysis from wrong start. In our system, applying279

this hypotheses experiment alignment phase prop-280

erly can avoid machine hallucination effectively.281

To equip this mechanism in our system, we de-282

signed experiment generation agents to do exper-283

iments design and experiment execution agents284

to test out hypotheses and produce detailed exper-285

iment reports after receiving the results. As illus-286

trated in Figure 1, the experiment generation agents287

formulated the targeted experiment plan based on288

proposed idea and execution reports, and the exper-289

iment execution agents execute codes with these290

test cases in execution environment.291

3.3 Panel Discussion292

Observing the workflow of a scientist reveals that293

panel discussion, often through paper publications294

and sharing, is a vital component of the modern295

academic community. Therefore, when an exper-296

iment validates an idea, we facilitate discussion297

among different agents. This process allows them298

to review others’ work, ensuring internal logic con-299

sistency and providing references and inspiration300

to other agents. The discussion results in either 301

feedback on analyzing experiment results or final 302

answers if the designed experiments successfully 303

verify the proposed ideas. To manage this pro- 304

cess effectively, we have designed a specialized 305

agent called a discussion host, responsible for ag- 306

gregating information, assessing previous results, 307

and overseeing the overall status of ongoing discus- 308

sions. 309

3.4 Supporting Component 310

To simplify the deployment of the entire system and 311

reduce execution time, we also include two support- 312

ing components named the planner and agent task 313

management. 314

Automated Workflow Planner The automated 315

workflow planner is a specially designed agent re- 316

sponsible for generating sequences of execution 317

flows for agents and managing their interdependen- 318

cies. This critical component strategically plans 319

and organizes the order in which agents operate, 320

ensuring a coherent and efficient workflow. To for- 321

mulate this plan, only the input-output information 322
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and the agents’ goals are required. As shown in323

Figure 1, the edges of the directed workflow graph324

are generated by the planner automatically. This325

approach draws inspiration from the methodology326

introduced in LLMCompiler(Kim et al., 2023). The327

detailed prompt design and sample illustration are328

given in the appendix.329

Agent Task Management Unit The agent task330

management unit, drawing inspiration from the in-331

struction fetching mechanism in modern computer332

architecture, plays a crucial role in determining the333

optimal execution flow of agents based on the in-334

termediate representation generated by the Planner.335

Employing a greedy policy, this unit swiftly adds336

agents to the task list as soon as they become ready337

for parallel calling. The implementation of this338

agent task management unit involves a straightfor-339

ward fetching and queue mechanism, foregoing the340

need for a dedicated agent system.341

4 Experiment342

We assess the effectiveness of our framework in343

tackling complex problems using the coding bench-344

mark LeetcodeHardGym(Shinn et al., 2023), along-345

side evaluations through HumanEval (Chen et al.,346

2021) and EvalPlus(Liu et al., 2023). Furthermore,347

we conduct a focused analysis to evaluate the effi-348

cacy of our approach in reducing hallucinations on349

the multi-hop QA benchmark HotpotQA dataset350

(Yang et al., 2018).351

4.1 Coding352

HumanEval(Chen et al., 2021)(distributed under353

the MIT license) is a benchmark for code synthe-354

sis, which consists of 164 programming problems355

with several test cases each. The problems in this356

dataset are designed to test the ability of LLMs to357

generate functionally correct codes, which means358

the generated codes can not only execute success-359

fully but also pass the provided test cases, instead360

of being linguistically similar to the canonical so-361

lution. EvalPlus is a benchmark that aims to im-362

prove the quality and quantity of test cases for the363

existing HumanEval benchmark. EvalPlus con-364

tains new test cases that can catch more errors and365

bugs in the LLM-synthesize code. The LeetCode-366

HardGym(Shinn et al., 2023) consists of 40 open367

LeetCode hard problems. It was introduced in Re-368

flexion, where the benchmark utilizes LeetCode’s369

API and the traditional RL package gym (Brock-370

man et al., 2016) to construct this dataset in the371

humaneval format, requiring no additional configu- 372

ration modifications. 373

Our performance on these benchmarks is note- 374

worthy, achieving a Pass@1 (Pass@1 is the prob- 375

ability that a model generates at least one correct 376

solution out of one attempt) of 33.3% on LeetCode- 377

HardGym, establishing a new SOTA. Additionally, 378

we achieve strong performance with 96.3% on Hu- 379

manEval and 86.6% on EvalPlus, 380

4.1.1 Implementation Details 381

As discussed earlier, the scientific method involves 382

three phases: idea generation, experiment conduc- 383

tion, and panel discussion. In this section, we detail 384

our approach to applying this methodology in the 385

adaptation of the HumanEval dataset. We elaborate 386

on our process for prompt design and provide a 387

detailed example in the appendix for clarity. 388

In the idea generation phase, we task the idea 389

generation agents with the dual roles of analysis 390

and coding. Initially, these agents analyze and for- 391

mulate a comprehensive strategy to tackle the cur- 392

rent task. Subsequently, during the coding phase, 393

they annotate each step of their proposed solution 394

with explanatory comments. This process can be 395

represented as analysis,modified_code = 396

LLM(task, previous_code, feedback). 397

This approach mirrors the scientific method 398

where analysis,modified_theory = 399

Scientist(phenomenon, previous_theory, 400

experiment_result) is analogous. The general 401

structure of the prompt format is detailed in Figure 402

2, which also specifies the output format. 403

Figure 2: Prompt for idea generation agents and the
output template. FEEDBACK is all the previous experi-
ments reports.

During the experiment conduction stage, spe- 404

cialized agents are designated for experiment gen- 405

eration and execution. Experiment generation 406

agents are tasked with creating specific experi- 407

ments (in the context of coding, experiments re- 408

fer to test cases), determining the experimental 409

inputs, defining expected outputs, specifying mes- 410

sages for various types of output during analy- 411

sis, and providing implementation code formatted 412
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as ’assert f(input)==output, description of the ex-413

periment’. Detailed instructions for this process414

are illustrated in Figure 4, where test_script =415

LLM(task, current_code). This parallels the416

scientific method, where experiment_plan =417

experiment_scientist(phenomenon,418

current_theory).419

The experiment execution agent is tasked with420

running Python code generated from idea genera-421

tion within a functional environment and generat-422

ing the experiment report. The output format of this423

agent is outlined in Figure 5, with detailed specifi-424

cations of the report format provided in Figure 10425

in the appendix. The agent interprets standard out-426

put and error messages to provide precise feedback,427

facilitating the refinement of theories or experiment428

designs.429

Following the generation of experiment reports430

during the experiment conduction phase, the dis-431

cussion host assumes responsibility for aggregating432

all reports and assessing the resolution of the issue.433

If the issue persists, each idea generator conducts a434

thorough analysis of their respective reports to re-435

fine their proposed ideas embedded within the gen-436

erated code. Moreover, each participant involved in437

experiment generation reviews the reports to make438

adjustments to their experiments. This process ex-439

emplifies the effective panel discussion mechanism440

established by our framework.441

In each test case, we initiate by feeding input to442

our system. Subsequently, each interaction with443

received feedback is considered a round. We set444

a maximum of 10 rounds per test case; exceeding445

this limit leads to the system being deemed unsuc-446

cessful. Conversely, upon achieving success, we447

derive the final solution from the resulting code.448

Upon completing all 164 cases, we run the official449

script to compute a Pass@1 score. We chose the450

number 10 to balance the system’s performance,451

as increasing this limit might lead to chance im-452

provements without substantial benefit. Compa-453

rable frameworks, such as Reflexion(Shinn et al.,454

2023), use a parameter of 6 for similar reasons.455

Additionally, our analysis shows that among the456

158 successful cases, only 4 required more than457

2 rounds to solve. Hence, reducing this number458

would not notably affect overall performance.459

4.1.2 Result and Analysis460

We evaluated S-Agent system using both GPT-4461

and GPT-3.5. By utilizing GPT-4, our system suc-462

cessfully completed 158 out of 164 tasks (pass@1463

= 96.3%), achieving state-of-the-art performance. 464

Furthermore, our system leveraged GPT-3.5 to pass 465

137 out of 164 tasks (pass@1 = 84.1%), surpass- 466

ing the performance of all our known works based 467

on the same LLM. The results are summarized in 468

Table 1. We have also attained a SOTA result on 469

the LeetCodeHard benchmark, achieving a Pass@1 470

accuracy of 33%. Previously, the highest accu- 471

racy was 15%, achieved by Reflexion(Shinn et al., 472

2023). 473

Recent methodologies in coding tasks aim to 474

enhance performance through several strategies: 475

leveraging the Python execution environment, in- 476

corporating reflection mechanisms, and facilitat- 477

ing multi-agent discourse. The Python execution 478

environment allows systems to execute code and 479

verify its validity. Reflection enhances system 480

performance by using verbal reinforcement cues 481

generated by LLMs based on past experiences. 482

Different systems implement reflection in varied 483

ways: MetaGPT(Hong et al., 2023) employs a spe- 484

cialized agent for reflection, language-agent-tree- 485

search (LATS)(Zhou et al., 2023) utilizes reflection 486

in a trajectory format, and Reflexion(Shinn et al., 487

2023) focuses on enabling the LLM itself to re- 488

view and learn from feedback. In coding tasks, 489

feedback includes outputs such as standard out- 490

put (stdout) and error messages generated during 491

code execution.Multi-agent discourse, studied ex- 492

tensively in this context, involves aggregating ideas 493

from different personas to generate more compre- 494

hensive and accurate answers(Du et al., 2023; Chen 495

et al., 2023b). 496

Prior methodologies typically receive feedback 497

passively from the Python Interpreter. In contrast, 498

our approach uniquely empowers the agent to ac- 499

tively influence the feedback process, as detailed 500

in Figure 3. In our framework, outlined in the im- 501

plementation section, the experiment generation 502

agents configure experiments to produce interme- 503

diate results. This approach introduces additional 504

lines such as printed statements that provide de- 505

tailed insights into any encountered errors. These 506

lines not only utilize feedback but also enrich it 507

through agent-driven efforts, thereby enhancing 508

the feedback with more valuable information. This 509

enrichment guides the system towards effectively 510

addressing complex problems. The enhanced feed- 511

back from experimental results and inter-agent 512

panel discussions has propelled us to achieve state- 513

of-the-art performance. 514
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GPT4 ANPL MetaGPT AgentVerse Reflextion LATS S-Agent
code execution × ✓ ✓ ✓ ✓ ✓ ✓
reflection × × ✓ ✓ ✓ ✓ ✓
panel discussion × × × ✓ × × ✓
experiment design × × × × × × ✓
Pass@1 (GPT3.5-base) - 76.2% - 75% - 83.8% 84%

(GPT4-base) 67% 86.6% 87.7% 89% 91% 94.4% 96.3%

Table 1: Pass@1 result of related works on programming. We refer code execution as the use of python execution
environment, reflection as the use of LLM-generated feedback, panel discussion as agents sharing and discuss each
others work, experiment design as actively design experiment according to proposed idea and previous feedback.
Our S-Agent system stands out from previous works and achieved best pass@1 score, mainly because of involving
actively designing experiments.

Figure 3: This figure demonstrates the differences in
input and output between our system and the previous
systems. Because of incorporating specially designed
experiments during the python execution step, instead
of just providing a binary assessment of code function-
ality, our system also generate intermediate results and
other results based on the experiment requirement, as
highlighted in the image.

4.1.3 Ablation Study515

We conduct experiments on the HumanEval and516

EvalPlus datasets to investigate the effectiveness of517

mechanisms within the S-Agent framework.518

Table 2 shows the results of the experimental519

results of three S-Agent variants including the orig-520

inal framework (Original), S-Agent without Panel521

discussion mechanism (w/o Panel), S-Agent with-522

out Panel discussion and Experiment conduction523

mechanism (w/o Exp&Panel), S-Agent without the524

Idea generation, Experiment conduction, and Panel525

discussion mechanisms (w/o Idea&Exp&Panel).526

The findings indicate that all three fundamental527

mechanisms play a beneficial role in enhancing the528

precision of the S-Agent framework.529

We also investigate how the number of Idea gen-530

S-Agent Variants HumanEval EvalPlus
Original 96.3% 89.0%
w/o Panel 92.1% 86.6%
w/o Exp&Panel 84.8% 79.9%
w/o Idea&Exp&Panel 68.3% 65.2%

Table 2: Pass@1 on HumanEval and EvalPlus using
GPT-4 under different S-Agent Variants. The experi-
ment employs a single agent for idea generation, another
for experiment conduction, and a third for panel discus-
sion.

eration and Experiment conduction agents impact 531

the results of the S-Agent framework. As depicted 532

in Table 3, with an increase in the number of agents, 533

there is a clear improvement in the average pass@1 534

value, accompanied by a reduction in the standard 535

deviation. This indicates that, solely from a perfor- 536

mance perspective, increased discussion can sub- 537

stantially enhance both the accuracy and stability 538

of the entire system. This conclusion also aligned 539

with (Du et al., 2023; Yang et al., 2018). This also 540

aligned with our result in GPT-4 based experiments, 541

the pass@1 increase from 92.1% to 96.3% when 542

increasing the number of agents to 3. 543

Number of HumanEval EvalPlus
Agents Pass@1 (%) Pass@1 (%)
1 80.5 ± 1.8 72.0 ± 1.8
3 83.5 ± 1.37 74.4 ± 1.37
5 84.1 ± 0.56 75.6 ± 0.56

Table 3: Pass@1 performance on HumanEval and
EvalPlus using GPT-3.5 under different numbers of Idea
generation and Experiment conduction agents.
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4.2 HotpotQA544

The HotpotQA(Yang et al., 2018) dataset, is a cru-545

cial benchmark in Natural Language Processing546

(NLP) and Question Answering (QA). It is specif-547

ically designed for models that handle complex,548

multi-hop question-answering tasks, requiring syn-549

thesis of information across multiple text sources550

from wiki. The HotpotQA dataset is distributed551

under the CC BY-SA 4.0 license. The code is dis-552

tributed under the Apache 2.0 license.553

We randomly sampled a subset of 50 QA pairs554

from the original dataset and conducted tests with-555

out panel discussion settings. Compared to Re-556

Act(Yao et al., 2023b), our approach improved557

results by 7.4%. The S-Agent outperforms Re-558

Act(Yao et al., 2023b) by providing more precise559

and effective feedback.560

In our experiment demonstrating how LLM’s561

approach can reduce hallucinations, we examined562

a query asking "Which show was hosted by Jessica563

Drake’s former spouse?". Both our approach564

and previous methods use the current result to565

generate subsequent queries based on Wikipedia.566

The key difference lies in how queries are gener-567

ated: previous methods employ next_query =568

LLM(task, current_knowledge,569

review_of_lastquery), whereas our570

approach utilizes next_query =571

LLM(task, current_knowledge,572

expaxted_of_last_query, last_query_result)573

In this scenario, both systems first query infor-574

mation about Jessica Drake’s ex-husbands, identi-575

fying Brad Armstrong and Evan Stone. The React576

system, lacking explicit expectation management,577

falls into a loop when querying Brad Armstrong. It578

assumes the direction is correct solely based on his579

association with the movie industry, perpetuating580

the query without finding the answer. In contrast,581

our framework treats each query as an experiment582

with predefined expectations. By comparing the ac-583

tual result with these expectations, LLM identifies584

incorrect paths and intervenes with feedback such585

as "The provided text does not mention any show586

hosted by Brad Armstrong". This feedback redi-587

rects attention to Evan Stone, leading to successful588

resolution of the task.589

The precise and efficient feedback mechanism590

in our framework plays a crucial role in prevent-591

ing LLM from persisting in incorrect directions,592

thereby mitigating the risk of endlessly generat-593

ing inaccurate information. For detailed prompts,594

please refer to the appendix. 595

5 Conclusion 596

In this paper, we introduce the S-Agent, an inno- 597

vative multi-agent framework in which agents en- 598

gage in dialogues and collaborations inspired by 599

the scientific methodology. The framework incor- 600

porates the essential processes of hypothesis devel- 601

opment, experimentation, and refinement. These 602

processes embody the collective knowledge accu- 603

mulated over centuries of scientific inquiry and 604

are poised to enhance the credibility and precision 605

of LLM agents. The S-Agent integrates an auto- 606

mated workflow planner and a parallel agent task 607

management unit, providing flexible support for de- 608

veloping agents for complex and high-stakes tasks, 609

facilitating concurrent operation at the agent level. 610

Extensive experiments confirm the efficacy and ef- 611

ficiency of our methodology. Notably, the S-Agent 612

achieves a new state-of-the-art 96.3% pass@1 ac- 613

curacy on the HumanEval coding benchmark with 614

GPT-4. 615

6 Limitations and Future Work 616

The primary objective of this paper is to elucidate 617

the concept of scientific methodology. While our 618

general framework may not exhibit the same level 619

of sophistication as pioneering works like AutoA- 620

gents(Chen et al., 2023a) which autonomously gen- 621

erate requisite agents, our framework still requires 622

the manual implementation of specific agents tai- 623

lored for specialized tasks. In future developments, 624

a key direction of research involves exploring meth- 625

ods to automatically generate agents with finely 626

crafted prompts, presenting an important avenue 627

for further exploration. 628

Currently, following the generation of the Di- 629

rected Acyclic Graph (DAG) plan, the plan remains 630

static. However, it is imperative to establish dy- 631

namic refinement for this plan. Recent advance- 632

ments, exemplified by works such as ReAct(Yao 633

et al., 2023b), BabyAGI, and XAgent, have endeav- 634

ored to enhance plans based on feedback received 635

at each step. While these approaches typically in- 636

volve linearly designed steps, there is a research 637

gap in developing methods to dynamically refine a 638

DAG-formatted plan with the capability for parallel 639

execution. 640
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A Additional Details776

A.1 Automated Workflow Planner777

Given a user query, the planner will create a plan778

to solve the user query with the most parallelizabil-779

ity. The prompt of the planner agent contains the780

profiles of every agent and the tools it equips. Each781

task in the plan must have a unique ID, which is782

strictly increasing. Inputs for each task can either783

be constants or outputs from preceding actions. If784

the outputs from preceding actions are needed, we785

use the format $id to denote the ID of the previous786

agent task whose output will be replaced with the787

input. Upon the completion of all agent tasks, we788

always call join as the last task in the plan to collect789

all the previous task outputs and formulate a final790

output. We use the HumanEval coding question791

get_max_triplets to demonstrate the functional-792

ity of our LLM planner agents. Figure 6 shows793

the plan that the planner creates after receiving the794

coding question as the user query. In this case, user795

queries are fed into three Coders and the Tester.796

Afterward, the output from the Coders should be797

considered as the input to the Expereimnters with798

the output from the Tester respectively. Then the799

gathered outputs from these Experiments should800

be the input of the Discussion Hoster. In the end,801

we collect all the results and finish this plan.802

A.2 Agent Task Management Unit 803

Figure 7 shows how the management unit han- 804

dles the agent tasks. Agents are equipped with the 805

tools that the user provides and tasks are delegated 806

to the associate tool. The management unit syn- 807

chronously listens to the task queue and schedules 808

tasks as they arrive in the queue based on their de- 809

pendencies. More specially, in this case, the three 810

coders and the Tester agents execute in parallel at 811

the same time due to empty dependencies. While 812

the Experiment agents cannot execute in parallel 813

until the completion of all Coder agents and Tester 814

Agents. Meanwhile, we shall replace dependency 815

placeholders, i.e. $i, in the args of the agent task 816

with the actual output. 817

B Additional Results 818

B.1 Case study for HumanEval 819

Figure 4: Prompt for experiments generation agent and
the output template. FEEDBACK is all the previous
experiments reports.

Figure 5: Output format of the experiment execution
agent, where detailed analysis and modification of either
codes or test cases are produced.

To get a closer look at a specific task, we chose 820

No.147 as a demo because this task is only solved 821

by our system, and it cost 5 rounds of modifica- 822

tion to get the final answer. For the task and idea 823

generation agent, refer figure 8, for the experiment 824

generation agent refer figure 9, for the experiment 825

execution agent and the exact augment feedback 826

from python, refer figure 10 827
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Figure 6: Given a coding task: "def get_max_triplets: You are given a positive integer n. You have to create an
integer array a of length n. For each i (1 ≤ i ≤ n), the value of a[i] = i× i− i+ 1. Return the number of triples
(a[i], a[j], a[k]) of a where i < j < k, and a[i] + a[j] + a[k] is a multiple of 3. Example: Input: n = 5, Output: 1,
Explanation: a = [1, 3, 7, 13, 21], The only valid triple is (1, 7, 13)", the planner agent shall automatically make the
detailed plan of the agents’ workflow and their dependencies.

Based on such augmented feedback, these agents828

can get more specific reviews about current code ,829

just like scientists can draw more specific conclu-830

sions based on specific experiment results. Here831

they find out that the problem didn’t handle re-832

minder 1 and 2 properly .833

Based on this feedback, they will repeat the work834

procedure. By observing the correct final answer,835

we would find that the issue at the first draft is that836

it did not consider three 1s or three 2s can also lead837

to reminding 0, just like three 0s.838

B.2 HotpotQA839

B.2.1 dataset840

The HotpotQA(Yang et al., 2018) dataset stands as841

a pivotal benchmark within the realm of Natural842

Language Processing (NLP) and Question Answer-843

ing (QA). This dataset serves a distinctive purpose,844

tailored for assessing models tasked with intricate,845

multi-hop question-answering assignments that ne-846

cessitate the synthesis of information from various847

textual sources. Consequently, the inclusion of848

HotpotQA in evaluations requires models to show-849

case sophisticated reasoning and comprehension850

abilities.851

HotpotQA offers two evaluation settings, Full-852

wiki and Distractor. In the Fullwiki Setting, the 853

dataset provides only questions, and users must re- 854

trieve related information from the entire Wikipedia 855

dataset using their Information Retrieval (IR) sys- 856

tem. The effectiveness of the search strategy in this 857

setting is crucial, as the content found can signif- 858

icantly influence the results. Users then use their 859

models to answer the question based on this in- 860

formation. In the Distractor Setting, the dataset 861

provides questions along with context from the 862

Wikipedia dataset, which includes both related and 863

unrelated paragraphs. In this case, the user’s model 864

must be able to sift through the shuffled context to 865

find the relevant information and answer the ques- 866

tion correctly. In both settings, models are tasked 867

with predicting the answer and identifying the sup- 868

porting paragraphs in the context. When evaluating 869

performance, we use Exact Match (EM), which 870

measures whether the model’s answer precisely 871

matches the ground truth answer. 872

B.2.2 implementation 873

In this particular dataset, we empower idea gener- 874

ation agents to create the entire search plan. This 875

includes formulating a set of queries for interac- 876

tion with Wikipedia and specifying the desired 877
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Figure 7: Here is an example of how the agent task management unit works for the coding task: def
get_max_triplets, where tasks with no dependencies execute parallelly.

knowledge to be retrieved through these queries.878

Simultaneously generating pairs of queries and tar-879

geted knowledge streamlines the experimental pro-880

cess, especially when assessing the efficiency of881

the queries. This approach aligns with the scientific882

method, emphasizing the importance of providing883

falsifiable ideas.884

In this context, the experiment is to evaluate885

whether the query can retrieve the targeted knowl-886

edge, therefore, a rule-based experiment generation887

agent is employed.888

The experiment execution agent in this scenario889

is more intricate due to the complexity of com-890

municating with the Wikipedia API. During the891

implementation of this specific experiment execu-892

tion agent,we let llm automatically choose from893

several actions. If a Wikipedia page is success-894

fully retrieved by a query, the agent systematically895

analyzes the information, starting from the first896

paragraph and summary information box, followed897

by the table of contents (TOC) of the Wikipedia898

page.If the answer can be directly generated from899

this initial information, it is returned promptly. If900

no answer is found, but certain paragraphs poten-901

tially contain details relevant to answering the ques-902

tion, the agent continues to read these paragraphs.903

The answer is returned if discovered in this pro-904

cess; otherwise, a summary and analysis detailing905

the reasons for the failure to find an answer are906

provided. 907

In situations where a Wikipedia page cannot be 908

located with the given query, the agent generates a 909

summary of similar pages returned by the API. 910
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Figure 8: The original task is "You are given a positive integer n. You have to create an integer array a of length
n. For each i (1 ≤ i ≤ n), the value of a[i] = i × i − i + 1. Return the number of triples (a[i], a[j], a[k]) of
a where i < j < k, and a[i] + a[j] + a[k] is a multiple of 3. Example: Input: n = 5, Output: 1, Explanation:
a = [1, 3, 7, 13, 21], The only valid triple is (1, 7, 13)."
At first, one of the idea agents gives a draft saying that for all numbers in ai , there is only 3 possible reminders
when divided by 3 : 0,1,and 2. so it suggest first counts how many numbers reminds 0 ,1,and 2 . than there should
be 2 senarieo that the 3 selected 3 numbers from the list satisfy the requirement : all the reminder is 0 or reminder is
0,1,2 .these two can be calculated by the 3 counts .

Figure 9: then , one of the experiments agents , design its experiment about the task , first print the result if n=5 ,
then if the code draft showed that the result is not 5 , raise an error message contains the analysis about why when n
=5 it should be the result .
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Figure 10: then the experiment excuted in a python interpreter , and give stdout , error message , the high light part
of the error message is added by the experiment agent . this part is augmented feedback of current code draft .

Figure 11: Input output example for experiment execution agents in HotpotQA

14



Figure 12: Input output example for idea generation agents in HotpotQA
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