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Introduction
Emerging technologies often face skepticism and scrutiny
before earning public trust. As AI grew, researchers and ethi-
cists came together early to establish comprehensive doc-
umentation guidelines. Model cards, (Mitchell et al. 2019;
Crisan et al. 2022; Arnold et al. 2019) and data sheets (Ge-
bru et al. 2018; Bender et al. 2018) are crucial sociotech-
nical governance tools that ensure transparency by defining
the scope of AI consumer applications. Model cards solicit
permissible use cases, out-of-scope applications, and other
anticipated risks and practical challenges for any given AI
system.

Open-source AI is a rising player with a considerable
market presence and increasing corporate adoption. While
prized for rapid innovation through crowd-sourced contri-
butions (Crowston et al. 2012; Coleman 2013; Benkler
2006), OSS may still face specific unique challenges in ac-
tuating responsible development. Firstly, their governance
and power structures are often more informal and decentral-
ized than corporations, with stark differences in goals, gov-
ernance, and culture between communities (Li et al. 2021;
Chakraborti et al. 2024; Yin et al. 2022; Shah 2006). This
may complicate agreement over requirements and standards.
Further, accountability and standardization would necessi-
tate collaborative monitoring for sufficient documentation,
inadequate evaluations (Franzen 2024; Ethayarajh and Ju-
rafsky 2020; Balloccu et al. 2024), vulnerabilities (Birhane
et al. 2021; 2023; Lee et al. 2024), and other forms of down-
stream misuse (DoJ 2024; PAI 2024; Marchal et al. 2024;
Mellor 2022). Finally, strict regulation in OSS can impede
innovation (Law and Krier 2023). Open source is primarily
exempted by major AI legislations, including the EU AI act
(European Parliament and Council of the European Union
2024). Yet, the act strongly endorses model cards and data
sheets for open source developers ”to accelerate information
sharing along the AI value chain, promoting trustworthy AI
systems in the Union”. Therefore, we must closely under-
stand OSS aspirations to inform the design of guardrails that
foster mindfulness and social responsibility while preserv-
ing developer freedom.

Evaluation is core to AI development and generally in-
volves testing models on held-out data to gauge their ac-
curacy. Benchmarking is an essential yardstick for innova-
tion against the state-of-the-art, guiding improvement and

informing investment and deployment. Competitive leader-
boards are often spun off from established benchmarks,
where participation and high performance afford greater vis-
ibility (Dehghani et al. 2021; Ethayarajh and Jurafsky 2020;
Raji et al. 2021). Besides the market-centric significance,
evaluations are also core to AI governance. Developers are
increasingly expected to use evaluations not only to as-
sess model capabilities but also to recognize their limita-
tions. Compliance through risk documentation necessitates
probing edge cases, measuring predictive biases across spe-
cific domains and vulnerable subpopulations, and identify-
ing other corner cases and failure modes (Liang et al. 2023;
Bommasani et al. 2022; 2023; 2022; Mehrabi et al. 2021).
Depending upon the criticality of the application (e.g., med-
ical diagnostics or defense), judicious choice of evaluation
suites and metrics can provide useful indicators and con-
fidence levels, whose implications are explained through a
dedicated ’Risks and Limitations’ sections in model cards in
a manner comprehensible to experts and users alike.

Research Questions
We explore current evaluation practices and accountability
through documentation among OSS projects on Hugging
Face (HF), a PaaS exclusively for AI/ML development, cur-
rently hosting the most extensive collection of AI reposito-
ries (Gong et al. 2023; Ait et al. 2023; 2024). Their guided
annotation template (Face 2024) encourages developers to
evaluate their models, including testing for potential usage
limitations, vulnerabilities, and biases. Therefore, we may
expect model evaluations and explanations of constraints to
appear together. This should especially hold for proficient
developers contributing high-value models that are highly
accurate and have ideally been tested for potential run-time
risks.

Conversely, ostensibly high evaluation performance may
easily lead developers to assume generalization and over-
look risks (Raji et al. 2021). This is especially true since
leaderboards have notably been criticized for opacity and
not factoring model attributes crucial to design and use,
such as compactness, fairness, inference speed, and energy
footprint, etc. (Ethayarajh and Jurafsky 2020; Raji et al.
2021). Importantly, developers may overlook the fact that er-
ror rates on static benchmarks are not a comprehensive mea-
sure of generalizability or adversarial robustness and thus



may not reflect the population error rate (Jia and Liang
2017; Zhang et al. 2020; Ethayarajh and Jurafsky 2020;
Dehghani et al. 2021; Arora and Zhang 2021; Blum and
Hardt 2015). This is especially true as leaderboards are of-
ten dominated by highly over-parameterized, complex and
over fitted submissions (Ethayarajh and Jurafsky 2020;
Hardt 2017; Arora and Zhang 2021; Dehghani et al. 2021;
Blum and Hardt 2015). In a bid for top ranks, attempts to
game leaderboards through multiple submissions and other
hacks are not uncommon (Hardt 2017). Moreover, as rank-
ings are generally based on models’ aggregate performance
over a collection of tasks and datasets, submissions often
conceal skewered performances within subgroups, includ-
ing racial and gender biases (Bordia and Bowman 2019;
Manzini et al. 2019; Rudinger et al. 2018; Blodgett et al.
2020). Popular benchmark datasets also have been found
with errors and other vulnerabilities that can compromise
evaluations or even obfuscate risks (Dehghani et al. 2021;
Gema et al. 2024; Bowman and Dahl 2021; Sainz et al.
2023). Lastly, while reporting high accuracy bolsters popu-
larity, disclosing model shortcomings brings developers ap-
prehension of hurting the same.

With arguments supporting the potential and challenges
of using evaluations for AI governance, we hereby state our
research questions. First, we find whether model evaluation
reports tend to be accompanied by detailed sections on risks
and limitations. To further probe the delicate tensions, we
examine models on a large, shared benchmark suite to test
whether the odds of risk documentation are also related to
leaderboard performance.

RQ1: Is risk documentation associated with model
evaluation? Risks and Biases Documented? ∼
Project Covariates+ Evaluation Reported?

RQ2: Are better performing models more trans-
parent? Risks and Biases Documented? ∼
Project Covariates+Model Accuracy

We pursue RQ2 on Hugging Face’s first edition of the
Open LLM leaderboard, which ran from May 2023 to June
2024. It drew 7173 unique submissions that were ranked
on aggregate performance across six extremely popular
benchmarks (Cobbe et al. 2021; Sakaguchi et al. 2021;
Clark et al. 2018; Zellers et al. 2019; Hendrycks et al. 2021;
Lin et al. 2022). Importantly, it observed rigorous commu-
nity monitoring for contamination (Balloccu et al. 2024) and
other evaluation malpractices and reproducibility checks to
substantiate self-reported performances, thus enabling and
strengthening the validity of our experiments.

Data Analysis
Hugging Face hosted 700,072 open repositories as of
06/15/2024. Since AI auditing and documentation partic-
ularly apply to service-ready models and AI applications
(Arnold et al. 2019; Law and Krier 2023), we next iden-
tify deployable models (See. Appendix), narrowing down to
456,545 projects. Around 15.9% and 2.2% of all these mod-
els were found to contain filled evaluations and risks sec-
tions, respectively.

As controlling for model size in terms of perceived risk
and stake (Heim and Koessler 2024; Bender et al. 2021)
is critical for our primary analyses, we exclude models for
which size information was unavailable. We obtained model
sizes (parameter count) for 140,783 models through plat-
form supported libraries. Finally, by the current definition
of open-source AI (OSI 2024), we identify projects where
training data was also released and linked to the model
weights. Around 7,092 models were open source, while 788
also participated in the open LLM leaderboard. Details on
data collection and explanation of variables included in the
regression analyses can be found in Appendix.

We frame our RQs as binary prediction modeling to deter-
mine if risk documentation is significantly associated with
1. rates of evaluation found in model cards and 2. abso-
lute mean performance on the Open LLM Leaderboard. We
model the likelihood of risk assessment in model cards us-
ing binomial logit models at a significance level 0.01, where
evaluation practices (RQ1) or performance (RQ2) are the
main regressors of interest, adjusting for crucial developer
and project-level covariates (See Appendix). Presence of
CO2 emissions in model cards is also included as a dichoto-
mous control in RQ1 and RQ2. We use the API for headers
and string matching to detect valid CO2 emission entries
under designated sections in the card text.

We find a strong association between evaluation practices
and risk documentation (RQ1), with models reporting some
form of evaluation being 149.2% more likely to contain
model risks and limits. More training data size, documenta-
tion of CO2 footprint, developer team size, commit activity,
and popularity (model likes) positively correlated to odds of
risk documentation. Audio applications and models associ-
ated with high contributors (more models) were, meanwhile,
less likely to carry risk documentation. RQ2 found that high
performers on the Open LLM Leaderboard are less likely to
document risks and limitations. One standard unit increase
in accuracy reduced risk reporting chances by 53.4%. Big-
ger models (parameters), documentation of CO2 footprint,
high number of commits, and developer team size also pre-
dicted higher chances of a project carrying such documen-
tation. At the same time, companies and high contributors
are less likely to do the same. Interestingly, specific model
knowledge domains do not exert any significant effect across
both analyses, i.e. risk reporting rates are relatively the same
across high-stake applications such as medicine or finance,
niches such as code, and all other general domains. Detailed
results of our analysis are available in the Appendix.

Discussion
Through our large sample empirical analysis and audit of
OSS model cards, we discover promising trends in how eval-
uations can be mobilized for sociotechnical governance. At
the same time, we find evidence of overall low evaluation
and risk assessment rates, supporting long-standing obser-
vations and calls for fundamental reforms in evaluation ob-
jectives. While HF model cards encourage assessment of so-
cial impact, there is a gap in standards, expectations, and
norms. Precise guidelines and training modules from plat-
forms, such as tests and specific risks, and promoting well-



documented models (Liang et al. 2024) could greatly im-
prove overall developer accountability while fostering inno-
vation.

Leaderboards in particular need to consider the emerg-
ing needs of evaluation, improve upon their shortcomings,
and incorporate multi-faceted tasks and metrics (Liang et al.
2023; Bommasani et al. 2023; 2022; Mehrabi et al. 2021;
Zhao et al. 2018; Nadeem et al. 2021; Raji and Buolamwini
2019). Opportunistic overfitting can be mitigated by dy-
namic benchmarks (Nie et al. 2020; Dehghani et al. 2021;
Kiela et al. 2021; Gehrmann et al. 2021), that are con-
stantly updated to accommodate data drifts and emerging
domains, tasks, and capabilities. Other specific measures
may include confidentiality of test/hold out sets and miti-
gation of data leakage (Lilja et al. 2024; Deng et al. 2024)
and contamination (Dwork et al. 2015; Balloccu et al. 2024;
Magar and Schwartz 2022).

Limitations
As consensus on regulation and specific requirements for
OSS continues to evolve, we do not evaluate whether the risk
assessments provided in model cards are sufficient for these
models. Future research on evaluation protocols and safety
standards will benefit from continued exploratory studies
of practitioners, particularly how specific tests can mitigate
risks.

Hugging Face’s popularity and moderation makes their
leaderboards amenable for our research questions. Most
leaderboards cater to a specific domain and set of tasks, and
submissions are generally uniform in modality. The open
LLM leaderboards are primarily intended to test language
capabilities of AI models. Yet the patterns of developer be-
havior they reflect can provide crucial governance insight for
rapidly growing technologies across platforms and modality.
We look forward to future studies on improved, up and com-
ing leaderboards for further validation of our findings and to
inform evaluation practices going forward.
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Service-ready Features and Identifiers
Since AI auditing and regulation through documentation
are particularly applicable for service-ready models and AI
applications (Arnold et al. 2019; Law and Krier 2023),
we screen out WIP projects and dumps for deploy-ready
projects. Based on a comprehensive review of platform doc-
umentation and widgets/third-party features supporting di-
rect or downstream applications, we identify service-ready
models through at least one of the following properties:

• Model cards filled with detailed instructions, examples
and use cases: Detected using HF’s Model card scanner

• Use this Model: Platform-generated example scripts to
guide model loading and use through recognized libraries.

• Endpoints compatible: this tag indicates the model is
compatible with Inference Endpoints and hence scalable
and production-ready

• Pipeline tag: denote the specific task a model was
designed for, such as ”text-classification”, or ”object-
detection”, and are auto-detected or indicated by the de-
veloper.

• Autotrain compatible: indicates if a project is a com-
plete pre-trained model and compatible within the HF
ecosystem for downstream fine-tuning on custom data.

• Text-embeddings-inference: Allows generation of text
embeddings at scale from compatible models.

• Text-generation-inference: A runtime, sometimes also a
widget, to handle text generation queries to a model.

A total of 456,545 projects out of the 700,072 repositories
scanned fulfilled this criteria.

Data Collection
Project use, Developer activity, and Community engage-
ment: Controlling for time lets us account for documentation
practices as a function of evolving development standards,
conception of ethical practices, and regulatory oversight. We
measure the age of the repository as the time between the ini-
tiation of the project (first commit) and data collection. For
developer and community engagement around a model, we
measure the total number of commits, pull requests, and all
other discussions (including issues) on each repo. Develop-
ers seeking greater exposure and usage of their projects may
practice better documentation (Gong et al. 2023). We use
total likes from users as a cumulative measure of a model’s
popularity. Hugging Face allows model porting to build de-
rived applications called Spaces, similar to Github’s forking.
We measure the uptake of the models through the number of
spaces they support.

Application type: HF tracks information on the modalities
and tasks performed for most service-ready models. These
span six major types: Natural Language Processing, Com-
puter Vision, Audio, Reinforcement Learning, Tabular Data,
and Multimodal. Note that a particular AI application may
qualify under multiple categories, e.g. vision language mod-
els.

Developer attributes: The growing importance and evolv-
ing sophistication of documentation benefits from multiple
contributors and distributed responsibilities. In addition, in-
formation management may also depend on the type of de-
veloper or provider. In particular, commercial entities antic-
ipating regulatory purview may ideally conduct more thor-
ough risk assessments to avert potential liabilities from fail-
ures and misuse. We scrape developer profiles of respective
models for information on team strength and affiliation, such
as a for-profit company releasing ’freemium’ models, an
educational institution (university or classroom), or a non-
profit. For all developers, we also include the total number
of models they contributed as a measure of experience.

Model Scale: In the context of AI, scaling refers to im-
proving learnability and performance by developing highly
parameterized and data-intensive models. Large Foundation



(’Frontier’) models have received particular attention from
ethicists and policy oversight bodies (Heim and Koessler
2024; Bender et al. 2021). Recent proposals, particularly SB
1047 in California, explore graded requirements by model
value. To inform ethical practice and test hypotheses around
compliance behavior, scale variables control for emerging
legal and social motivations from model valuation that may
also influence evaluation and disclosure standards.

We represent scale through both model size (number of
parameters) and training data volume (number of samples).
Non-uniform file nomenclature and frameworks complicate
the automated loading and parsing of model details such
as size (Huggingface a). Safetensors (Huggingface c) and
GGUF (Huggingface b) are two popular tensor formats pro-
moted and tracked by HF. Models and training checkpoints
correctly stored in these formats display verified details on
their pages, including the number of parameters (Hugging-
face d). We obtained the parameter count for 140,783 mod-
els. Model index tags contain links to training data (if re-
leased), and Hugging Face provides size and other struc-
tured information on nearly all datasets it hosts. After se-
lecting models with all their training data available on HF
and screening out models directed to invalid dataset repos-
itories, we obtained training data sizes for 17,260 models.
Overall, 7093 models had complete model and training data
size information. One sample was excluded prior to anal-
ysis for being an outlier (cook’s D > 1). Knowledge Do-
main, in the context of ML, refers to the specific cases and
tasks a model has learned to perform. Models are gener-
ally trained with data samples from their target domain, and
high stakes/ critical applications may command greater de-
veloper accountability. E.g., minor diagnostic errors can sig-
nificantly increase liabilities and derail the applicability of
AI in medicine. HF tracks multiple popular training data do-
mains, including medical, finance, code generation etc.

Compliance Information: Based upon development ob-
jectives and target use, developers chose appropriate tests
and metrics to quantify model performance. Our first hy-
pothesis testing requires predicting models’ risk and limi-
tations documentation against the rate at which they eval-
uate model performance. Model cards are the default face
of a model’s landing page on HF, rendered from the reposi-
tory’s ’README.md’ file. They are designed to present sev-
eral distinct sections for technical information such as data
provenance, development specifications, performance, le-
gal/copyright aspects, and social implications of the model’s
use. Based on the official HF Annotation guide, the Evalua-
tion section requires the model developer to specify testing
objectives, protocols, and performance results. Ideally, these
should be selected to ensure domain accuracy and demo-
graphic fairness, i.e., performance specifically tested across
relevant user groups and foreseeable error contexts specific
to the model’s use cases. Based on such evaluation, a devel-
opment team’s sociotechnical expert is expected to complete
sections titled ”Bias, Risks, and Limitations”.

HF’s society and ethics team recently developed a reg-
ulatory tool to scan model cards to check if certain sec-
tions have been filled out. We analyze all model cards to
detect whether evaluations or risk assessments have been in-

cluded. Some integrated libraries, e.g., Autotrain1, initialize
default model cards based on the HF template but only con-
tain placeholder text (such as ”More information needed”)
or are empty for most sections. We treat these as false posi-
tive, non-compliant model cards for analytical integrity.

CO2 footprint assessments are another crucial sociotech-
nical component of AI development that follows closely
on the heels of the social impact (Lacoste et al. 2019;
Strubell et al. 2020). Presence of these reports are controlled
for confoundedness with social impact disclosures. We parse
model card metadata along with string matching to detect
valid CO2 emission entries under designated sections in the
model card text.

Competitive Benchmarking: Over time, different leader-
boards have been created to test different AI applications.
Leaderboard positions are highly competitive, and the high-
est performers enjoy considerable visibility and popular-
ity. The Open LLM Leaderboard is the most prominent
and active leaderboard on Hugging Face, with its first edi-
tion running from May 2023 to June 2024. It was mainly
geared towards language technologies and ranked submis-
sions on aggregate performance across six extremely popu-
lar benchmarks (Cobbe et al. 2021; Sakaguchi et al. 2021;
Clark et al. 2018; Zellers et al. 2019; Hendrycks et al. 2021;
Lin et al. 2022). With 7173 unique, complete submissions,
the leaderboard encourages performance validation while
supporting community-informed model selection.

We use leaderboard archives to collect details on partici-
pating models. Submissions were ranked by their aggregate
performance across these six popular benchmarks.
• AI2 Reasoning Challenge (ARC) (Clark et al. 2018):

Grade-school science questions (25-shot)
• HellaSwag (Zellers et al. 2019): Commonsense infer-

ence, challenging for SOTA models but easy for humans
(10-shot)

• MMLU (Hendrycks et al. 2021): Multitask accuracy
across 57 tasks including mathematics, history, law, and
more (5-shot)

• TruthfulQA (Lin et al. 2022): Measures model’s propen-
sity to reproduce common online falsehoods (0-shot)

• Winogrande (Sakaguchi et al. 2021): An adversarial
benchmark for commonsense reasoning (5-shot)

• GSM8k (Cobbe et al. 2021): Diverse grade school math
word problems to test multi-step mathematical reasoning
(5-shot)

Developers often submit multiple entries to report incremen-
tal increases in accuracy. While this ostensibly reflects inno-
vation, resubmissions are often overfitted to perform (Etha-
yarajh and Jurafsky 2020; Hardt 2017) and may indicate the
competitiveness of the participant rather than sustainable de-
velopment. For our analysis, we only consider the best per-
formance for each model, controlling for the number of at-
tempts and the precision of the model version tested. We also
control for evaluation malpractice through flagged models.

1https://huggingface.co/autotrain



Project Aspect Variables Description Type Source

Model Features Model Size Number of Model Param-
eters

Numeric Model Page

Training Resources Number of data samples
used to train model

Numeric Training Data metadata
(HF API)

Modalities Modalities served e.g.
Computer Vision

Categorical Model Card metadata (HF
API)

Domain Specific fields of applica-
tion model is trained for
e.g. code analysis, medical
applications

Categorical Training Data metadata
(HF API)

Model Developer Team Size No. of Developers Numeric Linked Developer Profile
Total Models Development experience

of contributor
Numeric Linked Developer Profile

Entity Type If contributor is a for
or non profit, research
projects, etc

Categorical Linked Developer Profile

User Engagement Likes Total Likes from HF Users Numeric Model Page
Deployed Apps Number of apps on HF us-

ing model
Numeric Model Page

Developer Activity Age Repository Age in days Numeric Git History (HF API)
Total Commits Development activity on

repository
Numeric Git History (HF API)

Pull Requests Feature Additions and
Contributions received

Numeric Git History (HF API)

Discussions Community feedback and
engagement with repo

Numeric Git History (HF API)

Compliance Performance Evaluation Developer’s evaluation
objectives, protocols
selected and results

Categorical HF Model Card scanner
and API

Risks, Limitations and Bi-
ases

Foreseeable harms, vul-
nerabilities and limitations

Categorical HF Model Card scanner

CO2 Emissions Model training footprint
on environment

Categorical HF Model Card scanner
and API

Competitive Accuracy Best aggregate results re-
ported on the Open LLM
Leaderboard

Numeric Leaderboard Archives

Benchmarking Attempts Number of leaderboard
submissions for a single
model

Numeric Leaderboard Archives

Precision Precision used in testing
e.g. 8 Bit, BF16 etc

Categorical Leaderboard Archives

Table 1: Data collection across Hugging Face: Variables with description.



Regression Results

Predictor Coefficient p-value
(Intercept) -3.263988 <0.0001

Model Scale Parameters 1 0.120302 0.026334
Data size 1 0.179451 0.000169

Modality Audio -0.949783 0.003028
Computer Vision 0.815687 0.014426

Multimodal -1.288032 0.209746
Natural Language Processing 0.384321 0.019977

Reinforcement Learning -13.517337 0.984074

Domain Biology 0.068115 0.914340
Chemistry 0.320644 0.713684

Climate 1.646929 0.324356
Code -0.483826 0.135364

Finance -0.174213 0.796490
Legal 0.191019 0.720080

Medical -1.235878 0.035409

Model Developer Team members 1 0.193956 0.000149
Total models 2 0.248375 < 0.0001

Company -0.204922 0.273141
University -0.005852 0.983995
Classroom 0.623096 0.445068
Non-profit 0.529477 0.021068

Use and Popularity Likes 3 0.174444 0.001643
Number of Spaces 1 -0.015841 0.713853

Repository Activity Total Commits 2 -0.359598 < 0.0001
Threads 1 0.090050 0.026619

PR 1 0.001501 0.974375
Repository age 2 0.054596 0.268635

Transparency CO2 footprint 2.177332 < 0.0001
Evaluation Availability 0.913310 < 0.0001

Others High Risk Application -13.834954 0.968635
N= 7092 R2 = 0.115

AIC = 3411
1 Log transformed (base 10) and Standardized 2 Log (base 10), 1/x and Standardized 3 Log (base 10), x0.3 and Standardized

Table 2: RQ1: Test statistics for binomial logistic regression of limits, bias, and risks documentation rates among models based
on 1. their project attributes, 2. rates of compliance with related components of the Model Card. Developers/moderators often
assign ’not-for-all-audience and ’NSFW’ tags to certain projects inappropriate for general use, such as ones trained on or
meant for sexual content generation. These high risk applications were incorporated as a categorical control in our analysis. To
satisfy modeling assumptions, suitable higher-order transformations were applied to certain predictors using the Box-Tidwell
approach (Box and Tidwell 1962)

4https://huggingface.co/content-guidelines



Predictor Coefficient p-value
(Intercept) -2.8854 < 0.0001

Model Scale Parameters 2 0.6695 0.000803
Data size 1 -0.1617 0.371708

Domain Multi-domain 17.3876 0.987295
Code -16.6237 0.987853

Medical 0.5741 0.730284

Model Developer

Team members 1 1.0562 < 0.0001
Profile models 1 -0.6927 0.000257

Company -1.6773 0.003041
University -0.2654 0.714144
Non profit -1.3751 0.173400

Use and Popularity Likes 1 -0.3491 0.194646
Number of Spaces 1 0.2701 0.155802

Repository Activity
Total Commits 1 0.8053 < 0.0001

Threads 1 0.1761 0.427108
PR 1 -0.1766 0.162182

Repository age 1 -0.0203 0.920262
Transparency CO2 Footprint availability 2.3698 0.001487

Evaluation Details Accuracy 3 -0.7631 0.001124
Flagged -0.2596 0.796655

Attempts 1 0.3128 0.038215

Precision 4 bit -18.0137 0.993056
8 bit -0.3797 0.802545

Torch BFloat16 0.3294 0.316380
Others High Risk Application -15.3855 0.994607

N= 788 R2 = 0.272
AIC = 371.636

1 Log transformed (base 10) and Standardized 2 Log (base 10), x4.5 and Standardized 3 Standardized

Table 3: RQ2: Test statistics for binomial logistic regression of limits, bias, and risks documentation rates among models based
on 1. features of leaderboard models 2. competitive performance of the models. Developers/moderators often assign ’not-for-
all-audience and ’NSFW’ tags to certain projects inappropriate for general use, such as ones trained on or meant for sexual
content generation4. These high risk applications were incorporated as a categorical control in our analysis. Flagged models
were ones that were found to be contaminated or improperly evaluated. To satisfy modeling assumptions, suitable higher-order
transformations were applied to certain predictors using the Box-Tidwell approach (Box and Tidwell 1962)


