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Abstract
Machine learning models have been applied in many
criminal justice decisions, and prior research has proved
that machine learning models can reduce biases if they
are blind. However, prior research focuses on classifi-
cation tasks in criminal justice. Regression tasks’ dis-
parity is much more difficult to be evaluated. Prior
research on sentencing bias evaluation only focuses on
systematic biases and ignores the individualized biases
in cases. In this study, we focus on the sentencing task.
We propose a new method to evaluate whether an in-
dividual case is biased based on comparing it with all
other cases according to Treating Like Cases Alike. We
collect all 238,419 theft cases from CJO and extract
the legal factors and sentencing results. 159,699 cases
are used for building a machine learning model, and
we test our model’ ability of reducing biases on the
rest 78,720 cases. We use XGBoost to train our model.
By employing the method, we find if all judges are re-
placed by machine learning models, the probability of
being sentenced an unfair result is 35% lower; if coop-
erating with judges, 55% biased cases can be sentenced
in a more fair way. Machine learning models can reduce
individualized biases.

Background
Sentencing prediction models care more on accuracy,
which means the smaller differences between the real
judge’s and machine’s decision, the better (Xiao et al.
2018; Hofman et al. 2021). The same applies to other
prediction tasks in criminal justice system, and even
in other fields. Most research aims for predict same re-
sults as real judges, even in other criminal justice sen-
tence field like the bail (Kleinberg et al. 2017). How-
ever, judges have biases. If a machine learning (ML)
model predicts a sentencing results as a real judges,
then there may be some problems: the model may just
learn from judges’ biases and produce unfair results con-
tinuously. Nevertheless, many researchers have found
that ML does not have the ability to predict a same re-
sults as human judges, and at first they considered that

∗These authors contributed equally.
Copyright © 2026, Association for the Advancement of Ar-
tificial Intelligence (www.aaai.org). All rights reserved.

this is because the algorithm is not good enough (Xiao
et al. 2018). However, until now, no ML model can pre-
dict the same as a human judges. Even a human judges
can not predict the same as another. Later, researchers
noticed that this gap may be a result of human biases
and they try to use other methods to reduce these biases
(Zhou et al. 2022). Except for building a better model,
researchers also introspect on prior research and dis-
cover that ML models, in most cases, only receive legal
factors as features for prediction, which have the poten-
tial to reduce criminal justice decision biases (Kleinberg
et al. 2017; Goel, Rao, and Shroff 2016; Lin et al. 2020),
although the data provided contains a series of discrim-
ination or biases, and in order to fit these biased result,
ML model may use complex calculus where biases arise
Hu et al. (2025). However, other researcher argue that,
during the machine learning proceeding, all biases are
considered as noise in ML models, and models only try
to capture the rule between legal factors and expecting
outcomes from biased decisions made by human beings
(Kleinberg et al. 2017). For example, Kleinberg et al.
(2017) use bail data from New York, and find that ML
model produces a better result than real human judges,
which means machine judges successfully predict the
recidivism. Goel, Rao, and Shroff (2016) also use the
data from New York, and find a similar result that by
employing ML models, police can stop less, hit more,
and reduce more race discrimination. However, Dres-
sel and Fraid (2018) find that ML models perform no
differences from lazy people in predicting recidivism.
Thus, Lin et al. (2020) replicate the research, and find
that if ML models are provided with rich risk factors, or
called as legal factors in our context, they can outper-
form the human beings. Overall, these findings all find
that, in certain circumstance, which means rich legal
factors are available for ML models and extra-legal fac-
tors are excluded, machine judges may perform better
than human judges. It seems that this assertion, that
machine learning models only use legal factors as pre-
diction features so they can not produce biased results,
is self-evident. Nevertheless, ML models employ non-
linear models, and create many interactions, or other
changes on data in order to fitting the results of hu-



man judges. For example, in Hu et al. (2025)’s research,
they argue that some features may be an indicator to
gender information, and through complex ML models,
they can be captured. Thus, further evaluation should
be employed.

However, These findings have several limitations:
first, all research focuses on classification tasks’ per-
formance, e.g., recidivism prediction and bail, which
means that the ML models, as well as judges only need
to decide yes or no, considered as a much more eas-
ier decision compared with regression tasks. In other
fields, research also focuses on classification tasks, e.g.,
microlending decision (Cresswell et al. 2024; Hu et al.
2025). However, this prevents generalizing the conclu-
sion that ML models can reduce biases to the regres-
sion tasks. A typical field where ML models are used
mainly is sentencing, specifically in China (Tahura and
Selvadurai 2022).

Second, there is no suitable tools to identify sentenc-
ing tasks’ performance. If we want to study on continu-
ous outcomes, especially sentencing, we can not use the
method Kleinberg et al. (2017) use as we mentioned
in the first point because we do not know the post-
hoc results of sentencing. The only method is to use
models to estimate whether disparity exists. However,
biases occur in various forms, while previous research
only focuses on race or other demographic features of
offenders. It leads to a question that in all social sci-
ence research, is it possible for researchers to control
all the variables? If not, then there exists an endogene-
ity problem. This is also why sentencing disparity or
criminal justice decision disparoity research is always
inconclusive. There are so many factors that may affect
sentencing but usually ignored by previous research:
Kim, Spohn, and Hedberg (2015) and Wu (2021) use
multi-level regression models and found judges them-
selves produce biases; Enough and Mussweiler (2001)
also proves that the prosecutors’ sentencing recom-
mendation will make judges produce different results
even when they are dealing same cases; Danziger et al.
(2011), Heyes and Saberian (2019) and (Ludwig and
Mullainathan 2024) also find many factors, including
food supply, environment, and even the outlook of of-
fenders other than demographic features will affect final
decisions, producing biased sentencing results. What is
more, (Ludwig and Mullainathan 2024) find that the
outlook of offenders, in their context, the well-groomed
and heavy-faced, has a higher impact than other demo-
graphic features, and they are highly related to gender
issues. Moral institutions also have an impact on crim-
inal justice decisions according to Silver, Ulmer, and
Silver (2023). All these findings then make us aware of
a problem that researchers can not control many vari-
ables. This causes serious endogeneity problem. For ex-
ample, a social science researcher wants to investigate
the sentencing disparity between male and female crim-
inals, but there are too many variables that a researcher
can not control all of them, e.g., the food supply, the
moral institutions, the environment and even the face of

offenders (Enough and Mussweiler 2001; Danziger et al.
2011; Heyes and Saberian 2019; Silver, Ulmer, and Sil-
ver 2023; Ludwig and Mullainathan 2024). As a result,
the findings that gender contributes to a sentencing dis-
parity may be wrong because in their model they do not
control all rival factors, leading to a biased causal effect
identification. For instance, researcher may find judges
discriminate the male, but in fact, it is because in the
sample, most male offenders would have a heavy-faced
feature.

Third, these research focuses more on systematic bi-
ases based on equality before law philosophy (Becca-
ria and Voltaire 1876), instead of individualized biases
based on Treating Like Cases Alike (Hart 1996). Sys-
tematic biases here are defined as the disparity that
happens in the whole sentencing system, e.g., most
judges sentence black people a longer imprisonment
(Baumer 2013), or even the ideology of the whole justice
system (Kennedy 1976, 1997). Individualized biases are
defined as biases in an individual case compared with
other cases. Research on ML model’s biases also pay
more attention to systematic biases, e.g., Goel, Rao,
and Shroff (2016) focus more on the race disparity from
a systematic view by comparing black people’s stop per-
centage with white people’s, and Larson et al. (2016)
also evaluate the race problem using similar methods.
Their research is usually conducted as following steps:
first, they find a model and produce results; next, they
devide cases into two groups and evaluate whether these
cases show a different prediction results. Theoretically,
sentencing biases can be divided into two types: one is
from systematic discrimination (Seniuk 2016), and one
is from individual cases, which is usually ignored by
social science academia because they are hard to gen-
erate a theory. Individualized biases can generate to a
systematic one, while a systematic one can contribute
to an individual case’s sentencing disparity. A typical
social science research starts with dividing cases into
groups by some extra-legal factors and then observe the
difference between groups either using regression mod-
els or matching comparisons. But, individualized biases
require observing cases one by one and compare them
from a micro view. However, it is hard for scholars to an-
swer which case is biased and which one is not, which is
a straight answer to individual biases, because it is im-
possible for scholars to read such many cases and even
remember all details. In fact, most social science tools
are designed for identifying systematic issues, because
that is what they mainly concern. To summary, con-
centrating on the systematic biases can generate social
science theory, but the endogenous issue prevent us to
produce reliable evaluation on sentencing. Social science
tends to view the disparity from a macro view, but as for
defendants, they only care about themselves. Thus, this
research only focus on individualized biases. The the-
ory frame in this part is showed in Figure 1. Then, the
main problem here is, how can we develop a method to
estimate individualized biases, and the method should
be a relatively explanable one?



Figure 1: Two Perspectives on Sentencing Biases

Methodology
China Judgement Online Data
Our China Judgement Online (CJO) data ranges from
2018 to 2021, which is before the Amendment XI to
Criminal Law of PRC took effect, and after the Amend-
ment X to Criminal Law of PRC took effect. This
makes sure all sentencing decisions are under same le-
gal regulations. Next, we extract all legal factors from
the reasoning part. We imitate the method Xiao et al.
(2021)’s LawFormer used to extract legal factors. We
first build regular expressions and ask legal students
to read the judicial documents and ask them whether
there is a need to change the regular expressions. Some-
times, judges produce incorrect reasoning or do not pro-
vide any reasoning. Thus, there will be some wrong
cases, e.g., some cases with no legal factors or some
cases with contradict factors. Under the rule built by
our legal research assistants, we delete these cases. We
thus get a total of 238,419 cases. Then, we go to the
facts description parts and use the Task Augmentation
method proposed by Li, Qin, and Yu (2022) to extract
the theft amount data. We also use a generative LLM
model Qwen 3 to help us extract some obviously wrong
data, e.g., cases with extremely small amount or the
amount is inconsistent with its sentencing length.

Machine Learning Model
159,699 cases are used for building a model, and the rest
of cases are used as validation dataset. Among 159,699
cases, 80% are used for training and 20% are used for
testing. Our research employs the XGBoost model pro-
posed by Chen and Guestrin (2016):

f(x) =

M∑
m=1

γmhm(x)

, where f(x) denotes the XGBoost function, M rep-
resents the number of decision trees included in the

model, hm(x) is the m-th tree, and γm is the corre-
sponding weight. The loss function is:

ℓ(y, f(x)) =
1

2
(y − f(x))2

, where ℓ(y, f(x) is the loss function; y denotes the
judges’ decisions; f(x) denotes the prediction results
of XGBoost model. To prevent overfitting, an L2 regu-
larization term is incorporated:

Ω(f) = λ

M∑
m=1

∥hm∥2

To evaluate our model’s performance, we use the
CAIL2018 score proposed by Xiao et al. (2018) and
MAE score. The CAIL2018 score ranges from 0 to 100.
We also employ the LightGBM model as a robustness
check and we find that they have similar performance.
The MAE of XGBoost model is 3.406 months, and the
CAIL2018 score is 80.8. The MAE of LightGBM is 3.347
months, and the CAIL2018 score is 81. Compared with
similar models, our performance is good enough to be
used for testing the ability of reducing sentencing dis-
parity (Li et al. 2020). Besides, the XGBoost and Light-
GBM model’s MAE is only about 0.37 months.

Bias Identification Method
We then try to find a way, hoping that by using the legal
factors only, we can find whether there is a sentencing
disparity in each individualized case. We then get an
idea from Zhou et al. (2022)’s paper as well as Seniuk
(2016)’s idea. The foundation of our method is Treating
Like Cases Alike theory in legal academia (Hart 1996,
1958). We then test the ability of reducing biases of
machine judges on 78,720 validation cases. Our method
is illustrated by Figure 2.

By employing the method illustrated, we can iden-
tify which case is biased, compared with all other cases



Figure 2: Method to Identify Sentencing Biases

by running this procedure for every case. We then get
78,720 coefficients for every case. We conduct this pro-
cedure for the machine predictions as well. We assume
that the treatment group is the machine predictions,
while the control group is the judge predictions. We
employee two comparison strategies. More exactly, we
first compare the human judges’ decisions with other
human judges’ decisions as the data of control group,
and also compare the ML predictions with other human
decisions as the data of treatment group. This strategy
assumes that if all judges employed the machine’s out-
comes, what the counterfactual will be compared with if
they do not use machine learning models. We also pro-
pose a framework for human-machine cooperation. We
consider the other strategy, which is an imitation to the
appeal in court system. Usually, if a defendant thinks
the sentencing is biased, he will appeal. Or if the upper
level court finds a case is biased, it can start a retrial.
We then assume that, for all biased cases, the defen-
dants appeal, or the court decides to retrial under the
instruction of similarity results. And in the second trail,
judges use the machine to assist their decisions. If the
human decision is unbiased, then there is no need to use
machine judges. We call this group as a machine-modify
group, and this group is our new treatment group. In
this case, we compare the machine’s predictions with
all human judges’ decisions, so in this experiment, all
cases are compared with the human judges’ decisions.
We then can calculate how many biased cases are there

in machine predictions and judge predictions groups.
We use the Risk Ratio (RR) to calculate the difference
between machine judges and human judges. which is
often used in medical tests. The equation of RR is:

RR =
bt

bt+ut

bc
bc+uc

, where bt means the number of biased cases in the ma-
chine predictions, considered as a treatment group, and
ut is the number of unbiased cases in the machine pre-
dictions; bc is the number of biased cases in real human
judge predictions, considered as a control group, and uc

is the number of unbiased cases in judge predictions.
The baseline of RR is 1, meaning that machine predic-
tions are tantamount to human predictions, and if the
RR is lower than 1, it means machine judges perform
better than human judges. We also report the Odds
Ratio (OR), which is often used together with RR. The
baseline of OR is also 1. and if the OR is lower than 1,
it also means machine judges perform better than hu-
man judges. The equation of OR is showed as below,
and the bt and uc have same meanings as they are in
RR formula:

OR =
bt
ut

bc
uc

Robustness Check: Gini Method
Anderson, Kling, and Stith (1999) proposed a method



using Gini coefficient to evaluate inequality in sentenc-
ing. They consider sentencing decisions as enumeration
data, and use a negative binominal model to estimate
judges’ effect. By imitating their method, we also em-
ploy a negative binominal model. We treat this method
as a robustness check. A problem in social science model
is, the relationship between legal factors and sentencing
may not be linear, which means the negative binominal
model may not capture the real residuals. Our expla-
nation is: according to Supreme People’s Court of PRC
(2014)’s rule, For cases with multiple sentencing factors,
the sentence is generally adjusted by adding those fac-
tors in the same direction and subtracting those in the
opposite direction, according to the respective adjust-
ment ratios of each sentencing factor., which indicates
that judges’ decisions are without any complex interac-
tions. Besides, the adjustment ratios in Supreme Peo-
ple’s Court of PRC (2014)’s announcement is presented
in the form of percentage, so negative binominal model
is much more suitable because in social science research,
many researchers interpret the logged data into a per-
centage form. Based on above discussion, the log-link
function equation of our model is set as:

ln(µi) = β0 + β1Xi1 + β2Xi2 + · · ·+ βkXik

, where µi denotes the sentencing length of case i; Xik

denotes the legal factor k of case i; β0 represents the
intercept of our model; βk denotes the coefficients esti-
mated for legal factor k.

We use the excepted sentencing length to represent
the sentencing of each case if they have same legal fac-
tors. We assume all cases share the same legal factors
(all factors are zero), and thus the residuals represent
that in each case, what length of sentencing are decided
by extra-legal factors. The intercept is the expected sen-
tencing lengths when all cases with no any sentencing
legal factors. Thus, our residuals should plus the inter-
cept to get the expected sentencing (Anderson, Kling,
and Stith 1999). Then we use Gini to evaluate the in-
equality as a robustness check for new method. If all
cases’ residuals are roughly the same, then we can say
there is no individual cases’ biases. We use Lorenz curve
to estimate the Gini:

G = 1− 2

∫ 1

0

L(x) dx

, where G denotes the Gini coefficient;
∫ 1

0
L(x) dx is

the area under the Lorenz curve, and we use the in-
tegral to calculate it; L(x) is the function of Lorenz
curve. Lorenz curve is produced by cumulative propor-
tion of sentencing decisions. To compare different de-
cision makers’ biases, we use machine judges’ decisions
to calculate the residuals again and calculate the Gini.
Our method is: first, we use the human judges’ decisions
to build our negative binominal model, and get residu-
als of each case. Next, we use the machine predictions
to minus model’s excepted sentencing length, and get
residuals of machine judges. Last, we use the two set of
data to analysis the Gini coefficient.

Figure 3: Distribution of Coefficients: Strategy One

Figure 4: Distribution of Coefficients: Strategy Two

Findings
Main Findings
The first RR and OR result, showed in Table 1, uses
the first strategy we proposed. The RR is 0.65, and sta-
tistically significant, which means if all defendants are
sentenced by machine judges instead of human judges,
the probability of being sentenced an unfair result is
35% lower. The OR also shows a similar result. The
results of strategy two are showed in Table ??. The
RR is 0.45, and statistically significant, which means
if judges use a ML model to assist their work when
the cases are appealed by defendants due to that defen-
dants feel they are treated unequally, 55% biased cases
can be sentenced in a more fair way. Our results also
show that, by cooperating, the probability of producing
biased cases drop by 57.14% compared with only using
machines.

Another interesting finding is, in these two strate-
gies, we all find that machine judges still have biases.
In the first strategy, machine judges still produce 9689
biased cases, and back to the data itself, we find that
some unbiased cases produced by judges, if re-decided
by machine judges, will be biased. This means ML mod-
els also have biases, and they produce some new biases,



Table 1: Machine v.s. Judges: Strategy One

Strategy RR (95% CI) OR Decision Biased Unbiased Total
Strategy One 0.65 (0.64 to 0.67) 0.61 (0.59 to 0.63) Machine 8644 70076 78720

Human 13217 65503 78720
Strategy Two 0.45 (0.44 to 0.47) 0.41 (0.40 to 0.42) Machine 5992 72728 78720

Human 13217 65503 78720

Figure 5: Lorenz Curves for Two Decisions

even though they can to some extend modify human’s
wrong decisions. They may have learned some wrong
rules from biased cases.

Robustness Check
The Gini coefficient results are showed in Figure 5 in
the form of Lorenz Curves. The red line denotes an
ideal situation that all cases are treated equally. The
blue curve and the orange curve is the Lorenz Curve
for human and machine’s predictions. Overall, by using
machine judges, the inequality index for sentencing can
be reduced by 38.5%.

Discussion and Conclusion
Our study results are consistent with Kleinberg et al.
(2017), Lin et al. (2020), Goel, Rao, and Shroff (2016)
and Hu et al. (2025) and strongly support Kleinberg
et al. (2018)’s idea on that machine learning should
be used instead of regulated to promote equality. ML
model can reduce biases simply by building a model
that excludes extra-legal factors. What is more, our re-
search first compare ML model and human judges’ de-
cisions in the regression task, to be more exact, the
sentencing task in criminal justice, advancing this area
of research further. Machines can learn from biased hu-
man decisions and though treating biases as noise, they
can reduce sentencing disparity to some extend. What
is more, if they can cooperate with humans, the perfor-
mance can be better.

Our contributions include: first, we proposed a new
method, allows researchers to evaluate an individual
case’s bias based on comparison, making evaluating
regression results possible. And we provide a method

to evaluate sentencing disparity for researchers from
other countries where extra-legal factors are difficult to
get. This method overcomes a series of problems that
prior social science research can not solve, especially
the problem that it is impossible to control all extra-
legal factors. Second, prior research considers that by
excluding extra-legal factors, the ML model can pro-
duce a more fair result than human beings (Kleinberg
et al. 2017, 2018; Hu et al. 2025), so as human be-
ings (Chohlas-Wood et al. 2021). However, to delete
extra-legal factors in sentencing is impossible because
judges always need to interact with defendants or their
lawyers. Thus, we focus on the model. Our research
proves that it is also true in the regression task. We
generate this theory to the regressor ML model, instead
of the classifier ML model. We successfully proved that,
ML model can reduce biases, because it does not take
extra-legal factors into consideration. Besides, we also
find that by cooperating with humans, the machine can
perform even better. Third, our new method can be an-
other evaluation for sentencing prediction models. As
we have mentioned, most sentencing prediction models
focus on accuracy (Xiao et al. 2018). However, the social
impact of models should also be considered. ML studies
have enough samples to conduct this method in a reli-
able way. We recommend that all sentencing prediction
studies should employ the comparison-based method to
evaluate the social impact of their models. Last, for legal
researchers, the new disparity is worth considered that
whether a CJ system should employ machine learning
models and experts need to provide a cost-effectiveness
analysis on using machines. Simply regulating machine
judges is not a long way to go. We proved that ma-
chine perform better. A more proper way is to consider
whether it is worth to introduce machine models to re-
duce sentencing biases in sacrifice of some new biased
results and how to compensate the biased results made
by machines while they are employed.
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