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Abstract

Existing rhetorical understanding and genera-001
tion datasets or corpora primarily focus on sin-002
gle coarse-grained categories or fine-grained003
categories, neglecting the common interrela-004
tions between different rhetorical devices by005
treating them as independent sub-tasks. In006
this paper, we propose the Chinese Essay007
Rhetoric Dataset (CERD), consisting of 4 com-008
monly used coarse-grained categories including009
metaphor, personification, hyperbole and par-010
allelism and 23 fine-grained categories across011
both form and content levels. CERD is a man-012
ually annotated and comprehensive Chinese013
rhetoric dataset with five interrelated sub-tasks.014
Unlike previous work, our dataset aids in un-015
derstanding various rhetorical devices, recog-016
nizing corresponding rhetorical components,017
and generating rhetorical sentences under given018
conditions, thereby improving the author’s writ-019
ing proficiency and language usage skills. Ex-020
tensive experiments are conducted to demon-021
strate the interrelations between multiple tasks022
in CERD, as well as to establish a benchmark023
for future research on rhetoric. The experimen-024
tal results indicate that Large Language Models025
achieve the best performance across most tasks,026
and jointly fine-tuning with multiple tasks fur-027
ther enhances performance. The dataset and028
code will be released in a future version.029

1 Introduction030

Rhetoric, a form of linguistic expression frequently031

used in Chinese, is often employed in literary works032

to enhance the effectiveness and persuasiveness of033

writing. In the learning process of primary and034

middle school students, rhetorical devices are a key035

component of writing skills, with metaphor, person-036

ification, hyperbole and parallelism being the most037

commonly used (Chen, 2019). Examples of four038

mentioned coarse-grained categories are shown in039

Figure 1. With the advancement of educational040

technology, several studies explored automatic es-041

say evaluation (Wang et al., 2016; Yuan et al., 2020;042

盆里再次盛满阳光，望着泡在阳光里的草，我回忆起了过往。
(Translation) As the basin fills with sunlight once more, the sight of the grass bathed in light brings back memories 
of the past.

好多人直接斥巨资买了满满一大盆，我也想养这种草，可惜我从来没有过也未要过零花钱，怎么办呢？
(Translation) Many people have spent a lot of money to buy a large basin of it, and I also want to grow this kind 
of plant, but unfortunately, I've never had or asked for any pocket money—what should I do?
... (omit the texts) ...

随着时间的推移，叶子够到了花盆的边，叶子水滴般的外形总让人觉得它要流出盆，流满阳台，流满整个大地。
(Translation) As time goes by, the leaves reach the edge of the flowerpot, and their droplet-like shapes always 
make one feel as if they are about to overflow the pot, fill the balcony, and eventually cover the entire earth.

我仿佛突然从高处跌到地面，感到特别慌。
(Translation) I suddenly felt as if I had fallen from a great height to the ground, overwhelmed with a sense of panic.

... (omit the texts) ...

... (omit the texts) ...

Personification

Metaphor Personification Parallelism

Hyperbole

Literal

Figure 1: An excerpt from an essay illustrating four
commonly used rhetorical devices. It is worth noting
that a sentence can employ one or more rhetorical de-
vices, or it can be a literal sentence.

Zhong and Zhang, 2020) where rhetoric is a key 043

component because the use of rhetorical devices 044

in writing reflects the literary quality and language 045

expression ability of an essay (Burstein et al., 2001; 046

Ishioka and Kameda, 2006). 047

Popular rhetoric benchmarks often excessively 048

focus on a single category of rhetoric and neglect 049

the intrinsic connections between different rhetor- 050

ical devices, leading to a limited and one-sided 051

understanding of rhetorical phenomena. For exam- 052

ple, Shutova (2010) and Li et al. (2022b) mainly 053

considered metaphors, while Liu et al. (2018) and 054

Chakrabarty et al. (2020) only considered simi- 055

les. Specifically, Liu et al. (2018) focused only 056

on similes and the rhetorical components are fixed 057

as tenors and vehicles with a specific comparator 058

in the sentences. Besides, Li et al. (2022b) intro- 059

duced a corpus containing metaphorical sentences, 060

treating personification as a type of metaphor. This 061

results in a lack of full utilization of the interrela- 062

tions between different rhetorical devices. 063

To address the challenges, as illustrated in Fig- 064

ure 2, we propose the Chinese Essay Rhetoric 065

Dataset (CERD), a comprehensive Chinese rhetoric 066

dataset with five sub-tasks, constructed from essays 067

written by primary and middle school students in 068

real-world scenarios. CERD addresses the afore- 069
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兴趣是指引我学习方向的明灯，更是我的学习动力之源。

(Translation) Interest is the guiding light for my learning path and the source of my motivation to study.

音乐神童莫扎特自幼酷爱钢琴演奏，七八岁时就已经在各大事件中表演，正是他对音乐的热爱，才使他成为闻名中外的音乐家。

(Translation) Mozart, the musical prodigy, had a deep love for piano performance from a young age. By the time he was seven 
or eight, he was already performing at major events. It was his passion for music that made him a world-renowned musician.

但假如他一开始就对音乐失去兴趣，他又怎能实现这样的成就呢？

(Translation) But if he had lost interest in music from the beginning, how could he have achieved such accomplishments?

... (omit the texts above) ...

... (omit the texts below) ...

Rhetoric Classification (RC)

Coarse-grained category: Metaphor

Form Classification (FC)

Fine-grained category: Metaphor
(Form-level)

Content Classification (CC)

Fine-grained category: Abstract
(Content-level)

Component Extraction (CE)

Interest is the guiding light for my learning path and 

the source of my motivation to study.
[object: tenor] [content: vehicle]

[content: vehicle]

Rhetoric Generation (RG)

Using metaphor and building on the previous sentences, 
generate a sentence with “interest” as the tenor.

兴趣是心灵的翅膀，让人在知识的海洋中自由翱翔。
(Translation) Interest is the wings of the mind, allowing
one to soar freely in the ocean of knowledge.

Muti-label

Classification

Named Entity

Recognition

Controllable

Text Generation

Previous
Sentences

Rhetorical
Sentence

Figure 2: An example of five sub-tasks in CERD. An overview of the five tasks is discussed in Section 4.1.

mentioned limitations in prior work: Firstly, our070

dataset includes 4 coarse-grained categories and 23071

fine-grained categories across both form and con-072

tent levels, providing a broader and deeper perspec-073

tive for rhetorical understanding. Secondly, we074

abstract the types of rhetorical components across075

different fine-grained categories, enabling their ex-076

traction within a unified framework. This approach077

highlights the intrinsic connections between differ-078

ent rhetorical devices, facilitating a more compre-079

hensive understanding. Thirdly, unlike previous080

benchmarks that only required generating parts of081

the rhetorical components, our dataset provides082

more context for generating complete rhetorical083

sentences under certain conditions because the an-084

notation was conducted at the essay level.085

The contributions of CERD are listed as follows:086

• We propose the manually annotated Chinese087

Essay Rhetoric Dataset (CERD) which con-088

sists of five interrelated sub-tasks for rhetori-089

cal understanding and generation in essays.090

• Extensive experiments are conducted on091

CERD as a benchmark for future research on092

rhetoric.093

• We demonstrate the interrelations between the094

sub-tasks, highlighting that the annotations095

from one task can provide additional informa-096

tion to other tasks.097

2 Related Work 098

Rhetoric studies primarily focus on two categories: 099

understanding and generation. 100

Rhetoric Datasets For rhetorical understanding 101

related datasets, Shutova (2010) sampled metaphor- 102

ical texts from various genres including literature 103

and newspaper articles. Liu et al. (2018) intro- 104

duced an annotated Chinese essay corpus focus- 105

ing on simile. Chinese Literary Grace Corpus 106

(CLGC) presented by Li et al. (2022a) includes 107

coarse-grained categories of metaphor, personifi- 108

cation and parallelism while not further including 109

fine-grained categories or annotations on rhetori- 110

cal components. For rhetorical generation related 111

datasets, Chakrabarty et al. (2020) presented a par- 112

allel corpus consisting of a large number of similes 113

from collected from Reddit. Li et al. (2022b) intro- 114

duced a labeled Chinese Metaphor Corpus (CMC) 115

and a large-scale unlabeled Chinese Literature Cor- 116

pus (CLC). MAPS-KB (He et al., 2023) is a million- 117

scale probabilistic simile knowledge base includ- 118

ing tenor and vehicle triplets for generating parts 119

of rhetorical components. Distinct from previous 120

work, CERD incorporates 4 commonly used coarse- 121

grained categories in a unified framework with 5 122

interrelated sub-tasks. 123

2



Rhetoric Tasks and Approaches For rhetorical124

understanding tasks, Liu et al. (2018) presented the125

neural network-based approaches that outperform126

all rule-based (Niculae, 2013; Niculae and Yaneva,127

2013; Qadir et al., 2015, 2016) and feature-based128

baselines (Li et al., 2008) on simile related tasks.129

Zeng et al. (2020) used the Chinese essay corpus130

introduced by Liu et al. (2018) as a benchmark and131

propose a cyclic multi-task learning model with a132

pre-trained BERT (Devlin et al., 2018) encoder that133

stacks sub-tasks and forms a loop by connecting134

the last to the first. Wang et al. (2022) used the135

same benchmark and present a model that merges136

the input-side features as a heterogeneous graph137

and leverages decoding features via distillation.138

For rhetorical generation tasks, Chakrabarty et al.139

(2020) proposed a fine-tuned BART model (Lewis140

et al., 2019) to generate sentences using similes141

based on literal sentences. Stowe et al. (2021) pre-142

sented a fine-tuned T5 model (Raffel et al., 2020)143

to generate simile sentences in both free-text gener-144

ation and controllable text generation scenarios. He145

et al. (2023) proposed a framework for large-scale146

simile knowledge base construction.147

3 Dataset Construction148

In this section, we discuss the construction process149

of CERD.The definitions and descriptions of tasks150

in CERD are introduced in Section 4.151

3.1 Dataset Overview152

We collected 503 essays from primary and mid-153

dle school students’ examinations and daily prac-154

tice, averaging approximately 20.57 sentences and155

706.47 tokens per essay. Essays written by stu-156

dents, whose first language is Chinese, are chosen157

because rhetoric is commonly used in their writing,158

especially since most of their essays are narrative159

than argumentative. Furthermore, the essays are160

written in real-world scenarios, genuinely reflect-161

ing the students’ ability to use rhetoric.162

CERD consists of five tasks, including (1)163

Rhetoric Classification (Task RC), (2) Form164

Classification (Task FC), (3) Content Classifica-165

tion (Task CC), (4) Component Extraction (Task166

CE) and (5) Rhetoric Generation (Task RG), cov-167

ering both rhetoric understanding and generation.168

The annotation was conducted at the essay level,169

while the results are at the sentence level, except170

for Task RG.171

3.2 Dataset Annotation 172

3.2.1 Dataset Annotation Guidelines 173

We developed the annotation guidelines based on 174

the linguistic definitions of rhetoric (Li, 2020), cat- 175

egorizing the coarse-grained categories into four 176

types: metaphor, personification, hyperbole and 177

parallelism. We further categorize them into fine- 178

grained categories at both form and content levels. 179

More details are introduced in Appendix A.1. 180

Fine-grained Form-level Categories The 181

coarse-grained categories are subdivided into 182

12 fine-grained form-level categories based on 183

the parts of speech or structure of rhetorical 184

components. Fine-grained form-level categories 185

improve the understanding of the structures 186

of rhetorical sentences, facilitating both the 187

analysis of sentence grammar and the extraction of 188

rhetorical components from the sentence. 189

Fine-grained Content-level Categories The 190

coarse-grained categories are subdivided into 11 191

fine-grained content-level categories based on the 192

property of rhetorical components. Fine-grained 193

content-level categories enhance the recognition 194

of the contents and topics of rhetorical sentences, 195

thereby improving the understanding of rhetorical 196

descriptions. 197

Rhetorical Components In general, rhetorical 198

components are categorized into three types: con- 199

nectors, objects and contents. Connectors are used 200

to link the objects and contents or to represent sig- 201

nificant markers in a sentence. Objects represent 202

people or things described rhetorically in a sen- 203

tence. Contents refer to the rhetorical descriptions 204

in a sentence. For different form-level categories, 205

the specific rhetorical components may have vari- 206

ous meanings. 207

3.2.2 Dataset Annotation Process 208

During the entire annotation process, as illustrated 209

in Figure 9 (Appendix A.2), four annotators with 210

backgrounds in Education or Chinese Language 211

and Literature participated. We first developed 212

draft annotation guidelines and conducted a pre- 213

annotation on 50 essays. After assesing the Inter- 214

Annotator Agreements (IAA) (Cohen, 1960) be- 215

tween the annotators, we refined the draft annota- 216

tion guidelines. Finally, 503 essays were divided 217

into four batches, with the last 20 essays annotated 218

by Annotator A being the same as the first 20 es- 219

says annotated by Annotator B, and so on. These 220
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overlapped annotations are used to check the IAA.221

More details are introduced in Appendix A.2.222

3.3 Dataset Statistics223

3.3.1 Inter-Annotator Agreements224

We use Cohen’s Kappa κ (Cohen, 1960) to evaluate225

the IAA, defined as Equation 1,226

κ =
po − pe
1− pe

(1)227

where po is the empirical probability of agreement228

on the label assigned to any sample and pe is the229

expected agreement when both annotators assign230

labels randomly. To calculate the IAA for Tasks231

RC, FC and CC, we use the weighted means of232

Cohen’s Kappa across different categories. For233

Tasks CE and RG, we remove the tokens that are234

not part of any rhetorical component and calculate235

Cohen’s Kappa at the token level. The IAA scores236

across five tasks of CERD are shown in Table 1.237

Annotators
Cohen’s Kappa κ (%)

RC FC CC CE/RG

A & B 77.67 76.01 76.87 55.89
B & C 59.00 58.55 58.17 45.06
C & D 62.69 62.00 62.22 50.55

Average 66.45 65.54 65.76 50.50

Table 1: Inter-Annotator Agreements across five tasks
of CERD. A, B, C and D denote the four annotators.

3.3.2 Dataset Distributions238

The distribution of coarse-grained categories across239

five tasks is shown in Table 2. Sentences using240

metaphor and personification are more frequent241

than those employing hyperbole and parallelism,242

indicating that these are the most commonly rhetor-243

ical devices used in students’ essays.244

The distribution of fine-grained form-level cat-245

egories is illustrated in Figure 3 (a), showing that246

the form categories of simile and verb are the most247

frequently used. We also assess the distribution of248

fine-grained content-level categories, displayed in249

Figure 3 (b), demonstrating that the content cate-250

gories of concrete and personification are the most251

frequently used.252

Task #Met #Per #Hyp #Par #Lit

RC 509 220 130 150 150
FC 524 229 132 151 150
CC 522 221 130 151 150
CE 572 271 136 152 150
RG 449 260 135 0 0

Table 2: Distribution of coarse-grained categories across
five tasks. "Met", "Per", "Hyp", "Par", "Lit" refer to
metaphor, personification, hyperbole, parallelism and
literal, respectively. A sentence can employ several
rhetorical devices, which are not counted redundantly
in the Task RC. Furthermore, Task RG excludes all
sentences that use parallelism and literal sentences.

4 Experiments 253

4.1 Tasks Overview 254

CERD includes five tasks, covering multiple task 255

types such as multi-label classification, named en- 256

tity recognition and controllable text generation, 257

providing comprehensive support for rhetorical un- 258

derstanding and generation. 259

Rhetoric/Form/Content Classification Tasks 260

RC/FC/CC are multi-label classification problems. 261

Given a sentence x as input, a model is asked to pre- 262

dict which rhetorical devices y ⊂ Y the sentence 263

employs, where the set Y denotes all the possible 264

categories in a task. In particular, a sentence may 265

employ multiple rhetorical devices. Therefore, |y| 266

should satisfy 1 ≤ |y| ≤ |Y |. For Task RC, there 267

are 5 possible coarse-grained categories, including 268

the case of literal sentences. For Task FC, there 269

are 13 possible fine-grained form-level categories, 270

including the case of literal sentences. For Task 271

CC, there are 12 possible fine-grained content-level 272

categories, including the case of literal sentences. 273

Component Extraction Task CE is a named 274

entity recognition problem. Given a sentence 275

x with N tokens as input, a model is ex- 276

pected to extract all the possible rhetorical 277

components y in the sentence, where y = 278

{Sliterals, Sconnectors, Sobjects, Scontents} is a tuple. 279

The set S consists of multiple ordered pairs (i, j), 280

where 1 ≤ i ≤ j ≤ N denotes the indices of the 281

literal or rhetorical components in the sentence. 282

Rhetoric Generation Task RG is a controllable 283

text generation problem. For an essay with N sen- 284

tences, given the preceding context with at most k 285

consecutive sentences s = {si−k, . . . , si−2, si−1}, 286

4



44.1%

19.4%

11.1% 12.7%

12.6%

22.2%

13.6%

8.4%

1.6%

14.7%

2.2%

5.8%
2.8%2.5% 7.8%
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(a) Distribution of Fine-grained Form-level Categories

Simile
Metaphor
Metonymy
Noun
Verb
Adjective
Adverb
Direct Hyperbole
Indirect Hyperbole
Mixed Hyperbole
Structure Parallelism
Sentence Parallelism
Literal

44.5%

18.8%

11.1% 12.9%

12.8%

26.4%

3.6%

14.5%

17.0%

1.8%

10.2% 9.3%

2.9%

12.8%

Metaphor

Personification

Hyperbole Parallelism

Literal

(b) Distribution of Fine-grained Content-level Categories

Concrete
Action
Abstract
Personification
Anthropomorphism
Amplification
Understatement
Prolepsis
Coordination
Subordination
Gradation
Literal

Figure 3: Distribution of fine-grained categories is illustrated in Figure (a) for form-level categories and in Figure
(b) for content-level categories.

the objects of the i-th sentence, and the coarse-287

grained categories the i-th sentence employs as288

inputs, a model is asked to generate the sentence si289

satisfying the conditions, where 1 ≤ i ≤ N, k =290

min{k, i− 1}.291

Interrelations between the Tasks There are inter-292

relations between multiple tasks in CERD, where293

the annotations from one task can provide addi-294

tional information to other tasks. Tasks FC and295

CC rely on the coarse-grained categories provided296

by Task RG. Furthermore, Task CE relies on the297

fine-grained form-level categories from Task FC.298

Additionally, Task RG relies on the coarse-grained299

categories from Task RC and the rhetorical compo-300

nents extracted by Task CE.301

4.2 Baselines and Evaluation Metrics302

Baselines We evaluate RoBERTa (Liu et al.,303

2019), a BERT-based (Devlin et al., 2018) pre-304

trained model on Task RC, FC, CC and CE. Fur-305

thermore, we test LLMs such as GPT-3.5 (OpenAI,306

2022), GPT-4 (Achiam et al., 2023) and Qwen1.5307

(Bai et al., 2023) on all the tasks. In particu-308

lar, for RoBERTa, we choose RoBERTaBASE
1 pre-309

trained on Chinese corpus CLUECorpusSamll (Xu310

et al., 2020). For GPT-3.5 and GPT-4, we use311

gpt-3.5-turbo-0125 and gpt-4-turbo-2024-04-09 re-312

spectively. For Qwen1.5, we adopt both zero-shot313

learning and LoRA (Hu et al., 2021) fine-tuning for314

all the tasks. Details of the experimental setups are315

provided in Appendix C.316

Evaluation Metrics To evaluate Tasks RC, FC,317

CC and CE, we utilize the metrics such as Ex-318

act Match, Precision, Recall and F1 score. In319

1https://huggingface.co/uer/chinese_roberta_
L-12_H-768

particular, seqeval (Ramshaw and Marcus, 1999; 320

Nakayama, 2018), a framework for sequence label- 321

ing evaluation, is used to assess Task CE. To evalu- 322

ate Task RG, we adopt automatic evaluation met- 323

rics such as BLEU (Papineni et al., 2002), ROUGE 324

(Lin, 2004) and PPL (Jelinek et al., 1977), and 325

we also use LLMs like GPT-4o (OpenAI, 2024) 326

to evaluate the quality of the models’ generations. 327

Specifically, we design two LLM-based evaluation 328

metrics: Single-answer Rating and Pairwise Rank- 329

ing. The Single-answer Rating metric asks the 330

LLM to rate the generations on a scale from 1 to 331

5. The Pairwise Ranking metric asks the LLM to 332

compare the generated sentences with the original 333

ones written in the essays. 334

4.3 Results and Analysis 335

4.3.1 Rhetoric Classification 336

As shown in Table 3, Qwen1.5-7B with multi-task 337

fine-tuning outperforms all other models in classify- 338

ing coarse-grained categories. Besides, RoBERTa 339

fine-tuned on the task surpasses all the LLMs in 340

zero-shot performance but scores slightly lower 341

than Qwen1.5-7B with single-task fine-tuning. 342

The experimental results indicate that BERT- 343

based model outperform LLMs when there are rel- 344

atively few categories and the differences between 345

coarse-grained categories are significant. 346

4.3.2 Form Classification 347

As shown in Table 4, for a more complicated multi- 348

label classification problem, RoBERTa performs 349

competitively with LLMs. In particular, RoBERTa 350

outperforms Qwen1.5-7B with both single-task 351

fine-tuning and multi-task fine-tuning on the micro- 352

F1 score. However, Qwen1.5-7B with fine-tuning 353

performs significantly better than RoBERTa on the 354

macro-F1 score, while Qwen1.5-7B with zero-shot 355
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Models EM micro-P micro-R micro-F1 macro-P macro-R macro-F1

RoBERTa 63.31 72.40 76.81 74.54 68.75 69.00 68.36

GPT-3.5 20.16 37.39 64.26 47.27 30.61 51.95 36.10
GPT-4 54.44 61.46 70.34 65.50 54.21 63.36 57.11
Qwen1.5-7B 27.82 40.54 68.44 50.92 31.43 54.35 38.69

w/ single-task FT 71.77 77.25 74.90 76.06 73.05 68.29 70.27
w/ multi-task FT 75.40 80.56 77.19 78.83 76.71 70.02 72.68

Table 3: Results (in %) of Rhetoric Classification Task.

approaches the performance of RoBERTa and GPT-356

4 in zero-shot settings.357

4.3.3 Content Classification358

As shown in Table 5, RoBERTa outperforms all the359

LLMs on all metrics except for macro-Recall and360

macro-F1, while Qwen1.5-7B with multi-task fine-361

tuning approaches the performance of RoBERTa.362

Notably, GPT-4 surpasses all other baselines on the363

macro-F1 score by approximately 15% compared364

to the second best model.365

The experimental results of Tasks FC and CC366

on the macro-F1 scores highlight that LLMs are367

more capable of understanding imbalanced fine-368

grained categories than BERT-based model. This369

is possibly because LLMs learn the concepts and370

differences of various categories through prompts,371

which will be further discussed in Appendix D.372

Furthermore, compared to Task RC, Qwen1.5-373

7B with multi-task fine-tuning surpasses the model374

fine-tuned on the single task, demonstrating that375

it learns the interrelations between different tasks.376

A possible explanation is that the model learns377

the mappings of coarse-grained and fine-grained378

categories through multi-task fine-tuning. As illus-379

trated in Figure 4, the given sentence employs both380

metaphor and personification, while Qwen1.5-7B381

with single-task fine-tuning classifies it as person-382

ification. Additionally, for Task FC, the model383

predicts the sentence as indirect hyperbole, which384

is a fine-grained category of hyperbole rather than385

personification. The mismatched mapping between386

coarse-grained and fine-grained categories also oc-387

curs in Task CC, indicating that the model fails388

to establish the correct mappings through single-389

task fine-tuning. Further analysis of the mappings390

between categories is discussed in Section 5.1.391

4.3.4 Component Extraction392

As shown in Table 6, Qwen1.5-7B with multi-393

task fine-tuning is competitive with RoBERTa on394

both the micro-F1 and macro-F1 scores. Addi-395

绵风微掠，缕缕清香经了夏风吹漾和水波的摇拂，悠悠荡至心间，仿佛隐约远山淡淡轮廓中渺茫的笛声。
(Translation) A soft breeze gently brushes by, wafting wisps of fragrance stirred by the summer wind and ripples 
of water, drifting into the heart like the faint, distant sound of a flute from the hazy outline of faraway mountains. 

Ground Truth

MetaphorTask RC

Task FC

Task CC

Qwen1.5-7BSingle-task Qwen1.5-7BMulti-task

Simile

Concrete

Personification

Verb

Personification

Personification Personification

Indirect Hyperbole Verb

Concrete Anthropomorphism Personification

Mismatched
MappingMismatched

Mapping

Figure 4: Case study on Rhetoric Classification Task,
Form Classification Task and Content Classification
Task. A mismatched mapping refers to a fine-grained
category that does not belong to its predicted corre-
sponding coarse-grained category.

tionally, GPT-4 with zero-shot achieves the best 396

performance on Recall metrics. 397

As illustrated in Figure 5, the fine-grained form- 398

level category of the given sentence is simile, which 399

requires comparator, tenor and vehicle as its rhetor- 400

ical components. Qwen1.5-7B with single-task 401

fine-tuning fails to extract the comparator from the 402

sentence, even though the model classifies it as 403

a simile sentence. Further analysis of mappings 404

between rhetorical components and fine-grained 405

form-level categories is discussed in Section 5.2. 406

经过多年的努力，他的眼睛终于变得如一汪清激的秋水。
(Translation) After years of hard work, his eyes finally became like a clear and bright autumn lake.

Ground Truth

After years of hard work, his eyes finally became like a clear and bright autumn lake.
[object: tenor] [connector: comparator] [content: vehicle]

Qwen1.5-7BSingle-task

After years of hard work, his eyes finally became like a clear and bright autumn lake.
[object: tenor] [content: vehicle]

Qwen1.5-7BMulti-task

After years of hard work, his eyes finally became like a clear and bright autumn lake.
[object: tenor] [connector: comparator] [content: vehicle]

Simile

Simile

Simile

Task CE

Task FC

Task CE

Task FC

Task CE

Task FC

Mismatched
Mapping

Figure 5: Case study on Component Extraction Task. A
mismatched mapping refers to the extracted rhetorical
components that do not fully satisfy the requirements
of the predicted corresponding fine-grained form-level
category.

4.3.5 Rhetoric Generation 407

As shown in Table 7, Qwen1.5-7B and GPT-4 408

with zero-shot exhibit competitive performances 409

across multiple metrics. Specifically, for auto- 410

matic evaluation metrics, Qwen1.5-7B achieves 411

6



Models EM micro-P micro-R micro-F1 macro-P macro-R macro-F1

RoBERTa 50.81 76.63 52.03 61.98 86.13 29.93 33.92

GPT-3.5 2.42 12.86 29.89 17.98 33.85 25.97 20.02
GPT-4 24.60 33.06 43.91 37.72 37.48 30.78 30.39
Qwen1.5-7B 5.24 14.39 35.42 20.47 20.13 25.22 28.99

w/ single-task FT 41.94 47.98 43.91 45.86 52.09 24.92 40.20
w/ multi-task FT 54.03 59.60 54.98 57.20 51.46 31.81 55.04

Table 4: Results (in %) of Form Classification Task.

Models EM micro-P micro-R micro-F1 macro-P macro-R macro-F1

RoBERTa 54.44 67.95 59.77 63.60 75.55 40.44 43.49

GPT-3.5 2.82 16.35 32.71 21.80 21.34 31.76 31.80
GPT-4 12.50 23.84 28.95 26.15 25.79 29.31 58.26
Qwen1.5-7B 2.42 16.90 35.71 22.95 18.69 35.95 33.89

w/ single-task FT 46.77 51.21 47.74 49.42 66.49 35.92 36.96
w/ multi-task FT 53.63 59.68 56.77 58.19 55.19 42.27 43.85

Table 5: Results (in %) of Content Classification Task.

Models Acc micro-P micro-R micro-F1 macro-P macro-R macro-F1

RoBERTa 89.23 38.84 40.61 39.70 42.26 43.49 42.83

GPT-3.5 52.09 10.01 29.98 15.01 12.66 29.88 17.07
GPT-4 71.20 29.10 44.40 35.16 30.01 46.73 36.51
Qwen1.5-7B 56.17 11.34 33.40 16.93 11.41 36.39 17.20

w/ single-task FT 83.82 40.82 32.07 35.92 51.72 31.63 37.14
w/ multi-task FT 82.64 41.81 37.76 39.68 46.21 40.32 43.00

Table 6: Results (in %) of Component Extraction Task.

the best performance on BLEU-2 and PPL, while412

GPT-4 surpasses other baselines on BLEU-4 and413

ROUGE-L. For LLM-based evaluation metrics,414

GPT-4 achieves the highest Single-answer rating415

score, indicating its capability to generate fluent416

and expressive rhetorical sentences. Furthermore,417

Qwen1.5-7B performs the best on the Pairwise418

Ranking metric, demonstrating that 69.23% of its419

generated rhetorical sentences are better than the420

references in essays. However, it is worth noting421

that compared to Qwen1.5-7B with zero-shot, the422

model fine-tuned on Task RG or multi-task per-423

forms worse. A potential reason is that the model424

overfits on the training set and therefore loses its425

generalization capability.426

An example of rhetorical sentences generated by427

various models is illustrated in Figure 6, indicat-428

ing that GPT-3.5, GPT-4 and Qwen1.5-7B generate429

the rhetorical sentences satisfying the given con-430

ditions. Besides, the generation closely relates to431

the preceding context. For example, GPT-3.5 and432

Qwen1.5-7B mention the fragrance of flowers that433

appeared earlier in the text, while GPT-4 references434

the previously mentioned breeze.435

往前走，便看见满树的栀子花，一朵一朵，栖在树上，藏在叶间，像刚出窝的洁白的雏鸟。

(Translation) As you walk forward, you will see the gardenia trees in full bloom. Each flower perches on the branches and hides 
among the leaves, like freshly hatched white fledglings.
花尚含苞，但香气却裹也裹不住地溢出来，散发出一阵清香。

(Translation) The flowers are still in bud, yet their fragrance cannot be contained, spreading a refreshing scent all around.

Previous
Sentences

微风吹来，香气拂过我的脸颊。

(Translation) A gentle breeze blows, and the fragrance brushes against my cheeks.

Using personification and building on the previous sentences, generate a sentence with "the flowers" as the personification object.Condition

Reference
我仔细凝望这些花朵，多么洁白，多么美丽啊，它们像一个个精灵，它们一同绽放，紧紧拥抱在一起。

(Translation) I gaze intently at the flowers, so pure and beautiful, like little fairies blooming together and tightly embracing each other.

GPT-4
那些花朵像羞涩的少女，每当风稍微一吹，便低下头，躲进绿叶之间。

(Translation) The flowers, like shy maidens, bow their heads and hide among the green leaves whenever the wind blows.

GPT-3.5
花朵像刚出窝的洁白的雏鸟，含苞待放，散发着清香。

(Translation) The flowers, like newly hatched white chicks, are budding and exuding a fresh fragrance.

Qwen1.5-7BMulti-task
一朵朵花开在枝头，外围粉红色内圈白色，阳光散下，为花朵镶上金边。

(Translation) The flowers bloom on the branches with pink outer petals and white inner petals, edged in gold by the sunlight.

Qwen1.5-7B
花朵的香气如同淡淡的诗，悄悄地在空气中绽放，让人心醉。

(Translation) The fragrance of the flowers is like a gentle poem, quietly blossoming in the air, intoxicating the soul.

[object: personification object]

[object: personification object]

[object: personification object]

[object: personification object]

[object: personification object]

Figure 6: Case study on Rhetoric Generation Task.

5 Discussion 436

5.1 Effect of Rhetoric Classification Task 437

As mentioned in Section 4.1 and Section 4.3.3, 438

Task RC provides information on coarse-grained 439

categories, while Tasks FC and CC require the 440

model to classify sentences at fine-grained levels. 441

Intuitively, it is much more complicated for a model 442

to directly solve Tasks FC and CC because the num- 443

7



Models BLEU-2 (%) ↑ BLEU-4 (%) ↑ ROUGE-L (%) ↑ PPL ↓ Rating ↑ Ranking (%) ↑

GPT-3.5 6.55 3.23 19.13 81.10 4.01 59.17
GPT-4 6.82 3.43 20.33 45.79 4.61 66.27
Qwen1.5-7B 8.27 3.24 17.43 45.17 4.14 69.23

w/ single-task FT 6.96 2.77 14.74 154.39 1.67 19.53
w/ multi-task FT 5.83 1.69 14.61 125.96 1.97 29.59

Table 7: Results of Rhetoric Generation Task. "Rating" refers to Pairwise-answer Rating, a score from 1 to 5.
"Ranking" refers to Pairwise Ranking, indicating the percentage of generated sentences better than the references.

ber of fine-grained categories is larger than that of444

coarse-grained ones. Therefore, learning the map-445

pings between coarse-grained categories and their446

corresponding fine-grained categories may help the447

model solve Tasks FC and CC.448

We define the correct mapping rate as the per-449

centage of instances where a model correctly maps450

all coarse-grained categories in Task RC to their451

corresponding fine-grained form-level or content-452

level categories in Tasks FC or CC. As displayed in453

Figure 7, RoBERTa and Qwen1.5-7B fine-tuned on454

the single task show similar but relatively low per-455

formance on correct mapping rates. When Task RC456

is removed from the multi-task fine-tuning stage,457

there are no significant differences on correct map-458

ping rates compared to Qwen1.5-7B with single-459

task fine-tuning. However, reintroducing Task RC460

data during multi-task fine-tuning significantly im-461

proves the performance of Qwen1.5-7B on correct462

mapping rate. Therefore, the experiment demon-463

strates the effect of Task RC on the mappings be-464

tween coarse-grained and fine-grained categories.465
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Figure 7: Effect of Task RC during multi-task fine-
tuning. The bars represent the correct mapping rates,
while the points represent the F1 scores.

5.2 Effect of Form Classification Task466

Similar to the correct mapping rate in Section 5.1,467

the correct mapping rate of Task CE is defined as468

the percentage of instances where a model extracts 469

all the necessary rhetorical components in a given 470

sentence according to its form-level categories. As 471

shown in Figure 8, compared to RoBERTa and 472

Qwen1.5-7B fine-tuned without Task FC, Qwen1.5- 473

7B with multi-task fine-tuning improves the correct 474

mapping rate. The results demonstrate the impor- 475

tance of Task FC in extracting correct rhetorical 476

components from the sentences. 477

Component Extraction
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Figure 8: Effect of Task FC during multi-task fine-
tuning. The bars represent the correct mapping rates,
while the points represent the F1 scores.

6 Conclusion 478

In this paper, we propose the Chinese Essay 479

Rhetoric Dataset (CERD), a comprehensive Chi- 480

nese rhetoric dataset consisting of five sub-tasks. 481

We conduct extensive experiments as a benchmark 482

for future research on rhetoric. The experimen- 483

tal results indicate that both GPT-4 and Qwen1.5- 484

7B with fine-tuning are superior baseline models, 485

achieving competitive performances across multi- 486

ple sub-tasks. Furthermore, we demonstrate the 487

interrelations between different sub-tasks in CERD 488

and the significance of task settings. 489

8



Limitations490

The data collected to construct CERD comes from491

real-world scenarios. Although it does not affect492

the recognition and understanding of rhetoric, there493

may inevitably be some typographical errors due494

to the limited language proficiency of primary and495

middle school students.496

Ethics Statement497

All the participating annotators were compensated498

for their contributions, with each annotator’s hourly499

wage being approximately 45% higher than the lo-500

cal minimum wage. Additionally, all the essays in501

CERD have been authorized for use. Moreover, to502

protect the privacy of the authors, we adopted data503

anonymization in CERD, removing all personal504

information related to them.505
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A.1 Details of Dataset Annotation Guidelines 664

The annotation guidelines for form-level and 665

content-level categories in CERD is shown in Ta- 666

ble 8 and 9 respectively. We subdivide the coarse- 667

grained categories into fine-grained form-level and 668

content-level categories based on specific criteria. 669

Specifically, the fine-grained form-level categories 670

include: 671

• For metaphor, it is subdivided into simile, 672

metaphor and metonymy. 673

• For personification, it is subdivided into noun, 674

verb, adjective and adverb. 675

• For hyperbole, it is subdivided into direct hy- 676

perbole, indirect hyperbole and mixed hyper- 677

bole. 678

• For parallelism, it is subdivided into structure 679

parallelism and sentence parallelism. 680

Besides, the fine-grained content-level cate- 681

gories include: 682

• For metaphor, it is subdivided into concrete, 683

action and abstract. 684

• For personification, it is subdivided into per- 685

sonification and anthropomorphism. 686

• For hyperbole, it is subdivided into amplifica- 687

tion, understatement and prolepsis. 688

• For parallelism, it is subdivided into coordina- 689

tion, subordination and gradation. 690
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Coarse-grained Category Criteria Form-level Category Explanation

Metaphor
The explicitness of

rhetorical components

Simile
Tenor, vehicle and comparator are used
explicitly in the sentence.

Metaphor
Tenor and vehicle are used explicitly
in the sentence.

Metonymy
Only vehicle is used explicitly in the
sentence.

Personification
The parts of speech of
rhetorical components

Noun
Use nouns for people/objects to describe
objects/people.

Verb
Use verbs for people/objects to describe
objects/people.

Adjective
Use adjectives for people/objects to
describe objects/people.

Adverb
Use adverbs for people/objects to describe
objects/people.

Hyperbole
The form of
hyperbole

Direct Hyperbole Directly exaggerate something.

Indirect Hyperbole
Exaggerate something else to exaggerate
a thing.

Mixed Hyperbole Exaggerate using other rhetorical devices.

Parallelism
The component of
parallelism item

Structure Parallelism
The item servers as a specific
grammatical component in the sentence.

Sentence Parallelism
The item servers as a complete
sentence on its own.

Table 8: Annotation guidelines for fine-grained form-level categories in CERD.

Coarse-grained Category Criteria Content-level Category Explanation

Metaphor
The property of

tenor

Concrete The tenor can be seen, touched or imagined.
Action The tenor is an action, behavior or event.

Abstract The tenor is an abstract concept.

Personification
The property of

content

Personification Write about a non-human as if it were human.

Anthropomorphism
Write about something that is not A as if it
were A, where A is non-human.

Hyperbole
The direction of

hyperbole

Amplification Exaggeration towards large, many, long or high.
Understatement Exaggeration towards small, few, short or low.

Prolepsis Mentioning a later event before an earlier event.

Parallelism
The relationship
between items

Coordination
Changing the order of the items does not affect
the coherence.

Subordination
A logical order of precedence between items
exists.

Gradation
The meanings and emotions expressed by each
item progressively intensify.

Table 9: Annotation guidelines for fine-grained content-level categories in CERD.

Additionally, the annotation guidelines for691

rhetorical components are shown in Table 10. As692

mentioned in Section 3.1, we abstract the rhetor-693

ical components into three types: connectors, ob-694

jects and contents. Specifically, for different coarse-695

grained categories or fine-grained form-level cat-696

egories, the rhetorical components have various697

meanings:698

• For metaphor, if the form-level category is699

simile, the rhetorical components include the 700

comparator (as the connector), the tenor (as 701

the object) and the vehicle (as the content). 702

If the form-level category is metaphor, the 703

rhetorical components include the tenor (as 704

the object) and the vehicle (as the content). 705

If the form-level category is metonymy, the 706

rhetorical components only include the vehi- 707

cle (as the content). 708
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Coarse-grained
Category

Criteria
Form-level
Category

Rhetorical Components

Connector Object Content

Metaphor
Tenor: the object or concept being compared Simile Comparator

Tenor
VehicleVehicle: the object or concept used for comparison Metaphor -

Compartor: the word connects the tenor and vehicle Metonymy - -

Personification
Personification Object: the person/thing being described

-
- Personification

Object
Personification

ContentPersonification Content: the similarities to the object -

Hyperbole
Hyperbole Object: the thing being described

-
- Hyperbole

Object
Hyperbole

ContentHyperbole Content: the exaggerated description -

Parallelism Parallelism Item: the markers -
Parallelism

Marker
- -

Table 10: Annotation guidelines for rhetorical components in CERD.

• For personification, regardless of the form-709

level category, the rhetorical components in-710

clude the personification object (as the object)711

and the personification content (as the con-712

tent).713

• For hyperbole, regardless of the form-level714

category, the rhetorical components include715

the hyperbole object (as the object) and the716

hyperbole content (as the content).717

• For parallelism, regardless of the form-level718

category, the rhetorical components only in-719

clude the parallelism marker (as the connec-720

tor).721

A.2 Details of Dataset Annotation Process722

The annotation process is illustrated in Figure 9 and723

introduced briefly in Section 3.2.2. In this section,724

we further discuss more details of the annotation725

process.726

Develop draft
annotation guidelines

Conduct a pre-annotation 
on 50 essays

Assess the IAA and 
refine the annotation guidelines

Conduct an annotation 
on 503 essays

50 essays

A B C D

A B C D

120 
essays

20 essays

Pre-annotation

Annotation

100 
essays

100 
essays

123 
essays

20 essays 20 essays

20 essays20 essays20 essays

Figure 9: Annotation process of CERD.

The entire annotation process, from developing727

the draft annotation guidelines to conducting an728

annotation on 503 essays, took three months. To729

ensure the efficiency and quality of annotation, we730

held weekly online discussions to address common731

issues encountered during both the pre-annotation732

on 50 essays and the annotation on 503 essays. 733

Furthermore, the 50 essays annotated during the 734

pre-annotation process were not re-annotated or 735

used subsequently. 736

B Dataset Statistics Details 737

The statistics of essays used to construct CERD are 738

shown in Table 11. The total number of sentences 739

in 503 essays is 10,349, with 355,352 tokens. 740

#Total Sentences 10,349
#Total Tokens 355,352
Avg. #Sentences per Essay 20.57
Avg. #Tokens per Essay 706.47
Avg. #Tokens per Sentence 34.34

Table 11: Statistics of essays used to construct CERD.

C Experimental Setups 741

We split CERD into training/validation/test sets, 742

displayed in Table 12. To prevent data leakage, 743

the dataset is split at the essay level, ensuring that 744

the essays containing sentences in the training or 745

validation sets are not included in the test set for 746

any task. 747

Tasks Type #Sentences #Tokens

RC/FC/CC/CE

Train 634 29,517
Val 225 11,748
Test 248 12,186
Sum 1,107 53,451

RG

Train 404 52,969
Val 158 22,246
Test 169 24,239
Sum 731 99,454

Table 12: Dataset splits of CERD.
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We perform full parameter fine-tuning of748

RoBERTa on 24GB RTX 3090 GPUs and LoRA749

(Hu et al., 2021) fine-tuning of Qwen1.5-7B on750

80GB A100 GPUs. The hyperparameters used in751

our experiments are listed in Table 13. Our mod-752

els are fine-tuned using AdamW (Loshchilov and753

Hutter, 2017) optimizer and cosine learning rate754

scheduler.755

Models lr bs steps r α

RoBERTa 6× 10−5 32 30 epochs - -
Qwen1.5-7BSingle 2× 10−4 32 50 steps 32 32
Qwen1.5-7BMulti 2× 10−4 32 250 steps 32 32

Table 13: Hyperparameters for fine-tuning RoBERTa
and Qwen1.5-7B. "lr" refers to the learning rate. "bs"
refers to the batch size. "r" and "α" refer to the hyperpa-
rameters used in LoRA.

D Prompt Templates756

For all tasks and models, the prompt templates757

are used for both inference and fine-tuning. The758

prompt templates and inputs are originally written759

in Chinese. The English translations of the prompt760

templates are displayed in Figure 10, Figure 11 and761

Figure 12 respectively.762
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Classify rhetorical devices into "metaphor", "personification", "hyperbole" and "parallelism". Each sentence may be literal or employ one, or 
multiple rhetorical devices.
Select one or more coarse-grained categories from "metaphor", "personification", "hyperbole" and "parallelism" and "literal" without repetition. 
Output directly in JSON format, with the field name "rhetoric" as an array, without explanation.
Output format:
{
"rhetoric": ["selected coarse-grained categories"]
}
Based on the requirements, directly output the answer in JSON format.
Sentence: {{ sentence }}
Rhetoric:

Prompt Template for Rhetoric Classification Task

Classify rhetorical devices into "metaphor", "personification", "hyperbole" and "parallelism". Each sentence may be literal or employ one, or 
multiple rhetorical devices. 
Classify the form-level categories of metaphor into "simile", "metaphor" and "metonymy" based on the explicitness of rhetorical components. 
Simile includes comparator, tenor and vehicle, metaphor includes tenor and vehicle, and metonymy includes only the vehicle.
Classify the form-level categories of personification into "noun", "verb", "adjective" and "adverb" based on the parts of speech of rhetorical 
components. Noun refers to using nouns for people/objects to describe objects/people. Verbs refers to using verbs for people/objects to 
describe objects/people. Adjective refers to using adjectives for people/objects to describe objects/people. Adverb refers to using adverbs for 
people/objects to describe objects/people.
Classify the form-level categories of hyperbole into "direct hyperbole", "indirect hyperbole", and "mixed hyperbole" based on the form of
hyperbole. Direct hyperbole directly exaggerates something, indirect hyperbole exaggerates something else to exaggerate a thing, and mixed 
hyperbole exaggerates using other rhetorical devices.
Classify the form-level categories of parallelism into "structure parallelism" and "sentence parallelism" based on the component of the 
parallelism item. Structure parallelism refers to the item servers as a specific grammatical component in the sentence, while sentence 
parallelism refers to the item serves as a complete sentence on its own.
Select one or more fine-grained form-level categories from "simile", "metaphor", "metonymy", "noun", "verb", "adjective", "adverb", "direct 
hyperbole", "indirect hyperbole", "mixed hyperbole", "structure parallelism", "sentence parallelism" and "literal" without repetition. Output 
directly in JSON format, with the field name "form" as an array, without explanation.
Output format:
{
"form": ["selected fine-grained form-level categories"]
}
Based on the requirements, directly output the answer in JSON format.
Sentence: {{ sentence }}
Form:

Prompt Template for Form Classification Task

Classify rhetorical devices into "metaphor", "personification", "hyperbole" and "parallelism". Each sentence may be literal or employ one, or 
multiple rhetorical devices. 
Classify the content-level categories of metaphor into "concrete", "action" and "abstract" based on property of tenor. Concrete refers to the 
tenor can be seen, touched or imagined. Action refers to the tenor is an action, behavior or event. Abstract refers to the tenor is an abstract 
concept.
Classify the content-level categories of personification into "personification" and "anthropomorphism" based on the property of content. 
Personification refers to write about a non-human as if it were human. Anthropomorphism refers to write about something that is not A as if it 
were A, where A is non-human.
Classify the content-level categories of hyperbole into "amplification", "understatement" and "prolepsis". Amplification refers to exaggeration 
towards large, many, long or high. Understatement refers to exaggeration towards small, few, short or low. Prolepsis refers to mention a latter 
event before an earlier event.
Classify the content-level categories of parallelism into "coordination", "subordination" and "gradation". Coordination refers to changing the 
order of the items does not affect the coherence. Understatement refers to a logical order of precedence between items exists. Prolepsis refers 
to the meanings and emotions expressed by each item progressively intensify.
Select one or more fine-grained rhetorical content types from "concrete", "action", "abstract", "personification", "anthropomorphism", 
"amplification", "understatement", "prolepsis", "coordination", "subordination", "gradation," and "literal" without repetition. Output directly in 
JSON format, with the field name "content" as an array, without explanation.
Output format:
{
"content": ["selected fine-grained content-level categories"]
}
Based on the requirements, directly output the answer in JSON format.
Sentence: {{ sentence }}
Content:

Prompt Template for Content Classification Task

Figure 10: Prompt templates for Tasks RC, FC and CC. {{sentence}} represents the input sentence.

14



Classify rhetorical devices into "metaphor", "personification", "hyperbole" and "parallelism". Each sentence may be literal or employ one, or 
multiple rhetorical devices. 
Rhetorical components are categorized into three types: "connector", "object" and "content". The specific definitions for different rhetorical 
devices are as follows:
For metaphor, the connector is "comparator" and the object is "tenor" and the content is "vehicle". The comparator is the word connecting the 
tenor and the vehicle. The tenor is the object or concept being compared. The vehicle is the object or concept used for comparison.
For personification, the object is "personification object" and the content is "personification content". The personification object is the person or 
thing being described. The personification content is the similarities to the object.
For hyperbole, the object is "hyperbole object" and the content is "hyperbole content". The hyperbole object is the thing being described. The 
hyperbole content is the exaggerated description.
For parallelism, the connector is "parallelism item". The parallelism item is the parallelism marker.
Extract all rhetorical components from the sentence completely. Use JSON format for output, with "connector" as an array for connectors, 
"object" as an array for objects, and "content" as an array for contents. Do not explain. If there are no corresponding rhetorical components, the 
field value should be null.
Output format:
{
"connector": ["connectors in the sentence"],
"object": ["objects in the sentence"],
"content": ["contents in the sentence"]
}
Based on the requirements, directly output the answer in JSON format.
Sentence: {{sentence}}
Rhetorical Components:

Prompt Template for Component Extraction Task

Figure 11: Prompt template for Tasks CE. {{sentence}} represents the input sentence.

Classify rhetorical devices into "metaphor", "personification", "hyperbole" and "parallelism". Each sentence may be literal or employ one, or 
multiple rhetorical devices. 
Generate a sentence using the {{ rhetoric }} rhetorical device, with the requirement that the sentence includes {% if rhetoric == 
'metaphor' %}the tenor is {{ object }}{% elif rhetoric == 'personification' %}the personification object is 
{{ object }}{% else %}the hyperbole object is {{ object }}{% endif %}. Use JSON format for output, with the field name 
"generation." Do not explain.
{% if previous_sentences is not none %}
The preceding sentences are as follows:
{% for previous_sentence in previous_sentences %}
{{ previous_sentence }}
{% endfor %}
{% endif %}
Output format:
{
"generation": "Generated sentence"
}
Based on the requirements, directly output the answer in JSON format.
Output:

Prompt Template for Rhetoric Generation Task

Figure 12: Prompt template for Tasks RG. {{rhetoric}} represents the target coarse-grained category. {{object}}
represents the target object. {{previous_sentence}} represents the preceding context.
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