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ABSTRACT

Modern deep learning models often achieve high overall performance, but con-
sistently fail on specific subgroups. Group distributionally robust optimization
(group DRO) addresses this problem by minimizing the worst-group loss, but
it fails when group losses misrepresent performance differences between groups.
This is common in domains like speech, where the widely used connectionist tem-
poral classification (CTC) loss not only scales with input length but also varies with
linguistic and acoustic properties, leading to spurious differences between group
losses. We present CTC—-DRO, which addresses the shortcomings of the group
DRO objective by smoothing the group weight update to prevent overemphasis
on consistently high-loss groups, while using input length-matched batching to
mitigate CTC’s scaling issues. We evaluate CTC-DRO on the task of multilingual
automatic speech recognition (ASR) across five language sets from the diverse
ML-SUPERB 2.0 benchmark. CTC-DRO consistently outperforms group DRO
and CTC-based baseline models, reducing the worst-language error by up to 47.1%
and the average error by up to 32.9%. CTC-DRO can be applied to ASR with
minimal computational costs, and, while motivated by multilingual ASR, offers the
potential for reducing group disparities in other domains with similar challenges.

1 INTRODUCTION

State-of-the-art deep learning models are often highly accurate on training data populations, while
consistently underperforming on specific subpopulations or groups (Hashimoto et al., |2018; Duchi
et al.,|2023)). One practical setting where this issue has very large effects is multilingual automatic
speech recognition (ASR), where performance varies substantially between languages (Radford et al.|
2023} Pratap et al.||2024; Shi et al.,|2024). Such models, which jointly perform language identification
(LID) and ASR in many languages, could help improve accessibility and increase digital participation
for speakers worldwide (Besacier et al.,[2014)).

Distributionally robust optimization (DRO), particularly group DRO (Sagawa et al., |2020)), has
the potential to mitigate language disparities in multilingual ASR. Group DRO improves group
robustness by up-weighting high-loss groups during training, and has been shown to outperform other
approaches where the goal is to achieve high performance, even on the worst-performing group (Koh
et al.|[2021). However, it requires comparable training losses between groups to perform well (Oren
et al.,[2019; Sagawa et al.}|2020), and this condition is often not met in ASR model training, because of
differences in input length and speaker and acoustic characteristics across language-specific datasets.

In this paper, we focus on a training approach that has been successful on multilingual ASR bench-
marks: pre-trained self-supervised models fine-tuned with the connectionist temporal classification
(CTC;|Graves et al.|, |2006)) objective (Rouditchenko et al.|[2023} |Chen et al.| 2024} Pratap et al., [2024)).
CTC-based models built on encoders such as XLS-R (Babu et al., [2022) and MMS (Pratap et al.,
2024) are widely adopted and offer advantages over autoregressive models like Whisper (Radford
et al.,|2023)), including faster inference and reduced hallucinations (Koenecke et al.,2024; Peng et al.|
2024), which are crucial for many downstream applications. However, differences in CTC-based
training losses due to length, speaker, and acoustics may lead to varying magnitudes and irreducible
components of losses across different groups. As a result, the group DRO weights do not have the
desired effect.
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To address these issues, we present CTC—DRO, which optimizes a generalization of the group DRO
objective, specifically by smoothing the up-weighting of high-loss groups. This new objective prevents
overemphasis on groups with consistently and disproportionately high training losses. Also, we use
length-matched group losses to mitigate the scaling properties of CTC. We evaluate CTC-DRO using
language sets randomly selected from the ML—SUPERB 2. 0 (Shi et al.|[2024) benchmark collection,
which includes multilingual speech data from 15 diverse corpora across multiple domains, speaking
styles and recording conditions. In this setting, CTC-DRO models outperform both group DRO and
CTC-based baseline models across five language sets, regardless of whether balanced or unbalanced
amounts of training data per language are used during training. Specifically, CTC-DRO models
reduce the error rate of the worst-performing language in all of the five sets, with improvements of up
to 47.1%, while also improving the average performance across all languages by up to 32.9%. While
motivated by multilingual ASR, CTC-DRO offers the potential for reducing group disparities in other
domains with incomparable training losses between groups, such as medical applications (Ganz et al.|
20215 Petersen et al.,[2023)). Our code and newly trained models will be made publicly available.

2 BACKGROUND

2.1 Group DRO

Given a family of models ©, loss function ¢ and training data (x, y) drawn from empirical distribution

P, the standard training procedure for label prediction involves minimizing the expected loss over
the training data:

gggE(I,y)Nﬁ [€0; (2, 9))] - ey
In contrast, group DRO aims to minimize the worst-case expected loss over a set of pre-defined
groups or sub-distributions { P, : g € G'} in the training data:

min { maxE(, , p [6(6: (2,9)] }. )
Following Sagawa et al.|(2020), this objective can be rewritten as:
min{ sup GE, 5 [6;(x,y }, 3)
0€d qEA || g%;? 9 (x,y)~Py [ ( ( ))]

where A is the |G|-dimensional probability simplex, and g, is a weight for group g € G.|Sagawa
et al.| (2020) propose an online algorithm to optimize this objective, treating the problem as a minimax
game and interleaving gradient ascent updates on ¢ = {¢, : ¢ € G} with gradient descent updates on
¢ for training data mini-batches (see Algorithm 2]in Appendix [C).

2.2 CTC

The CTC objective (Graves et al., [2006]) defines a method to learn a mapping between an input
sequence X = (z1,2,...,2p) and an output sequence Y = (y1,ya,. .., yy) without requiring a
known alignment between them, but assuming U < D and a monotonic alignment. CTC uses a blank
output token € to handle x4 € X that do not map to any output symbol. Consider Z, which is the set
of all sequences of length D that are composed of tokens from Y, and e. Each sequence Z € Zisa
potential alignment between X and Y. CTC defines a collapsing function that merges consecutive,
identical symbols and removes € in an alignment Z. The set of alignments Z € Z that collapse to Y
using this function forms the set of valid alignments A(X,Y"). For example, a possible alignment
Z € A(X,Y) for D = 2U + 2 could be: [€,y1, €, Y2, Y2, €, . . . , €, yu, €]. The conditional probability
Pore(Z|X) for any alignment Z is computed as:

D
Pore(Z|1X) =[] p(zalX). )
d=1

where Z = (21, 22,...,2p) and p(z4|X) is the model’s predicted probability for symbol z4 € Z
at time d. The predicted probability of the output sequence Y, Porc (Y| X), is then computed by
marginalizing over valid alignments Z € A(X,Y):

Porc(Y|X)= Y Porc(Z|X). 5)
ZEA(X,Y)
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The CTC loss function for (X, Y") is then defined as:
Lore = —log Pere(Y | X). ©)

2.3 LIMITATIONS OF GROUP DRO APPLIED TO CTC

The CTC loss, as defined in Equation [6] scales with the length of the input sequence D and the length
of the output sequence U. This scaling behavior occurs because Poro (Y| X) is a marginalization
over all valid alignments Z € A(X,Y"). Each alignment is a sequence of length D, which collapses
to an output sequence of length U. As D increases relative to U, the number of valid alignments
increases as well (Graves et al.| [2006). As each alignment’s probability is the product of D per-
element probabilities, its value typically decreases as D increases. Therefore, their sum Pore(Y]X)
remains relatively low, as the per-alignment probabilities typically decrease faster than the number of
valid alignments increases. In practice, this often results in a higher CTC loss for longer sequences.

Therefore, differences in the distribution of D or U 20.0 ] —— T
between groups can result in CTC losses that are not % 17.5
directly comparable. For example, a long audio sam-  § 15| -«
ple (large D) may have fewer errors overall, buta 25| 8
higher loss than a short audio sample (small D) if
their transcription lengths U are similar. In Figure[T}
we illustrate the need to address this challenge, show-
ing that there are large differences in the distribution
of audio sample lengths D across various groups (in
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this case, languages) included in our experimental & & & & & &L

. . . . &8 3 SIS
setup, which we further detail in Section 4] In this R
example, Spanish has a high proportion of long utter- Languages

ances, resulting in higher CTC losses. We find that o .

the group DRO algorithm assigns a larger weight to  Figure 1: Distribution of audio sample lengths
this group, even though it is among the best groups in aCt0ss groups (languages) in our experimental
terms of downstream performance in our experiments, S€tUP-

as shown in Section [5

Importantly, simply scaling the CTC loss by D or U is insufficient to address the problem of
incomparable CTC losses across languages (see Appendix [G). In addition, the CTC loss also varies
due to differences in linguistic and acoustic properties across the pre-defined groups. This may cause
variance in the irreducible component of the training loss (Malinin & Gales|, |2018)).

In line with observations made in past work (Oren et al.| 2019; [Stowik & Bottoul 2022}, we show
that this inherent incomparability of losses across groups poses a critical challenge for group DRO.
From Algorithm we compute the gradient ascent update to g, given group losses L, as:

qq - exp(n4Ly)
Zg (gq - exp(ngLy))

This is equivalent to the Hedge algorithm (Slivkins|, 2019) update for the following maximization
objective:

)

qg <

max Z q¢Lyg. (®)

€A
q ‘G‘QGG

Now consider a situation where one of the groups ¢’ consistently has the highest training losses
among all groups during training, presumably due to long audio samples or lengthy transcriptions, as
well as the highest irreducible loss. This will result in its weight g,/ consistently receiving the largest
increases d¢, during training, as:

dqg x qgexp(ngLy). 9)

As aresult, g4 will grow disproportionately large over the course of training, eventually drawing all
the weight away from the other groups. This can result in other groups being under-weighted, which
will cause a substantial decrease in their downstream performance (see Section 3)).

This observation highlights the problems caused by the fundamental mismatch between the computed
loss and the ideal loss for use in group DRO. The ideal loss would measure only the excess loss
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beyond each group’s irreducible component and be length-normalized. However, in our setting, the
irreducible component of the training loss is difficult to estimate, and, as we show in Appendix [G]
simple per-utterance scaling does not provide a solution. Existing solutions, such as calibrating group
losses or approximating disparities between groups with simpler models (Oren et al.l 2019} [Stowik
& Bottou, |2022), would either require a substantial increase in computational cost or a proxy for
group difficulty, for which there is no reliable model for speech to our knowledge. Therefore, CTC
remains inherently incompatible with group DRO.

3 CTC-DRO

To address the identified challenges, we propose a new training algorithm: CTC-DRO (Algorithm|T).
This algorithm computes length-matched losses across groups to mitigate the scaling properties
of CTC, and uses a generalization of the group DRO objective that introduces a new smoothed
maximization objective for the group weights to prevent overemphasis on groups with consistently
high training losses. Like group DRO, CTC-DRO has minimal computational costs, only keeping
track of a single scalar weight for every group in the training data.

3.1 LENGTH-MATCHED GROUP LOSSES

To address incomparable CTC losses across
groups due to different distributions of audio
lengths, we ensure that the CTC loss for each - -
group is computed using roughly equal total 1: Input: Stf:p S1Zes 7)q, 1o} smoothing parameter «;
audio durations. Specifically, we create a new loss function [/; duration of each batch d; groups

batch sampler that selects batches of audio sam- G = {g}; training data (z,y, g) ~ D; number of
. . training steps 1"
ples and corresponding transcripts (x;,y;), all

Algorithm 1 Optimization algorithm for
CTC-DRO. 6§ represents the model parameters.

- Tnitialize 9(0)
from a single, rapdomly-se@ected group g, while § ﬁigziﬁ gr ] ésggiﬁg] — (Vg
ensuring that their total audio durationisasclose 4. for ¢ — 1 to T do
to a fixed value (set as a hyperparameter) as pos- 5. Sample g ~ @
sibleﬂ Batches with a larger number of shorter 6. Sample B = {(@i,yi,9)}25, ~ D /i selected
audio samples tend to have a lower CTC loss per such that £, duration(z:) ~ d
audio sample than batches with fewer, longer, 7. fori = 1to B; do
audio samples. Therefore, we sum the utterance-  8: L =000V (2, 4))
level CTC losses in a batch (see line 10 in Algo- 9:  end for

rithm[I)) and update the group weights using this  10:  gr_losses[g] < gr_losses[g] U {Zf:tl éi}
sum instead of the mean loss used in the group 11, jf or losses[g] # 0 Vg then

DRO algorithm. During training, these summed 12. for each group g do

losses are tracked for each group, and a group _ Leartosses(g) £

weight update is performed only after at least 13: 9= “Jerlosses[g]|

one batch has been processed for every group. )

If a group is sampled multiple times before the 14 Qg < dg X €xp <%>

update, the corresponding summed losses are 5. gr_losses[g] « 0 s

averaged. This approach effectively increases 1¢. end for

the batch size for computing the group weight 17: for each group g do

update. q, ,
18: qq +— S /I gradient ascent on ¢

Also, we multiply the losses by the total number 2y dy

of groups (line 21 in Algorithm [T)) before per- ;?) engl;t('i for

forming gradient descent on the model param-
eters. This ensures that the training losses with g
C?CfDRO are comparablg to a model trained 22: 90 « 9D _ 1,V L /f gradient descent on §
without CTC-DRO, removing the need to tune 23 end for

shared hyperparameters, such as the learning
rate, separately for both training algorithms.

21: L = qy|G| 2, ¢; 1/ all data from same group

!Group utterances are iteratively added to a batch until the total duration meets or slightly exceeds the set
target duration.
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3.2 SMOOTHED MAXIMIZATION OBJECTIVE

We propose a new method for updating the group weights, which addresses group DRO’s tendency
to assign a disproportionately large weight to groups with consistently high training losses (see
Section [2.3). This approach also helps mitigate the scaling properties of CTC related to transcription
length, which cannot be adequately resolved by normalizing for transcript length (see Appendix[G).

Our proposed update rule introduces a smoothing hyperparameter < (see Algorithm|I)):
.ex £y
g — qg-exp(ng qg-ﬁ-ozz ' (10)
> gec (- exp(ng73))

As a — 0, the update becomes increasingly more sensitive to the current group weight relative to the
group loss. This causes groups with higher weights to receive smaller updates, resulting in a more
uniform distribution of the group weights. In contrast, as « increases, updates depend more on the
group loss compared to the group weight, increasing the group weights more strongly for groups with
higher losses. In fact, when o« — oo, the update rule reduces to:

‘C’y
dg- eXP(an)

L
> gec(dg-exp(ng72))
recovering the form of the group DRO update.

qg <

, (11)

This update rule has several desirable properties. First, the updates to g, are smoother, because they are
inversely proportional to the current g4, while still being proportional to the loss £,. This discourages
any single group from having a disproportionately large weight ¢, relative to its group loss, leading
to a more balanced distribution of the group weights. Second, the update rule adjusts for differences
in group weights when the CTC losses are similar. Specifically, if two groups with different ¢,
have similar CTC losses, the group with the lower g, receives a larger update. This helps prevent
under-training of lower-weighted groups by reducing the gap between the group weights over time.

Along with these desirable properties, we demonstrate that our new objective does not change
the fundamental behavior of the group DRO objective, assigning higher weights to groups with
higher losses. Following the Hedge algorithm (Slivkins| 2019), Equation[I0|optimizes the following
generalization of the group DRO maximization objective (Equation [g):

max Z log(gg + ) Ly. (12)
geG

Expanding the conditions for the probability simplex A || (3 449 =1, 44 = 0Vg) and taking the
Lagrangian of Equation[I2] we obtain:
J = Z log(qg + @)Ly + A1 — Z a9) — Z Agdgs (13)
Se g€eG geq

where A and A, are Lagrange multipliers and Ay > 0 for all g. To find the optimal ¢ 4, we calculate
the partial derivative of J with respect to g, and set it to O:

oJ L, Ly

—_— = - e = —

dqy qq+a A+
Assuming g, > 0 for all g, complementary slackness (A\yq, = 0 with A\, > 0 for all g) implies
Ag = 0 for all g and:

“A=X=0 = g (14)

L
qg = TQ —a. (15)
Since }_, qq = 1:
L > g Lg
1=Y"(52 - A== 9 1
Zg:( g 1+ |Gla (16)
Substituting in Equation [T3}
£,(1+ |Gla) c,
I Zg ‘Cg I Zg’ EQI

Thus, the optimal weight for a group (g,) increases with its loss (£,), since g4 + o is proportional to
Lg andboth avand 3 , L, are constant with respect to g.
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4 EXPERIMENTS

We fine-tune the existing, self-supervised multilingual XL.S-R and MMS models on the task of
multilingual ASR (formulated as a joint task of ASR and LID) using data from the ML-SUPERB
2. 0 benchmark (more on the dataset in Section[4.T). These models are licensed under Apache 2.0 and
CC-BY-NC-4.0, respectively. Following the setup of ML-SUPERB 2.0, we add two Transformer
layers and a softmax layer on top of the pre-trained models to predict a language token followed
by character sequences using CTC. We do not use a separate LID head or loss, and update all model
parameters. The models we choose have shown the best performance on ML-SUPERB 2.0 (Shi
et al.| [2024), outperforming other models like Whisper (Radford et al.|[2023). The two pre-trained
models share the same architecture and training objective (Baevski et al.,[2020), but their training
data differs: XL.S—R is pre-trained on roughly 436K hours of speech in 128 languages, while MMS
is pre-trained on 491K hours of speech in 1406 languages.

We train the models using three approaches. First, our baseline models use the joint ASR and LID
training setup adopted in ML-SUPERB 2.0 (as described above), with the addition of our new
batch sampler that computes length-matched group losses. Second, we fine-tune models using our
proposed CTC-DRO algorithm. Third, we train models using the group DRO algorithm (replicating
its original batch sampler) for comparison. When training both CTC-DRO and group DRO models,
the groups correspond to the languages in our training datasets (see Section .1).

We mostly follow the hyperparameters used by [Babu et al.| (2022), [Pratap et al.| (2024)), and in
ML-SUPERB 2.0, but train for 40 epochs, retaining the model checkpoint with the lowest loss on
the development data, accumulate gradients across 16 batches, set the batch duration hyperparameter
(Algorithm [I)) so that batches fit within our NVIDIA A6000 GPU memory, leading to batches
of roughly 50 seconds of audio (more details in Appendix [F), and tune the learning rate of the
baseline models on our development data. We also use this learning rate to train models with
CTC-DRO and group DRO. Lastly, for the CTC-DRO and group DRO models, we tune the DRO-
specific hyperparameters on the development set as well, specifically n, € {1073,107%} and
a € {0.1,0.5,1}.

4.1 DATASET

We use the ML-SUPERB 2.0 dataset for our experiments. This dataset belongs to an established
benchmark where a number of multilingual ASR models have already been compared. It has broad
coverage of 141 languages sourced from 15 corpora, and contains substantial variation in domains
and recording environments as well as more natural speech compared to smaller, translation focused
corpora, such as FLEURS (Conneau et al.,|2023). For each language-corpus pair, there is between
one and nine hours of training data available, as well as 10 minutes each for development and test
data. While we focus on studying relatively small training data sizes, prior work has shown that ASR
performance differences between languages persist even when the amount of training data increases
substantially (e.g., see Radford et al., 2023).

For our main experiments, we use a balanced data setup by randomly selecting five diverse sets of
groups from ML-SUPERB 2. 0, each consisting of six language-corpus pairs, matching the number
of groups used in [Sagawa et al.| (2020). We thus have one hour of training data, and 10 minutes
of development and test data available for each language-corpus pair in each set. The selection of
language-corpus pairs is based on the character error rates (CERs) of the best-performing model
configuration from ML-SUPERB 2. 0. Specifically, for each set, we randomly select two language-
corpus pairs from the bottom 10 percentile of CERs, two language-corpus pairs from the top 10
percentile of CERs, and two language-corpus pairs with CERs between the 10th and 90th percentiles.

For the first two language sets, we also investigate the effect of using additional training data in an
unbalanced setup, as most languages in these sets have more than one hour of training data available.
We show more dataset details in Appendix [D}

4.2 EVALUATION

We compare the performance of CTC-DRO models to the baseline and group DRO models. They
are evaluated using the standard CER metric on the test sets from the five language sets (metric
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details in Appendix [E). We also report the LID accuracy for completeness. We report the CER of
the worst-performing language (our primary metric), as well as the average CER across languages.
For the CTC-DRO and group DRO models, we report the performance of the model checkpoint
with the largest CER improvement on the worst-performing language relative to the baseline on the
development set.

5 RESULTS

We present the results of our experiments using balanced and additional training data in Table[T]and
Table[2] respectively (detailed results, including hyperparameter search results and a word error rate
(WER) analysis, in Appendix [F} wall-clock training times in Appendix [I). In line with previous work
(e.g.,|Pratap et al., 2024|and Shi et al., 2024)), we find substantial performance differences between
languages for our baseline models trained without group DRO or CTC-DRO, as shown by the large
difference between the CER of the worst-performing language and the average CER across languages.
This finding applies to each of the evaluated sets, regardless of whether the training data is balanced
or unbalanced across languages.

Table 1: CER of the worst-performing language (Max CER, ISO code for the worst-performing
language provided as ISO), as well as the average CER (Avg CER) and LID accuracy (LID) across
languages (in %) for the baseline models (Base), group DRO models (GDRO), and CTC-DRO
models (Ours) on the test sets from the five language sets (indexed by the “#” column). Best results
are highlighted.

SET MODEL TYPE 71y <« MAX CER AVG CER LID SET MODEL TYPE 71y o MAX CER AvG CER LID

# (IS0) (1) ) M # (IS0) (1) ) )
BASE 60.8 (NAN) 23.4 97.4 BASE 49.4 (YUE) 15.8 98.4
MMS  GDprO 107* 86.6 (NAN)  30.5  78.7 MMS  GDrRO 107* 55.5(YUE) 20.7 98.2
1 ours 107% 1.0 56.8 (NAN) 22,9 958 5 ours 1072 0.5 44.4 (YUE) 15.0 96.2
BASE 64.9 (CMN) 252 92.6 BASE 68.8 (YUE) 19.0 94.2
XLS-R GDrRO 1074 78.4 (NAN)  30.0 87.8 XLS-R GDrO 1074 58.8 (YUE) 21.6 87.0
ours 1074 0.1 57.6 (NAN)  22.5 89.5 ours 107% 0.5 45.0 (Yyur) 15.8  89.3
BASE 34.2(KOR) 16.1  98.5 BASE 24.0(SND) 144 879
MMS  GDRO 1074 34.0 (KOR)  22.0 98.7 MMS  GDRO 10~% 21.8 (URD) 149 91.9
3 ours 1074 0.1 31.3 (kuM) 15.3 987 4 ours 1072 0.5 18.4 (URD) 12.9  87.3
BASE 33.2 (KHM) 17.0 99.2 BASE 29.7 (URD) 14.6 88.4
XLS-R GDRrRO 10~* 38.0 (KHM)  25.1  97.2 XLS-R GDRO 1073 25.6(SLv)  18.6  83.5
ours 107% 0.1 32.2 (kHM) 17.7  97.9 ours 1072 0.1 24.2 (UrRD) 13.7  88.9
BASE 90.0 (JPN) 26.0 96.3
MMS  GDrO 107* 62.2 (JPN) 292 67.0
5 ours 1072 1.0 57.5(0pN)  24.3  90.5
BASE 1148 0PN) 299  89.0
XLS-R GDRO 10~% 92.9 (JPN)  36.8  57.7

ours 1074 0.1 71.5(JpN)  23.8  91.0

For each language set, CTC-DRO models achieve a lower CER for the worst-performing language
compared to the baseline and group DRO models. The largest improvement is obtained on set 2
using XL.S—R using all available data, showing a relative CER reduction of 47.1% compared to the
baseline model. Note that CTC—-DRO also results in the best average CER in 13 out of 14 settings
(seven sets with two models each) compared to both the baseline and group DRO models, leading to
relative CER reductions up to 32.9%. The exception is XL.S—R in balanced set 3, where the average
CER is slightly worse with CTC-DRO (17.7%) than the baseline (17.0%). In terms of LID accuracy,
CTC-DRO models improve over the baseline models in seven out of 14 settings. In most of the
remaining settings, the LID accuracy of CTC-DRO models exceeds 95%, leaving little room for
further improvement. To assess sensitivity to random initialization, we report the performance of
baseline and CTC-DRO models on sets 1 and 3, which have the smallest single-seed worst-language
improvements, with four different random seeds in Appendix [F] The results show that the largest
gains in worst-language CER are stable across seeds.

In contrast, group DRO worsens the CER of the worst-performing language in seven out of 14 set-
tings compared to the baseline model, with the highest relative CER increase of 57.5% on set 2 using
MMS trained on all available training data. Also, group DRO increases the average CER compared to
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the baseline in all settings. This finding shows the ineffectiveness of the original group DRO formula-
tion in this challenging setting, and the substantial added robustness of the modifications in CTC-DRO.

In four settings, the worst-performing language changes between the baseline and CTC~DRO models.
For example, in set 3 with MMS trained on balanced data, it shifts from Korean to Khmer. As shown
in Table[9] the CTC-DRO model reduces the CER for Korean from 34.2 to 27.6, while the CER for
Khmer remains unchanged at 31.3. Overall, CTC—-DRO consistently improves the performance on the
worst-performing language without significantly worsening best-language performance, while still
achieving a lower CER on average (see Appendix [F for detailed results and best-language analysis).

Table 2: CER of the worst-performing language (Max CER, ISO code for the worst-performing
language provided as IS0), as well as the average CER (Avg CER) and LID accuracy (LID) across
languages (in %) for the baseline models (Base), group DRO models (GDRO), and CTC-DRO
models (Ours) on the test sets from the first two language sets using additional training data if
available. Best results are highlighted.

SET MODEL TYPE 79 o MAXCER AVG CER LID SET MODEL TYPE 74 « MaX CER AvG CER LID

# (IS0) (1) ) (@) # (IS0) () ) (@)
BASE 67.5(NAN)  25.6  98.1 BASE 66.9 (YUE) 195 99.0

MMS  GDRrRO 107% 96.3 (NAN)  37.8  83.9 MMS  GDRO 1073 105.4 (YUE) 38.8  81.0

1 ours 107 0.5 62.8 (NAN)  22.8 98.5 5 ours 1074 1.0 48.1(YUE) 16.4 99.1
BASE 92.1(CMN)  35.6 96.4 BASE 97.2(YUE) 28.0 982

XLS-R GDpRO 10~* 90.8 (NAN)  38.1 723 XLS-R GDRO 107* 102.9 (YUE)  44.0 80.8
ours 1074 1.0 67.5 (NAN)  26.9 97.1 ours 1071 1.0 51.4(Yug) 18.8 98.6

6 ANALYSIS

Next, we present an ablation study to measure the contributions of the length-matched group losses
and smoothed maximization objective introduced in CTC-DRO (Section[6.1)). To this end, we train
CTC-DRO models with each of these components removed one at a time on balanced training data
from set 5, which showed the largest reduction in CER for the worst-performing language (Table T).
We also describe and compare how the group weights of CTC-DRO and group DRO models change
throughout training (Section[6.2)). For brevity, we focus on the XL.S—R models trained on the same set,
showing that CTC-DRO results in more stable training. Finally, we confirm the benefit of CTC-DRO
when scaling to a larger number of groups (Section[6.3).

6.1 ABLATION STUDY

We find that removing either compo-
nent from CTC-DRO leads to a substan-
tial decrease in performance (see Ta-
ble 3} we present detailed results in Ap-
pendix [F). Specifically, the CER of the
worst-performing language increases by up
to 171.6% and the average CER by up to
302.9% compared to a model trained us-
ing the complete CTC—-DRO algorithm. We

Table 3: CER of the worst-performing language (Max
CER), as well as the average CER (Avg CER) and LID
accuracy (LID) across languages (in %) on set 5 for a
subtractive ablation of CTC-DRO (Ours), removing the
length-matched group losses (Dur) and smoothed maxi-
mization objective (Smooth). Baseline (Base) results
are shown for reference. Best results are highlighted.

MODEL TYPE MAX CER AvG CER LID

also find that the smoothed maximization (Iso) () () @)
objective has the stronger effect on reduc- BASE 90.0 (JPN) 26.0 96.3
ing both the CER of the worst-performing MMS  Ours 57.5(opN) 243 90.5
language and the average CER. Note that -DUR 84.6 (JPN) 29.5 66.1
removing the smoothed maximization ob- -SmooTtn 102.1 (JPN) 97.9 13.2
jective from CTC-DRO is not similar to BASE 114.8 (JPN) 29.9 89.0
training baseline models, as this configu- XLS-R Ours 71.5 opN)  23.8 91.0
ration still uses the group DRO weight -DUR 115.2 (NAN)  50.6 54.4
update mechanism (see Appendix [C). - SmoorH 194.2 (NAN)  61.4 432
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6.2 COMPARISON OF GROUP WEIGHTS

To analyze the behavior of group DRO and CTC-DRO models during training, we plot the group
weights for all languages in set 5 throughout training in Figure 2] (see Appendix [F] for additional
plots). The group weights of the group DRO model fluctuate substantially during training, reaching
values close to 0 or 1 at various stages of training. For extended periods of training with group
DRO, the group weights are heavily concentrated on a single language, causing the weights for all
other languages to reach values close to 0.

In contrast, the group weights of the CTC—-DRO model are distributed more evenly across all languages
throughout training. The group weights for each language also fluctuate substantially less during
training compared to group DRO. The only languages with group weights dropping below 0.1 at any
point are German and English, both of which have low CERs on the development set. Importantly, the
weight of Japanese (worst-performing) consistently remains among the top two highest group weights.
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Figure 2: Group weights for each language throughout training of an XLS—R model trained with
group DRO or CTC-DRO on balanced data from set 5.

6.3 SCALABILITY TO MORE GROUPS

To analyze the impact of scaling the number of languages, we conduct additional experiments on
18 languages (our languages from set 1 plus 12 randomly sampled extra languages). We find that
CTC-DRO maintains its effectiveness at improving worst-language performance, reducing the worst-
language CER by 8.9% for MMS and 9.2% for XLS-R in the balanced data setting compared to
baseline models. In the unbalanced data setting, XL.S—R shows the strongest results with a relative
CER reduction of 23.7% on the worst-performing language. The full results are shown in Appendix [H]

7 RELATED WORK

Robustness to distribution shifts Prior work categorizes distribution shifts as domain general-
ization (Quinonero-Candela et al.l 2008} [Hendrycks et al., 2021} [Santurkar et al., [2021), where
train and test data domains have no overlap, or subpopulation shifts (Dixon et al., 2018 |Oren et al.|
2019} [Sagawa et al., [2020), where train and test data come from the same domains, but do not
necessarily appear in the same proportions (Koh et al.}2021). Our experimental setup is an example
of a subpopulation shift, as all test languages are included in the training data for the models.

Methods for robust generalization are commonly categorized into three groups. Domain invariance
methods aim to learn feature representations that are consistent across domains (groups) by encourag-
ing similar feature distributions across domains (Tzeng et al.||2014} |Long et al.l 2015} |Ganin et al.|
2016; Sun & Saenkol 2016). Other approaches use invariant prediction methods (Meinshausen &
BiihImann, [2015; [Peters et al., 20165 |Arjovsky et al.|[2019; Rothenhiusler et al.,|2021)) from the causal
inference literature. In contrast, DRO explicitly minimizes the worst-case loss over an uncertainty
set, which is typically defined as a divergence ball around the training distribution (Namkoong &
Duchi, [2016; Bertsimas et al., [2018; |Esfahani & Kuhnl| 2018} |Duchi & Namkoong, [2019; Oren et al.,
2019; [Sagawa et al., [2020). Our work builds upon group DRO (Sagawa et al.| 2020), since it has
outperformed other approaches in settings with subpopulation shifts (Koh et al., | 2021)).

Robust ASR Prior work on robustness in ASR primarily focuses on quantifying or addressing
biases related to accent, age, dialect, gender, and race (Tatman,|[2017; Koenecke et al., [2020; Markl,
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2022 |[Martin & Wright, [2022; Ngueajio & Washington, 2022; Feng et al.,[2024; Harris et al.| 2024).
Methods to mitigate these biases include data balancing (Dheram et al., 2022) and fairness-promoting
training methods (Sar1 et al., 2021} [Zhang et al.,|2022; |Veliche & Fung, [2023)). These methods are
not appropriate for reducing ASR language disparities, as they require large amounts of training data
unavailable for most languages or have methodological constraints that prohibit direct application
to a multilingual setting. Alternative approaches focused on multilingual settings use architectural
and representation level improvements to include language information (Chen et al., 2023} |Lu et al.,
2024). These methods improve multilingual ASR performance by conditioning the model on language
identity through auxiliary CTC objectives or conditional adapters. CTC-DRO differs in its objective,
directly targeting worst-group performance through robust optimization rather than architectural
modifications, but could in principle be combined with such approaches. |Gao et al.|(2022) explored
DRO for training language-independent speech recognition models, and reported negative results.

Comparison with other approaches We consider several alternative approaches but find them
unsuitable for our multilingual ASR setting. For approaches that calibrate group losses or approximate
disparities with simpler models (Oren et al., 2019; [Stowik & Bottou, 2022), Section explains that
they would require substantially more computation or a proxy for group difficulty, for which there
is no reliable model for speech. For other DRO variants that update on group-averaged losses (e.g.,
Lokhande et al| 2022), CTC losses remain not directly comparable across groups (see Section [2.3),
and loss normalization does not solve this problem (as shown in Appendix [G). Alternatively, group-
aware reinforcement learning methods (e.g.,(Tjandra et al.,[2018)) could be used, but decoding during
training and optimizing a sequence-level reward such as CER would be substantially more expensive
than the scalar group-weight update used by CTC—-DRO. To the best of our knowledge, our work is
the first to propose a robust optimization method that successfully reduces cross-lingual performance
disparities in ASR.

8 CONCLUSION

CTC-DRO, our robust optimization approach motivated by multilingual ASR, addresses group
DRO’s inability to handle group losses that do not accurately reflect performance differences between
groups. When applied to data from an established multilingual ASR and LID benchmark, CTC-DRO
outperformed baseline CTC-based and group DRO models, reducing the worst-language CER across
all sets and improving average CER and LID accuracy in almost all cases. Our analysis showed that
this result can be attributed to the smoothed maximization objective and length-matched batching
that balance and stabilize the group weights.

While performance disparities are reduced in our approach, they are not eliminated. The improvements
may be sufficient to make ASR useful for more languages than before, but additional work is needed
before ASR is truly practical for many more languages. A promising direction for future work is
to automatically learn data groupings, which removes the need for pre-defined groups that may be
unknown or incomplete, as well as applying CTC-DRO to pre-training. Extending CTC-DRO to
code-switching scenarios is another promising direction (e.g., see [Liu et al., 2024).

Also, we believe the principles underlying CTC-DRO have broader applicability. The smoothed
maximization objective could in principle be applied to any setting with group-level losses, suggesting
potential extensions to other architectures, loss functions, and groupings. For example, tasks that
use variable-length sequences as input data and therefore face similar challenges, such as text
classification and video transcription, could potentially benefit from our algorithm, enabling more
inclusive processing of other data modalities as well.
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A  IMPACT STATEMENT

Our CTC-DRO approach reduces performance differences between languages in modern multilingual
ASR models with minimal computational costs, ensuring it can be readily adopted. Our work
therefore has the potential to positively impact speakers of many languages worldwide, including
digitally underrepresented languages and varieties, by improving their access to information and
services. However, several challenges remain. The performance of multilingual ASR needs to
further improve before it can be deployed in real-world settings for many languages. In addition,
improved ASR for underrepresented languages and varieties calls for careful, community-driven
evaluation to ensure modern technology is aligned with local interests. In this process, it is important
to evaluate CTC—-DRO’s impact in varied real-world settings to ensure our algorithm benefits all
language communities.

B REPRODUCIBILITY STATEMENT

To ensure the reproducibility of our work, we provide detailed descriptions of our algorithm and
experimental setup. Specifically, the theoretical formulation of CTC-DRO is presented in Section 3]
A comprehensive overview of our experimental framework, including datasets, model configurations,
hyperparameter selection process, and evaluation setup is presented in Section[d] The experiments
were performed on the publicly available ML-SUPERB 2. 0 benchmark, and we provide the exact
information needed to reconstruct the language sets used in our experiments in Appendix [D} To
facilitate direct replication, our source code will be included as part of the supplemental material, and
we will make the code and all newly trained models publicly available upon acceptance of the paper.

C GRouUP DRO ALGORITHM

In Section we described group DRO. [Sagawa et al.| (2020) propose an online algorithm to
optimize the group DRO objective, which we show in Algorithm 2] They treat the optimization
problem as a minimax game and interleave gradient ascent updates on ¢ = {q, : g € G} with
gradient descent updates on 6 for training data mini-batches.

Algorithm 2 Online optimization algorithm for group DRO. # represents the model parameters.

1: Input: Step sizes 74, 16; loss function [; batch size B; groups G = {g}; training data (z,y,g) ~ D;
number of training steps 7'

2: Initialize 6©) and {q,}

3: fort =1to 7T do

4 Sample B = { (%i,:,9:) }21 ~ D

5 for g € G do

6: Ly 0

7 for: =1to Bdo

8 if g; == g then

9 Ly LgU {l(e(t71)§ (4, yl))}
10: end if

11 end for r

12: L, = ZECE ™

! 1Lq|

13: Qg/; < qg exp(ngLy)

14:  end for

15:  forg € Gdo

16: qq qig, /I gradient ascent on ¢

Zg’ g1

17:  end for B

18 L3 ccdsly

19: 00 « ¢ _ peve // gradient descent on §
20: end for

16
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D DATASETS

In Table [d] we show the language-corpus pairs included in our main experiments. In Table [5] we
show the number of samples, along with the average duration and transcript length for each language
in each language set. Table [6] shows the first two language sets, listing all available corpora for
each language in ML-SUPERB 2.0. All corpora in ML-SUPERB 2. 0 are licensed under Creative
Commons, MIT, GNU, or Free-BSD licenses and are available for academic research.

Table 4: Overview of the language sets, which are originally obtained from CommonVoice (CV;
Ardila et al.| 2020), FLEURS, Googleil8n open-source project (GOP; |Sodimana et al., 2018}
Kjartansson et al., |2020; He et al. [2020), Living Audio dataset (LAD; Braude et al., 2019),
M-AILABS Speech Dataset (MSD; |Solakl, 2019), NCHLT Speech Corpus (NCHLT;|Barnard et al.,
2014)), and VoxForge (VF; MacLean, 2018).

SET # LANGUAGES (ISO CODE, CORPUS)
1 CZECH (CES, CV), MANDARIN (CMN, FLEURS)
MIN NAN (NAN, CV), POLISH (pOL, MSD)
ROMANIAN (RON, FLEURS), SPANISH (SPA, VF)
2 CANTONESE (YUE, FLEURS), CROATIAN (HRV, FLEURS)
ENGLISH (ENG, LAD), ITALIAN (ITA, FLEURS)
PERSIAN (FAS, CV), SLOVAK (SLK, FLEURS)

3 KHMER (KHM, FLEURS), KOREAN (KOR, FLEURS)
NORTHERN KURDISH (KMR, CV), NYNORSK (NNO, CV)
SOUTHERN NDEBELE (NBL, NCHLT), TATAR (TAT, CV)

4 SINDHI (SND, FLEURS), SLOVENIAN (SLV, CV)
SOUTHERN SOTHO (SOT, GOP), SPANISH (SPA, MSD)
URDU (URD, FLEURS), WESTERN MARI (MRJ, CV)

5  ENGLISH (ENG, VF), GERMAN (DEU, VF)

HEBREW (HEB, FLEURS), JAPANESE (JPN, FLEURS)
RUSSIAN (RUS, FLEURS), SPANISH (SPA, FLEURS)

Table 5: Dataset statistics for the training set of each of the language sets used in our experiments, in
the balanced data setting. ISO codes are used for the languages, duration is presented in seconds, and
transcript length is in number of characters. Averages and standard deviations are reported.

NUMBER OF TRANSCRIPT NUMBER OF TRANSCRIPT
SET # ISO DATA POINTS DURATION LENGTH SET # ISO DATA POINTS DURATION LENGTH
CES 908 4.0+ 1.7 23.8 +22.1 ENG 647 4.7+ 1.5 63.7 +25.4
CMN 322 10.4 +£3.5 36.8 £ 13.9 FAS 693 52+ 1.7 344+ 182
1 NAN 1406 2.6 +0.7 344+19 2 HRV 291 11.7£33 116.3+£35.7
POL 482 75+£30 104.6 £46.3 ITA 326 10.74+3.2 1404 +42.3
RON 274 12.6 £3.1  136.1 +£45.1 SLK 330 10.6 £3.3 116.2+38.6
SPA 445 8.1+22 91.1 £26.4 YUE 243 12.24+3.7 31.7+10.2
KHM 206 13.7+3.4 1225+ 36.5 MRIJ 707 5.1+2.0 40.8 £22.8
KMR 723 5.0+ 1.6 30.8 + 15.0 SLV 918 3.9+ 1.1 30.2 +12.3
3 KOR 269 12.5+ 3.0 45.8 + 14.1 4 SND 263 120£3.6 1054+ 31.2
NBL 744 4.8+ 1.9 31.3 £ 10.0 SOT 655 5.5+ 2.0 51.0 4+ 23.6
NNO 709 4.5+1.2 41.2+17.3 SPA 550 6.6 +3.4 87.2 +50.2
TAT 835 4.3+18 33.2+20.8 URD 299 11.3£34 1199+ 37.1
DEU 745 4.8+1.6 43.3 £16.1
ENG 712 50+£1.5 47.7+£174
5 HEB 345 10.2 £ 3.3 91.9 +29.8
JPN 290 11.5+£3.1 50.0 & 15.8
RUS 318 10.8+3.4 125.6 £42.2
SPA 311 11.1+£3.4  144.6 £ 50.0
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Table 6: Overview of the additional corpora available for the first two sets, which are originally
obtained from CV, Fleurs, LAD, Multilingual Librispeech (MLL; [Pratap et al.,[2020), MSD, NCHLT,
Spoken Wikipedia corpus (SWC;[Baumann et al.,|2019), VF, and Voxpopuli (VP;|Wang et al., 2021]).

SET# LANGUAGE ISO CODE CORPUS

CZECH CES CV, FLEURS, VP
MANDARIN CMN CV, FLEURS

| MIN NAN NAN CvV
POLISH POL CV, FLEURS, MSD, MLL, VP
ROMANIAN RON CV, FLEURS, VP
SPANISH SPA CV, FLEURS, MSD, MLS, VF, VP
CANTONESE  YUE CV, FLEURS
CROATIAN HRV FLEURS, VP

2 ITALIAN ITA CV, FLEURS, LAD, MSD, MLS, NCHLT, SWC, VF, VP
ENGLISH ENG CV, FLEURS, MSD, MLS, VF, VP
PERSIAN FAS CV, FLEURS
SLOVAK SLK CV, FLEURS, VP

E EVALUATION METRIC DETAILS

In Section E], we discuss the evaluation metrics used. Here, we provide more details about the
computation of the CER. The CER can be computed by comparing the system generated and
reference transcripts using the formula:

I+S+D
CER = % x 100, (18)

where I is the number of insertions, S the number of substitutions, and D the number of deletions in
a minimum edit distance alignment between the reference and system output, and NV is the number of
characters in the reference transcript. The WER is computed identically, but operates at the word
level rather than the character level (see WER results in Appendix [F.2).

F RESULTS

In Section [FI]} we present the language-specific results on the development set, showing the effect of
our tested hyperparameters. In addition, we show the language-specific test results in Section [F2]
In this section, we include a WER analysis for set 4 for completeness. This set was chosen, as
it contains languages with clear word boundaries. Additionally, we present the language-specific
results of our ablation study and an analysis of the batch duration hyperparameter in Section We
present multi-seed experiments on sets 1 and 3 in Section[F.4] Finally, we address the effect on the
best-performing language in Section[F.5]and plot the group weights for additional language sets and
models in Section

F.1 LANGUAGE-SPECIFIC DEVELOPMENT RESULTS

To show the effect of our tested hyperparameters on the performance of the CTC-DRO models, we
present language-specific results on the development set. In Table[7] we show the development results
for tested values of 77, € {1072,107*} and @ € {0.1,0.5, 1} in the balanced data setup. The results
for models trained with additional training data are shown in Table[§] For each language set, the
model with the best-performing hyperparameter setting is evaluated on the test data. All results are
obtained using a learning rate of 10~%.

18
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Table 7: Results of the CTC-DRO models on the development set for the different language sets,
where languages are indicated by their ISO code. We show the CER on the individual languages and
CER averaged across languages (Avq) for fine-tuned MMS and XLS-R models. We highlight the best
hyperparameter setting per set.

SET MODEL Tq [s% CES CMN NAN POL RON SPA AVG SET MODEL Tq « ENG FAS HRV ITA SLK YUE AVG
# OO OO OO (O OOEONONONG
1072 0.1 11.6 45.5 58.7 4.2 16.0 2.6 23.1 1072 0.1 0.4 288 8.1 50 8.7 48.5 16.6
1073 0.5 12.4 44.4 56.4 4.4 169 3.0 22.9 1073 0.5 0.6 30.0 8.0 52 7.8 44.8 16.0
MMs 1073 1.0 12.2 458 56.1 4.5 16.6 2.7 23.0 MMs 1073 1.0 1.1 280 7.9 5.0 89452 16.0
1074 0.1 9.8 49.1 62.2 4.2 16.4 2.5 24.0 107% 0.1 04273 7.1 50 7.4 46.8 15.6
1074 0.5 13.0 47.7 61.8 4.3 17.4 2.8 24.5 1071 0.5 09 27.6 7.6 4.7 7.7 45.7 15.7
1 1074 1.0 11.7 455552 4.2 18.0 2.7 22.9 ) 1074 1.0 1.4 27.9 82 59 89 46.5 16.5
1072 0.1 13.7 47.9 57.1 3.8 13.7 2.4 23.1 1072 0.1 04290 82 43 7.9 50.5 16.7
1072 0.5 13.0 50.7 56.2 3.8 14.6 2.7 23.5 1072 0.5 0.9 29.1 11.1 4.7 84521 17.7
XLs-R 1072 1.0 12.6 454 58.0 3.9 14.8 2.6 22.9 XLs-R 1072 1.0 1.4 277 12.0 4.3 8.9 494 173
1074 0.1 12.2 50.7 55.8 3.6 14.5 2.4 23.2 107 0.1 04 27.6 88 3.8 8.0 94.1 23.8
107* 0.5 12.2 50.3 58.9 3.7 149 2.5 23.8 1074 0.5 0.6 31.6 9.8 43 83 452 16.6
107% 1.0 13.5 49.2 58.0 3.7 152 2.8 23.7 107% 1.0 0.8 31.2 10.7 4.5 9.547.1 17.3
SET MODEL 77 o« KHM KMR KOR NBL NNO TAT AVG SET MODEL 73 o« MRJ SLV SND SOT SPA URD AVG
# OO ONC # OO ONOEOEONC
1073 0.1 38.7 13.4 273 7.3 1.4 175175 1073 0.1 9.3 10.3 19.5 12.5 4.9 35.4 15.3
1073 0.5 37.5 14.9 27.1 8.0 2.2 19.3 18.2 1073 0.5 9.2 11.5 18.8 13.4 4.6 23.6 13.5
MMS 107° 1.0 349 13.0 249 7.9 0.6 19.2 16.7 MMS 107° 1.0 9.4 12.9 20.3 14.7 5.4 30.4 15.5
10~4 0.1 343 12.6 255 7.4 0.8 16.8 16.2 107 0.1 84 9.321.411.8 4.7 27.0 13.8
107 0.5 35.3 13.8 26.6 8.3 0.8 20.8 17.6 107 0.5 8.9 10.2 19.0 13.1 4.4 33.6 14.9
3 107% 1.0 36.8 13.526.4 7.9 0.5 20.1 17.5 4 1074 1.0 9.6 12.5 18.7 13.6 4.4 27.4 14.4
1072 0.1 34.5 152 25.8 85 0.7 17.2 17.0 1073 0.1 11.8 8.7 21.8 14.8 5.4 28.6 15.2
1073 0.5 47.0 17.7 29.3 10.7 3.0 19.8 21.2 1072 0.5 11.8 13.0 21.0 16.1 4.8 39.0 17.6
XLs-R 1072 1.0 40.6 18.2 27.4 10.0 1.1 19.9 19.5 XLs-R 1072 1.0 13.9 18.1 22.7 17.2 4.5 39.6 19.3
104 0.1 33.1 14.929.9 9.3 2.8 19.5 18.2 1074 0.1 12.3 9.3 21.9 14.2 4.6 34.9 16.2
107% 0.5 43.6 16.4 27.8 9.4 1.1 22.7 20.2 107* 0.5 14.5 13.9 23.7 17.5 5.5 40.7 19.3
107% 1.0 46.0 19.6 28.3 10.7 2.3 23.5 21.7 107% 1.0 12.8 13.2 20.8 15.0 4.4 30.4 16.1
SET MODEL 773 « DEU ENG HEB JPN RUS SPA AVG
# OO OO
1072 0.1 8.3 13.4 43.5 54.7 13.3 8.0 23.5
1073 0.5 10.0 14.1 31.9 53.0 13.9 8.7 21.9
MMs 1073 1.0 12.2 156 41.9 52.4 143 9.8 24.4
1074 0.1 8.2 14.8 329 64.2 14.1 8.7 23.8
107* 0.5 9.8 15.3 39.0 65.6 14.6 9.4 25.6
5 1074 1.0 12.6 16.8 38.0 74.5 14.9 12.8 28.3
1072 0.1 7.7 13.0 40.6 111.5 12.4 7.7 32.1
1072 0.5 9.2 13.8 48.8 119.3 12.9 28.1 38.7
XLs-R 1073 1.0 11.1 15.5 48.9 127.7 16.1 18.2 39.6
1074 0.1 6.1 11.2 41,5 77.1 11.1 8.9 26.0
107 0.5 9.6 13.0 45.4 105.5 11.9 8.3 32.3
107% 1.0 10.9 14.1 44.9 118.8 12.3 9.0 35.0

Table 8: Results of the CTC—-DRO models on the development set for the first two language sets
using additional amounts of training data per language, where languages are indicated by their ISO
code. We show the CER on the individual languages and CER averaged across languages (Avg) for
fine-tuned MMS and XLS-R models. We highlight the best hyperparameter setting per set.

SET MODEL 77 « CES CMN NAN POL RON SPA AVG SET MODEL 773 « ENG FAS HRV ITA SLK YUE AVG
# OO OO ONONONC
1073 0.1 8.4 57.6 68.6 6.9 9.5 5.3 26.1 1073 0.1 9.4 20.5 8.1 7.2 10.8 53.4 18.2

1073 0.5 8.0 48.6 64.8 7.0 9.6 5.4 23.9 1073 0.5 9.6 204 8.8 7.5 11.3 52.4 18.3

MMs 107% 1.0 8.5 508 71.5 7.5 9.8 5.2 255 MMs 1070 1.0 9.5 19.5 8.9 7.510.8 49.8 17.6
1074 0.1 8.1 50.1 64.0 6.6 9.7 5.2 24.0 1074 0.1 9.6 18.8 8.6 7.5 10.5 55.1 18.4

1074 0.5 7.9 456 60.3 6.8 9.8 52 22.6 1074 0.5 9.4 203 84 7.510.9 48.2 17.5

| 1074 1.0 8.0 49.1 68.5 7.0 9.5 5.3 24.6 ) 1074 1.0 9.4 199 89 7.4 11.3 47.8 17.5
1072 0.1 9.1 57.8 67.5 8.1 11.2 6.6 26.7 1073 0.1 11.6 24.6 10.2 9.0 13.4 56.9 21.0

1073 0.5 12.9 57.8 69.8 10.4 13.2 7.8 28.7 1073 0.5 11.7 22.7 9.7 8.2 12.9 57.9 20.5

XLS.R 1072 1.0 11.1 53.3 67.2 9.3 12.7 7.5 26.9 XLS.R 1073 1.0 23.2 30.7 18.4 15.3 21.7 83.0 32.1
1071 0.1 10.6 61.4 70.1 9.3 11.6 6.9 28.3 1071 0.1 11.5 25.7 10.1 8.0 12.8 91.0 26.5

1074 0.5 12.7 56.7 69.7 10.0 13.5 8.0 28.4 1074 0.5 19.2 27.0 16.3 12.6 18.9 68.6 27.1

1074 1.0 12.3 52.9 67.2 10.3 13.7 8.3 27.5 1074 1.0 11.6 25.1 9.6 9.1 14.4 50.3 20.0
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F.2 LANGUAGE-SPECIFIC TEST RESULTS

For each language set, we present the language-specific test set results of our experiments using
balanced training data in Table[9] Table[I0]shows the language-specific test set results for the first two
sets based on experiments using all available training data in ML-SUPERB 2. 0. In Table[TT] we
present results using WER on set 4 (balanced setup for brevity), which contains languages with clear
word boundaries. Using this evaluation metric, CTC-DRO still achieves substantial worst-language
improvements, namely 22.3% (MMS) and 11.8% (XLS-R) relative WER reductions. For MMS, the
average WER is substantially reduced (14.4% relative). For XLS—-R, the average WER increased
marginally (0.4% relative), even though the average CER improved. This shows that character-level
and word-level improvements do not always align, as a single character error invalidates an entire
word. This also causes different languages to emerge as worst-performing under the CER versus
the WER metrics. Despite the slight average WER increase for one model, CTC-DRO achieves its
primary objective of substantially improving the performance on the worst-performing language.

Table 9: Results of the baseline models (Base), group DRO models (GDRO), and CTC—-DRO models
(Ours) on the test set for the different language sets, where languages are indicated by their ISO
code. We show the CER on the individual languages, CER averaged across languages (Avg CER),
and LID accuracy (LID) for fine-tuned MMS and XLS-R models. Best LID and CER results are
highlighted, and the CERs for the worst-performing languages are underlined.

SET# MODEL TYPE CES CMN NAN POL RON SPA AvG CER LID

(@3] @D (O N €5 N ) (@3] M

BASE 8.4 524 60.8 3.6 13.3 1.8 23.4 97.4

MMS GDRO 20.6 48.6 86.6 4.3 16.7 6.2 30.5 78.7

1 Ours 10.5 46.1 56.8 3.7 17.9 2.3 22.9 95.8
BASE 7.3 64.9 60.8 3.1 134 1.8 25.2 92.6

XLS-R GDRO 274 489 784 3.7 14.9 6.6 30.0 87.8
OURS 7.8 50.7 57.6 3.0 142 1.8 22.5 89.5

MODEL TYPE ENG FAS HRV ITA SLK YUE AvG CER LID

) (@) ) ) ) (@) ) )

BASE 0.2 21.8 9.0 5.9 8.2 494 15.8 98.4

MMS GDRO 11.8 29.7 10.8 6.2 10.2 55.5 20.7 98.2

5 OURS 0.5 22.1 8.8 5.5 8.6 44.4 15.0 96.2
BASE 0.1 20.6 109 4.6 8.9 68.8 19.0 94.2

XLS-R GDRO 12.7 28.5 14.4 5.1 10.2 58.8 21.6 87.0
OURS 0.5 21.5 12.6 52 10.0 45.0 15.8 89.3

MODEL TYPE KHM KMR KOR NBL NNO TAT AvG CER LID

) @D (@ N N ) )

Base 31.3 12.2 34.2 7.4 2.5 9.0 16.1 98.5

MMS GDRO 33.2 19.1 34.0 22.4 9.8 13.5 22.0 98.7

3 Ours 31.3 12.0 27.6 8.1 2.3 10.2 15.3 98.7
Base  33. 13.3 323 8.7 3.7 11.0 17.0 99.2

XLS-R GDRO  38. 23.9 355 26.6 11.9 14.9 25.1 97.2
Ours  32. 14.8 31.9 10.1 5.0 12.0 17.7 97.9

MODEL TYPE MRJ SLV  SND SOT SPA URD AvG CER LID

(@3] @D (€ N €5 N ) ) )

Base 14.8 6.9 24.0 14.4 5.9 20.1 14.4 87.9

MMS GDRO 13.1 144 19.0 17.1 3.8 21.8 14.9 91.9

4 Ours 17.7 8.1 17.5 11.4 4.4 18. 12.9 87.3
Base 14.0 4.8 23.3 11.6 42 29.7 14.6 88.4

XLS-R GDRO 19.5 25.6 18.5 23.0 3.9 21.1 18.6 83.5
Ours 11.9 6.7 21.0 13.8 4.8 24.2 13.7 88.9

MoODEL TYPE DEU ENG HEB JPN RUS SPA AvG CER LID

(@3] @D (€ N €5 N ) ) M

BASE 54 11.1 30.2 90.0 12.0 7.2 26.0 96.3

MMS GDRO 27.6 27.0 32.6 62.2 17.6 8 29.2 67.0

5 Ours 109 154 39.2 57.5 13.2 9.3 24.3 90.5
BASE 4.8 9.2 332 114.8 10.5 7.1 29.9 89.0

XLS-R GDRO 29.1 26.8 46.1 929 16.5 9.3 36.8 57.7
OURS 5.7 9.6 38.6 71.5 10.1 7.3 23.8 91.0
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Table 10: Results of the baseline models (Base), group DRO models (GDRO), and CTC-DRO
models (Ours) on the test set for the first two language sets using additional amounts of training
data per language, where languages are indicated by their ISO code. We show the CER on the
individual languages, CER averaged across languages (Avg CER), and LID accuracy (LID) for
fine-tuned MMS and XLS-R models. Best LID and CER results are highlighted, and the CERs for the
worst-performing languages are underlined.

SET# MODEL TYPE CES CMN NAN POL RON SPA AvG CER LID

G d D d D ) ) )

BASE 9.1 589 675 6.0 7.1 5.0 25.6 98.1

MMS GDRO 13.8 92.1 96.3 6.7 11.9 5.8 37.8 83.9

1 OURS 87 459 628 62 7.5 5.3 22.8 98.5
Base 13.0 92.1 783 9.8 12.0 8.5 35.6 96.4

XLS-R GDRO 18.9 86.4 90.8 57 21.6 5.0 38.1 72.3
Ours 12,9 525 67.5 9.0 11.9 7.8 26.9 97.1

MoODEL TYPE ENG FAS HRV ITA SLK YUE AvG CER LID

G bbb D ) ) (1)

BASE 9.6 16.9 85 6.8 8.0 669 19.5 99.0

MMS GDRO 10.1 70.0 243 7.9 148 105.4 38.8 81.0

5 OURS 9.7 18.1 83 6.6 7.3 48.1 16.4 99.1
Base 11.9 322 9.6 8.1 9.2 97.2 28.0 98.2

XLS-R  GDRO 8.8 882 339 6.7 233 102.9 44.0 80.8
Ours 11.6 232 93 8.2 8.9 51.4 18.8 98.6

Table 11: Results of the baseline models (Base), group DRO models (GDRO), and CTC-DRO
models (Ours) on the test set for set 4, where languages are indicated by their ISO code. We
show the WER on the individual languages, WER averaged across languages (Avg WER), and LID
accuracy (LID) for fine-tuned MMS and XLS—-R models. Best LID and WER results are highlighted,
and the WERs for the worst-performing languages are underlined.

SET# MODEL TYPE MRJ SLV SND SOT SPA URD AvVG WER LID
[ T € N € R €5 I €5 B ) (@3] Q)

Base 59.2 324 659 521 30.1 564 49.4 87.9
MMS GDRO 57.3 56.1 503 61.5 19.1 56.6 50.2 91.9
Ours 51.2 36.7 49.4 43.6 225 503 42.3 87.3

Base 60.2 229 639 446 214 74.0 47.8 88.4
XLS-R GDRO 71.3 82.5 51.0 75.8 19.8 57.2 59.6 83.5
Ours 58.8 29.2 595 51.0 241 653 48.0 88.9

F.3 ABLATION STUDY

We present the language-specific results of our ablation study in Table

Table 12: Results of the baseline models (Base) and CTC-DRO models (Ours) on the test set for set 5
with ablations removing the length-matched group losses (Dur) and smoothed maximization objective
(Smooth). We show the CER averaged across languages (Avg CER) as well as the CER on the
individual languages and the LID accuracy (L.ID) for fine-tuned MMS and XLS-R models. Best LID
and CER results are highlighted, and the CERs for the worst-performing languages are underlined.

MODEL TYPE DEU ENG HEB JPN RUS SPA AvG CER LID
& A (€ 5 I ) ) ™M

BASE 54 11.1 30.2 90.0 12.0 7.2 26.0 96.3

MMS OURS 109 154 392 57.5 13.2 9.3 24.3 90.5
-DUR 19.4 21.2 309 846 129 8.3 29.6 66.1

-SmooTH 95.6 96.0 98.8 102.1 97.4 97.3 97.9 13.2

BASE 4.8 9.2 332 114.8 10.5 7.1 29.9 89.0

XLS-R  Ours 5.7 9.6 38.6 71.5 10.1 7.3 23.8 91.0
-DUR 35.6 36.5 729 1152 274 159 50.6 54.4

-SmooTHn 18.5 24.5 699 1942 41.2 19.9 61.4 43.2
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To assess the sensitivity of our results to the choice of the batch duration hyperparameter (Algorithml|T)),
we first report in Table[13|the total audio duration per batch used in our main experiments for each
language set. We then perform an additional robustness experiment on language set 5 by training
additional baseline and CTC-DRO models with half the duration target. Table [I4]shows the test set
performance. With the smaller duration target, CTC-DRO achieves relative worst-language CER
reductions of 34.2% for MMS and 15.8% for XLS-R compared to the corresponding baselines. With
the original batch duration target of roughly 50 seconds, the relative reductions are 36.1% and 37.7%,
respectively. While XLS—R shows more sensitivity to the choice of the duration target, both models
maintain substantial improvements from CTC-DRO across both settings.

Table 13: Batch duration statistics for the main experiments. For each language set, we report the
maximum total audio duration in seconds.

SET# TOTAL AUDIO DURATION / BATCH (S)

1 50.2
2 48.6
3 54.8
4
5

47.9
46.0

Table 14: Effect of the batch duration hyperparameter on the test set for set 5. We show the CER of
the worst-performing language (Max CER, ISO code for the worst-performing language provided
as IS0) as well as the average CER (Avg CER) and LID accuracy (L.ID) for baseline (Base) and
CTC-DRO models (Ours). Best results are highlighted.

SET# MODEL DURATION (S) TYPE MAX CER AvG CER LID

(AUDIO / BATCH) (IS0) () @ m

MMS 23.0 BASE 79.5 (JPN) 249 92.7

5 MMS 23.0 OURS 52.3 (JPN) 21.7 90.8
XLS-R 23.0 Base 101.9 (JpPN) 29.0 86.6
XLS-R 23.0 OURS 85.8 (JPN) 30.3 77.8
MMS 46.0 BASE 90.0 (JPN) 26.0 96.3

5 MMS 46.0 OURS 57.5 (JpPN) 24.3 905
XLS-R 46.0 Base 114.8 (JPN) 29.9 89.0
XLS-R 46.0 OURS 71.5 (JPN) 23.8 91.0

F.4 ROBUSTNESS EXPERIMENTS

To assess the robustness of our results across random seeds, we perform experiments on language
sets 1 and 3 using four unique random seeds and report the results in Table[T5] We selected these
sets, because they showed the smallest single-seed improvements of CTC-DRO compared to the
baseline (see Table[T). Overall, the largest gains in worst-language CER are stable across seeds. For
the remaining language sets, where the single-seed gaps between CTC-DRO and the baseline are
substantially larger, we expect the conclusions to be at least as robust.

Table 15: Results of the baseline models (Base) and CTC-DRO models (Ours) on the test sets for
set 1 and 3 using four random seeds. We show the mean and standard deviation of the worst-language
CER (Max CER) as well as the mean difference in worst-language CER (Avg Delta) between
the baseline (Base) and CTC—DRO models (Ours) for fine-tuned MMS and XL.S—-R models.

SET# MODEL BASE MAX CER OURS MAX CER AVG DELTA SEEDS WITH LOWER CER
(MEAN =+ SD) (MEAN + SD) (BASE — OURS) (OUT OF 4)

1 MMS 58. 7+ 2.1 56.6 £ 1.1 2.1 3
XLS-R 76.4+15.0 58.6 +2.5 17.9 4

3 MMS 32.0+1.6 31.3+0.7 0.7 2
XLS-R 33.2+1.0 34.7+2.2 -1.5 2
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F.5 BEST-PERFORMING LANGUAGE RESULTS

To directly address the effect on the best-performing language groups, we investigate the CER of the
best-performing language per setup (i.e., lowest CER reported in Table 0] and [T0) and average scores
across sets and models. In the balanced data setup, the average CER of the best-performing language
is 3.0% (standard deviation (SD) 2.1%) for the baseline, 3.7% (SD 2.7%) for CTC-DRO, and 6.6%
(SD 3.0%) for group DRO. A paired t-test shows no statistically significant difference between the
baseline and CTC-DRO (p = 0.19), while there is a significant difference between the baseline and
group DRO (p = 0.0068), with group DRO having worse performance (6.6% vs. 3.0%). In the
unbalanced data setup, the average CER of the best-performing language is 7.1% (SD 1.6%) for the
baseline, 7.0% (SD 1.3%) for CTC-DRO, and 6.4% (SD 1.2%) for group DRO. Paired t-tests show
no significant difference between the baseline and CTC-DRO (p = 0.61) or between the baseline and
group DRO (p = 0.53). Thus, CTC-DRO does not significantly degrade best-language performance,
while achieving substantial worst-language improvements.

F.6 COMPARISON OF GROUP WEIGHTS

In Section[6.2] we analyze the behavior of group DRO and CTC-DRO models during training for
XLS-R on set 5. Here, we include additional visualizations, showing the behavior of MMS models on
sets 5 and 2 in Figures [3]and[d] respectively. These visualizations confirm that the stability pattern
extends to different models and language sets, showing that group DRO exhibits substantial weight
fluctuations, while CTC~DRO maintains more stable group weights throughout training.
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Figure 3: Group weights for each language throughout training of an MMS model trained with group
DRO or CTC—-DRO on balanced data from set 5.
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Figure 4: Group weights for each language throughout training of an MMS model trained with group
DRO or CTC-DRO on balanced data from set 2.

G NORMALIZATION EXPERIMENTS

We conduct additional experiments to explain why normalization of the CTC loss alone is insufficient
(see Section [2.3). We evaluate four approaches on language set 1 (balanced setup): (1) group
DRO with losses normalized by the number of frames in the sequence (FRAME); (2) group DRO
with losses normalized by the number of target labels (TARGET); (3) CTC-DRO without our new
batch sampler that computes length-matched group losses (instead using the group DRO batch
sampler) and with losses normalized by the number of frames in the sequence (FRAME; NO LENGTH-
MATCHED); (4) CTC-DRO without our new batch sampler that computes length-matched group
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losses (instead using the group DRO batch sampler) and with losses normalized by the number of
target labels (TARGET; NO LENGTH-MATCHED). These experiments follow the same experimental
setup used for our main experiments.

Normalizing each utterance’s loss by its own length (number of input frames or target labels) also
scales the corresponding gradient. The longest utterances are most strongly downweighted, while
the gradients of shorter utterances retain relatively more weight within a batch. Importantly, longer
sequences inherently provide more information and should influence the gradients more, so reducing
their gradients limits the model’s ability to learn from the most informative examples. We note that
a different global learning rate would not compensate for this per-utterance imbalance. We present
the test set results of this experiment in Table [I6]and confirm that simple normalization provides no
solution to address the problem of incomparable CTC losses across languages.

Table 16: CER of the worst-performing language (Max CER, ISO code for the worst-performing
language provided as ISO), as well as the average CER (Avg CER) and LID accuracy (LID) across
languages for the baseline models (Base), group DRO models (GDRO), and CTC-DRO models
(Ours) on the test set for set 1 under different normalization settings. We also report the step size 7,
and smoothing « selected on the development set where applicable. Best results are highlighted.

SET MODEL TYPE Mg a MAXx CER AvG CER LID
# (IS0) (1) (@3] M
Baske (NONE) - - 60.8 (NAN) 23.4 97.4

GDRO (NONE) 1074 - 86.6 (NAN) 30.5 78.7

MMS GDRO (FRAME) 1074 - 91.5 (CMN) 32.8 98.1
GDRO (TARGET) 107 - 170.7 (CMN) 87.0 65.4

ours (FRAME; NO LENGTH-MATCHED) 10~* 0.5 94.7 (CMN) 31.9 97.9

1 Ours (TARGET; NO LENGTH-MATCHED) 1074 0.1 98.7 (CMN) 43.7 83.6
Bask (NONE) - - 64.9 (CMN) 25.2 92.6

GDRO (NONE) 1074 - 78.4 (NAN) 30.0 87.8

XLS.R  GDRO (FRAME) 10*? - 81.2 (CMN) 33.2 94.2
GDRO (TARGET) 1073 - 119.9 (CMN) 95.0 44.3

ours (FRAME; NO LENGTH-MATCHED) 1073 0.5 67.6 (CMN) 26.6 93.7

Ours (TARGET; NO LENGTH-MATCHED) 1074 0.1 119.7 (CMN) 50.2 78.7

H SCALABILITY EXPERIMENTS

The strong performance of CTC-DRO motivates investigating the algorithm’s scalability. While
our algorithm adds minimal computational costs, a rigorous hyperparameter search for any new,
large-scale experiment is inherently resource-intensive (our main experiments already required
training 130 models over approximately 1500 GPU hours). To validate scalability under our compute
budget, we conducted a single, challenging scaling experiment on a diverse set of 18 languages,
extending the languages in set 1 by 12 randomly selected languages. This appendix shows the full
experiment, presenting the language-corpus pairs (Section [H.T)), the development set results from our
hyperparameter search (Section[H.2)), and the final test set performance (Section [H.3).

H.1 DATASETS

Table[I7]shows the language-corpus pairs that are included in our scaling experiments for the balanced
setup and when additional training data is available.

H.2 LANGUAGE-SPECIFIC DEVELOPMENT RESULTS

Tables [I8]and [T9]show the language-specific performance on the development set from our hyper-
parameter search. We tested values of 7, € {1073,107*} and o € {0.1,0.5, 1}, while keeping
the learning rate fixed at 10~*. Table [18| shows the results for the balanced data setup, while Ta-
ble[I9]contains the results for models trained with additional training data. From this evaluation, the
best-performing hyperparameter setting was selected for evaluation on the test data.
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Table 17: Overview of the languages included in the scaling experiment, which are originally obtained
from CV, Fleurs, LAD, MLS, MSD, NCHLT, SWC, VF, and VP.

SETUP LANGUAGES (ISO CODE, CORPORA)

BALANCED BASHKORT (BAK, CV), BURMESE (MYA, FLEURS)
MANDARIN (CMN, CV), MIN NAN (NAN, CV)
CANTONESE (YUE, CV), CZECH (CES, CV)
ENGLISH (ENG, LAD), FRENCH (FRA, MLS)
GERMAN (DEU, VF), GUARANI (GRN, CV)
ITALIAN (ITA, FLEURS), KHMER (KHM, FLEURS)
PERSIAN (FAS, CV), POLISH (POL, MSD)
ROMANIAN (RON, FLEURS), RUSSIAN (RUS, LAD)
SPANISH (SPA, VF), SWATI (ssw, NCHLT)

ADDITIONAL DATA BASHKORT (BAK, CV), BURMESE (MYA, FLEURS)
CANTONESE (YUE, CV, FLEURS), MANDARIN (CMN, CV, FLEURS)
MIN NAN (NAN, CV), CZECH (CES, CV, FLEURS, VP)
ENGLISH (ENG, CV, FLEURS, LAD, MSD, MLS, NCHLT, SWC, VF, VP),
FRENCH (FRA, CV, FLEURS, MSD, MLS, VF, VP),
GERMAN (DEU, CV, FLEURS, MSD, MLS, SWC, VF, VP), GUARANI (GRN, CV)
ITALIAN (ITA, CV, FLEURS, MSD, VF, VP), KHMER (KHM, FLEURS)
PERSIAN (FAS, CV, FLEURS), POLISH (POL, CV, FLEURS, MSD, MLS, VP)
ROMANIAN (RON, CV, FLEURS, VP), RUSSIAN (RUS, CV, FLEURS, LAD, MSD, VF)
SPANISH (SPA, CV, FLEURS, MSD, MLS, VF, VP), SWATI (ssw, NCHLT)

Table 18: Results of the CTC-DRO models on the development set, where languages are indicated by
their ISO code. We show the CER on the individual languages and CER averaged across languages
(Avg CER) for fine-tuned MMS and XLS-R models. We highlight the best hyperparameter setting
per set.

LANGUAGE MMS XLS-R

g 10~3 104 10—3 1074

[ 0.1 0.5 1.0 0.1 0.5 1.0 0.1 0.5 1.0 0.1 0.5 1.0
BAK () 20.7 11.9 127 10.6 11.6 128 21.6 39.5 33.1 353 319 328
CES (J) 24.0 132 155 11.6 144 16.6 239 457 41.1 404 399 349
CMN ({) 747 54.6 55.1 57.1 579 579 780 86.4 84.1 90.2 754 654
DEU ({) 14.5 8.7 9.8 7.7 100 11.7 13.6 31.2 27.6 28.6 27.6 263
ENG () 6.6 0.8 1.5 1.4 2.1 2.8 5.2 8.7 8.4 7.0 5.1 3.0
FAS (1) 435 31.6 33.0 327 324 339 38.6 579 523 543 53.1 544
FRA ({) 29.4 199 20.2 185 185 18.6 232 458 43.8 453 43.0 43.7
GRN ({) 19.4 12.1 14.6 100 135 15.0 21.3 40.5 33.8 334 321 36.0
ITA (J) 13.8 5.5 6.8 5.7 6.0 6.4 13.6 33.1 283 27.7 27.1 26.1
KHM ({) 76.6 39.0 41.6 36.5 364 38.6 87.4 782 858 919 77.5 809
MYA ({) 74.1 352 31.0 28.7 302 303 544 90.1 893 745 89.6 882
NAN () 779 564 632 639 668 721 753 804 835 80.7 81.4 775
POL () 100 48 53 48 45 50 7.7 209 17.8 186 18.1 18.5
RON ({) 289 173 179 17.8 17.6 162 23.8 474 40.6 447 435 43.1
RUS ({) 14.4 1.3 2.5 3.1 3.3 4.0 123 18.1 145 16.8 6.5 2.8
SPA (}) 86 35 45 37 50 56 88 282 234 239 237 224
Ssw ({) 15.3 9.1 13.1 6.6 12.1 153 16.4 32.0 29.6 268 294 227
YUE ({) 61.7 41.2 42.6 432 445 493 663 82.0 77.8 825 69.4 579
AvG CER (}) 34.1 20.3 21.7 20.2 21.5 229 329 48.1 453 457 43.0 409

H.3 LANGUAGE-SPECIFIC TEST RESULTS

Table 20| summarizes test set performance for all languages in the balanced setup and Table [21|shows
results when models are trained on all available ML-SUPERB 2.0 data. We find that CTC-DRO
maintains its effectiveness at improving the performance on the worst-performing language at a
larger scale. On the balanced data setup, CTC—-DRO reduces worst-language CER by 8.9% relative
for MMS and 9.2% relative for XLS—R. For XLS—R, the average CER improves by 17.2% relative.
While MMS shows a slight average CER increase (3.0% relative), it successfully reduces the worst-
language performance, which is our primary objective. On the unbalanced data setup, XL.S—R shows
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Table 19: Results of the CTC-DRO models on the development set using additional amounts of
training data per language, where languages are indicated by their ISO code. We show the CER on
the individual languages and CER averaged across languages (Avg) for fine-tuned MMS and XLS—R
models. We highlight the best hyperparameter setting per set.

LANGUAGE MMS XLS-R

q 103 104 10—3 104

a 01 05 1.0 01 05 10 01 05 1.0 01 05 1.0
BAK ({) 87.9 142 194 120 133 145 61.7 16.6 19.4 13.8 19.0 183
CES (1) 84.6 92 114 90 92 92 457 102 114 87 103 11.6
CMN (1) 247.1 482 549 557 488 47.6 103.6 56.9 549 51.6 532 474
DEU ({) 70.6 9.2 104 9.1 89 93 370 9.8 104 94 95 103
ENG (}) 73.3 109 122 10.6 10.6 10.7 443 11.5 122 105 109 11.1
FAS (}) 98.7 224 238 23.8 237 234 659 233 238 223 25.0 244
FRA ({) 70.5 123 141 124 124 123 442 13.0 14.1 11.9 125 13.0
GRN ({) 88.6 143 24.1 114 159 169 549 209 24.1 157 21.3 220
ITA () 772 89 94 86 88 82 31.7 85 94 79 87 88
KHM ({) 99.9 314 39.7 325 300 30.0 902 38.6 39.7 374 349 362
MYA (1) 94.7 28.1 47.1 29.5 32.0 283 89.3 654 47.1 743 304 29.6
NAN (}) 163.7 67.7 705 69.2 704 694 99.8 70.7 70.5 62.6 71.7 713
poL (J) 783 85 86 79 78 83 370 7.6 86 79 79 92
RON ({) 74.6 103 123 104 10.8 11.2 422 121 123 11.6 11.2 11.8
RUS (}) 90.2 9.9 127 9.8 9.9 10.0 462 11.6 127 95 11.7 12.1
SPA (1) 758 59 65 60 57 60 309 56 65 55 60 67
SSW (1) 97.0 143 236 11.8 162 16.1 49.1 244 23.6 12.1 205 184
YUE (}) 261.2 504 557 533 507 50.1 96.0 55.6 55.7 454 51.6 463

AvG CER () 107.4 209 254 213 214 21.2 59.4 257 254 232 231 227

Table 20: Results of the baseline models and CTC-DRO models on the test set, where languages are
indicated by their ISO code. We show the CER on the individual languages, CER averaged across
languages (Avg CER), and LID accuracy (LID) for fine-tuned MMS and XLS-R models. Best LID
and CER results are highlighted, and the CERs for the worst-performing languages are underlined.

MMS XLS-R
LANGUAGE BASELINE CTC-DRO BASELINE CTC-DRO
BAK (J) 12.6 14.9 30.4 23.7
CES (}) 10.3 13.4 28.8 22.2
CMN ({) 65.2 55.6 94.9 78.8
DEU ({) 5.6 8.2 22.0 13.9
ENG ({) 0.8 0.8 2.7 5.2
FAS (}) 23.5 25.2 45.4 34.0
FRA ({) 14.4 16.5 37.0 20.6
GRN ({) 6.4 11.0 31.8 21.9
ITA () 5.5 6.9 24.3 12.4
KHM ({) 34.0 33.8 67.7 86.2
MYA () 35.3 40.6 91.6 61.6
NAN ({) 66.1 60.2 81.7 78.4
POL () 3.7 4.3 15.6 7.3
RON ({) 14.0 16.9 38.0 23.3
RUS () 5.1 1.6 7.3 12.0
SPA ({) 2.1 3.2 13.4 7.5
SSW () 6.3 13.1 14.3 19.1
YUE ({) 47.5 43.2 74.7 69.2
AvVG CER (}) 19.9 20.5 40.1 33.2
LID (1) 96.5 94.7 84.0 84.9

particularly strong results, namely a reduction of 23.7% relative for the worst-performing language
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Table 21: Results of the baseline models and CTC-DRO models on the test set using additional
amounts of training data per language, where languages are indicated by their ISO code. We show the
CER on the individual languages, CER averaged across languages (Avg CER), and LID accuracy
(LID) for fine-tuned MMS and XLS—-R models. Best LID and CER results are highlighted, and the
CERs for the worst-performing languages are underlined.

MMS XLS-R
LANGUAGE BASELINE CTC-DRO BASELINE CTC-DRO
BAK ({) 13.0 14.3 14.3 21.6
CES () 8.6 10.3 8.6 11.3
CMN (J) 60.7 48.1 75.7 56.3
DEU (J) 8.8 9.5 8.4 10.2
ENG ({) 9.4 10.7 9.3 12.3
FAS ({) 18.1 18.5 17.1 22.2
FRA () 12.9 13.4 12.5 14.8
GRN ({) 6.7 12.8 9.4 21.1
ITA (}) 7.8 7.7 6.8 8.6
KHM ({) 37.1 32.0 68.5 40.7
MYA ({) 30.8 28.6 95.5 441
NAN ({) 70.6 70.0 75.3 2.9
POL ({) 6.2 6.9 6.3 7.9
RON ({) 7.5 8.7 7.7 10.5
RUS ({) 9.4 9.7 8.7 12.7
SPA ({) 5.1 5.6 5.1 6.3
SSW ({) 5.5 16.6 7.5 26.4
YUE ({) 53.0 51.3 70.8 56.7
AvVG CER () 20.6 20.8 28.2 25.4
LID (1) 97.6 97.6 96.2 95.2

and 9.9% relative average CER improvement. For MMS, CTC-DRO still reduces the worst-language
CER (although marginally), while maintaining comparable average performance.

I TRAINING TIMES

In Table 22| we present averaged wall-clock training times for baseline and CTC-DRO models across
our main experiments. Each model was trained on a single NVIDIA RTX A6000 GPU.

Table 22: Averaged wall-clock training times for baseline and CTC—-DRO models across experiments
using balanced and additional training data in seconds.

SET # BASELINE TIME (S) CTC-DRO TIME (S)
1-5 (BALANCED DATA) 24,665 24,986
1-2 (ADDITIONAL DATA) 81,122 82,458
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