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Abstract

Chain-of-Thought (CoT) and Program-Aided
Language Models (PAL) represent two distinct
reasoning methods, each with its own strengths.
CoT employs natural language, offering flex-
ibility and interpretability, while PAL utilizes
programming language, yielding more struc-
tured and rigorous logic. We introduce a model
selection method to combine the best of both
worlds by employing a large language model
(LLM) to dynamically select between them.
Our theoretical analysis underscores the fea-
sibility of this method, which is further cor-
roborated by empirical results. Our proposed
method demonstrates significant performance
improvements across eight reasoning datasets
with Codex, ChatGPT, and GPT-4. Addition-
ally, our method is complementary to self-
consistency; when integrated, it can further
enhance performance while significantly reduc-
ing computation costs. Moreover, we achieve
new state-of-the-art results on GSM8K and
SVAMP, with respective accuracies of 96.8%
and 93.7%.1

1 Introduction

Large language models (LLMs) have made impres-
sive progresses in numerous fields (Devlin et al.,
2019; Brown et al., 2020; OpenAI, 2023; Chowd-
hery et al., 2022; Bubeck et al., 2023; Wei et al.,
2022a) and are often powerful enough to solve
problems through a single unified method. While
convenient, this approach tends to ignore the dis-
tinct structures and variations among the problems,
which would benefit from using different methods.
On the other hand, in human society, individuals
with different skill sets excel in various roles, lead-
ing to a thriving world as a whole.

In the case of reasoning, Chain-of-Thought
(CoT) (Wei et al., 2022b) and Program-Aided Lan-
guage Models (PAL) (Gao et al., 2022; Chen et al.,

1Our code, data and prompts are available at https://
github.com/XuZhao0/Model-Selection-Reasoning

2022) have emerged as two effective methods that
offer different strengths and weaknesses. Essen-
tially, CoT decomposes a reasoning problem into a
series of intermediate steps using natural language,
making it more general, flexible, and comprehen-
sible. On the other hand, PAL offers solutions via
Python functions, with its step-by-step program-
ming code ensuring a more rigorous and structured
methodology. The external Python interpreter fur-
ther guarantees the computation precision. Intu-
itively, combining the strengths of both models and
selecting between them based on their solutions
to a specific problem would lead to enhanced per-
formance. However, without access to the ground
truth, choosing a better method itself becomes a
machine learning problem.

In order to select among multiple solutions, pre-
vious studies have suggested training a ranker (Ue-
sato et al., 2022). While training a dedicated
model generally results in improved accuracy, it
can also be somewhat cumbersome and entail sig-
nificant costs. Conversely, large language models
(LLMs) have demonstrated good calibration and
have been used to assess the accuracy of their own
outputs (Guo et al., 2017; Shinn et al., 2023; Xie
et al., 2023). In light of this, we propose leveraging
the in-context learning capabilities of LLMs for
model selection. We direct LLMs to choose be-
tween two distinct reasoning models and elucidate
their selection rationale.

We present a detailed theoretical analysis to val-
idate our approach. The analysis highlights two
primary factors impacting the effectiveness of our
method: (1) the significance of the difference be-
tween the two models, i.e. the distinct distributions
of their respective probabilities of correctly solving
problems, and (2) the probability of selecting the
correct model. Particularly, a higher overall perfor-
mance can be attained when there is a substantial
difference between the models being considered,
and when there is a high probability of the correct

https://github.com/XuZhao0/Model-Selection-Reasoning
https://github.com/XuZhao0/Model-Selection-Reasoning


Figure 1: We propose to perform model selection to combine two distinct methods, CoT and PAL . The
figure illustrates an example where PAL makes mistakes about crucial information and therefore fails to answer
the question correctly. In contrast, CoT manages to correctly answer the same question. Our selection model
successfully chooses the correct solution and provides a brief explanation to support its choice.

model being selected. Furthermore, our analysis
affirms that even without an exceptional model se-
lector, we can still achieve improvement in certain
cases. This reinforces our decision to simply em-
ploy an LLM for model selection.

We evaluate our method across eight reason-
ing tasks, with CoT and PAL serving as the
baseline methods. Our method consistently at-
tains performance improvement, when employing
Codex (Chen et al., 2021), ChatGPT, and GPT-
4 as backbone LLMs. Its broad applicability is
further underscored by performance gains with
open-source Llama 2 models (Touvron et al., 2023).
In the context of multiple sample aggregations,
our approach significantly reduces the computa-
tion costs while achieving notable performance en-
hancements. Moreover, our approach attains new
state-of-the-art accuracies of 96.8% and 93.7% on
GSM8K (Cobbe et al., 2021) and SVAMP (Patel
et al., 2021), respectively.

2 Automatic Model Selection with Large
Language Models

In this study, we examine reasoning tasks using two
baseline models: CoT and PAL. To tackle complex
reasoning tasks, CoT leverages an LLM to gen-
erate several intermediate reasoning steps before
arriving at a final answer. Due to its reliance on
natural language, the reasoning steps are clearly ex-

plained. Furthermore, natural language supports a
broad range of reasoning that may involve common
sense and confidence in the reasoning steps. But it
might struggle with intricate logical relationships.
In contrast, PAL takes a structured and accurate ap-
proach, breaking down reasoning problems using
Python code. However, the deterministic program
format of PAL constrains its generalizability and
flexibility.

2.1 Case Study on the Differences between
CoT and PAL

Figure 2: Comparative analysis of error cases between
CoT and PAL on GSM8K.

To delve deeper into the distinct strengths of CoT
and PAL, we analyze 100 instances from GSM8K
where CoT and PAL yield different results: 50
cases where CoT is correct and PAL is wrong, and



another 50 where the opposite is true. All the CoT
and PAL solutions are generated using ChatGPT.
Then we divide the error reasons into 5 categories.
Examples of each category can be found in Ap-
pendix E.

• Computation Precision: The ability to per-
form accurate numerical computations.

• Logical Decomposition: Breaking down com-
plex problems into manageable parts and han-
dling logical relationships well.

• Problem-Solving Flexibility: The adaptability
in addressing problems using different reason-
ing paradigms, such as forward and backward
reasoning.

• Semantic Understanding: Grasping and inter-
preting the problem accurately without over-
looking crucial information.

• Others: This encompasses miscellaneous er-
ror reasons such as redundant calculations and
ambiguous questions.

Figure 2 depicts the error distribution across
these categories. It reveals notable differences be-
tween CoT and PAL. PAL, with its external Python
interpreter, ensures computation accuracy. It also
excels in logical decomposition, effectively break-
ing down problems and employing variables to map
logical relationships. On the other hand, CoT is
more versatile and flexible, allowing for both for-
ward and backward logical reasoning, while PAL is
less adept at backward reasoning scenarios. CoT’s
strength also lies in its superior grasp of natural
language, aiding in semantic understanding. This
analysis highlights the distinct proficiencies of both
models in reasoning, reinforcing our hypothesis.

2.2 Method
Given the distinct advantages of CoT and PAL,
it would be beneficial to combine the strengths
of both. We propose a systematic approach that
combines these models through model selection.
Specifically, it contains two stages: solution gener-
ation and model selection.

For a given reasoning question Q, an LLM is
prompted to generate reasoning chains for CoT,
symbolized as CCoT along with its answer ACoT .
Simultaneously, the LLM is prompted to derive
reasoning chains for PAL, denoted as CPAL. Em-
ploying a Python interpreter, we then get its

answer APAL. When ACoT and APAL yield
different results, we move to the model selec-
tion phase. The LLM is prompted again, pro-
vided with (Q,CCoT , ACoT , CPAL), and tasked
to select the better method, alongside generat-
ing a brief explanation. Specifically for Llama
2 selection prompts, the LLM is prompted with
(Q,CCoT , ACoT , CPAL, APAL) pairs. This selec-
tion result, together with the explanation, is rep-
resented as S. Ultimately, based on S, the final
answer is derived as Afinal ∈ {ACoT , APAL}.

During the selection phase, LLMs leverage their
in-context learning abilities for model selection,
i.e., we present the LLM with a few in-context ex-
emplar pairs (Q,CCoT , ACoT , CPAL, S). An ex-
ample of the proposed method is illustrated in Fig-
ure 1, excluding the few-shot examples to save
space. Specifically, we provide the LLM with two
distinct reasoning solutions in a multiple-choice
question format. We expect the LLM to identify
errors or gaps within the chains and determine the
correct method. Note that there are very few in-
stances where the LLM fails to make a choice; in
these cases, we randomly select a method. The
effect and qualitative analysis of the generated ex-
planation can be found in Appendix C.

Owing to the in-context learning capabilities of
LLMs, we find that they exhibit reasonable accu-
racy in selecting the appropriate method. Further-
more, as our subsequent theoretical analysis in Sec-
tion 2.3 reveals, a highly accurate method selection
is not actually necessary for the algorithm to per-
form well. Our empirical findings corroborate this,
showing that even if there are situations where the
model selection is poor, the overall improvement
remains substantial.

2.3 Theoretical Analysis

In this section, we conduct a theoretical analysis
to determine under which condition the proposed
method could work (and fail).

Quantifying error rates Let us denote the error
rates of the two base methods, m1 and m2, by err1
and err2, respectively. Without loss of general-
ity, let m1 be a better base method in the overall
performance: i.e., err1 ≤ err2. For a given ques-
tion x, we define ρx as the probability of choos-
ing a more accurate method, either m1 or m2, for
the given x using the proposed approach. Define
R(x) = p(correct | x,m2) − p(correct | x,m1)
where p(correct | x,mi) represents the probabil-



ity of outputting a correct prediction given input x
with method mi. Then we can quantify the final
error rate err of the proposed method as follows:
Proposition 1. For any methods m1 and m2 with
any combining probability function ρx,

err = err1 − Ex [|R(x)| (ρx − 1{R(x) < 0})]

We refer readers to Appendix B for the full proof.
Proposition 1 decomposes the possible improve-
ment (or deterioration) over base methods in terms
of R(x) and ρx. It quantitatively shows when and
how we can expect improvement (or deterioration)
based on these two factors. For example, to im-
prove over the best base method m1, Proposition 1
suggests us to choose another base method m2 such
that |R(x)| is not too small and ρx is high when
|R(x)| is large. In other words, it discourages us
from choosing too similar methods as base meth-
ods, because for similar methods, |R(x)| tends to
be small and it is challenging to increase ρx even
when |R(x)| is large due to the similarity. This
provides a theoretical motivation for us to use CoT
and PAL, instead of combining CoT with another
CoT.

On the accuracy of selection Define ρ to be the
overall probability of selecting a better method:
ρ = Ex[ρx]. Theorem 1 shows that ρ can be much
worse than that of a random guess to achieve the
improvement over the base methods m1 and m2;
i.e., err < err1 and err1 ≤ err2 can happen with
ρ < 0.5:
Theorem 1. For any ϵ > 0, there exist data dis-
tribution over x, two base methods (m1,m2), and
combining probability (ρx) such that err < err1,
err1 ≤ err2, and ρ < ϵ.

We provide a stronger version of Theorem 1 in
Appendix A (that implies Theorem 1) and its proof
in Appendix B.

Theorem 1 supports our proposition that, de-
spite not training a new model for the selection
process and with the in-context learning limited
to a few-shot prompt, it is possible to achieve im-
provement, even if we do not achieve ρx > 0.5 in
some instances. Further elaborated in Theorem 2,
our analysis indicates that even with a weak selec-
tor, improvements are attainable, especially when
the base models exhibit comparable overall per-
formance. This theoretical analysis offers deeper
insights into the conditions and strategies for effec-
tive performance improvement with the proposed
methodology.

3 Experiments

3.1 Setup

Datasets and backbones We conduct experi-
ments on eight datasets that span a range of
arithmetic and symbolic reasoning tasks. 7 of
these datasets, including GSM8K (Cobbe et al.,
2021), SVAMP (Patel et al., 2021), ASDIV (Miao
et al., 2020), SingleOP, SingleEQ, AddSub and
MultiArith (Koncel-Kedziorski et al., 2016), are
about arithmetic reasoning, while Date Under-
standing (Srivastava et al., 2022) focuses on
symbolic reasoning. To comprehensively eval-
uate the effectiveness of our approach, we em-
ploy three proprietary LLMs as backbone sys-
tems: Codex (code-davinci-002), ChatGPT
(gpt-3.5-turbo-0301) and GPT-4 (gpt-4-0314).
We also evaluate our method with open-source
Llama 2 models on GSM8K.2 Unless stated oth-
erwise, we always utilize the same LLM for both
base models as well as for the model selector.

Prompt design To effectively exploit the in-
context learning abilities of the LLMs, we create
a set of few-shot examples by manually creating
an error in one model’s reasoning chain. Few-shot
examples in our prompts are based on those in pre-
vious works. For each backbone LLM, we use
a fixed prompt for all the arithmetic benchmarks
without specific customizations. Examples of the
prompts can be found in Appendix D.

Hyperparameters For the results derived using
greedy decoding, we use a temperature of 0 during
both solution generation and model selection. For
experiments with self-consistency, we follow the
settings in prior works by setting the temperature
at 0.5 for CoT and 0.8 for PAL, during solution
generation. During model selection, the tempera-
ture is set to 0 for a deterministic result. We refrain
from further hyperparameter tuning to emphasize
the simplicity and efficacy of our method.

3.2 Main Results

The results of our experiments with greedy de-
coding are shown in Table 1. First, we find that
our proposed method effectively and robustly en-
hances performance in most settings across various
datasets of different difficulties and with different
backbone LLMs, simply by combining two base
models. For example, with GPT-4, we achieve

2Codex results are obtained in February and March, Chat-
GPT in April and May, GPT-4 in May and June 9-13, Llama 2
in September 2023.



Backbone Method Arithmetic Symbolic
GSM8K SVAMP ASDIV SingleOP SingleEQ AddSub MultiArith Date

Codex
CoT 64.4 77.6 80.2 92.7 93.5 88.4 95.7 64.5
PAL 71.5 79.6 79.1 95.4 96.5 91.9 99.7 77.5
Ours 74.7 82.2 81.6 96.3 96.9 91.6 99.7 79.4

ChatGPT
CoT 80.8 83.0 89.3 94.8 97.4 90.4 98.7 69.1
PAL 79.2 80.3 83.0 90.7 97.6 89.4 96.3 68.3
Ours 82.6 84.3 89.4 94.8 97.8 90.6 98.7 70.2

GPT-4
CoT 94.6 91.9 92.7 97.2 97.2 93.9 98.0 90.0
PAL 94.0 92.2 90.2 95.2 98.8 94.9 98.5 88.1
Ours 95.6 93.7 93.5 97.3 98.6 95.7 99.0 90.5

Table 1: Results comparison (Accuracy %) on 7 arithmetic datasets and 1 symbolic dataset with greedy decoding.
We evaluate our methods on Codex, ChatGPT, and GPT-4. The best results are highlighted in bold.

Backbone Method SC@5 SC@15

ChatGPT
CoT 85.4 87.4
PAL 80.9 82.4
Ours 88.2 (+2.8) 89.2 (+1.8)

GPT-4
CoT 95.6 95.8
PAL 94.7 95.5
Ours 96.5 (+0.9) 96.8 (+1.0)

Table 2: Results comparison (Accuracy %) on GSM8K
with the integration of the Self-Consistency (SC). SC@5
and SC@15 represents 5 and 15 sampled paths respec-
tively. The previous state-of-the-art on GSM8K is
95.5%, achieved by Zheng et al. (2023a).

an accuracy of 95.6% on GSM8K and 93.7% on
SVAMP without self-consistency.

Second, our results show a considerable improve-
ment even when one of the base models performs
much worse than the other. For instance, we ob-
serve a significant 3.2% improvement over PAL’s
71.5% accuracy on GSM8K, even though CoT has
a lower accuracy of 64.4%.

Third, our model’s general applicability is fur-
ther underscored by its 1.9% improvement on the
symbolic date understanding task when utilizing
Codex as the backbone. In fact, even if the ac-
curacy difference between two base models is as
large as 13% on this task, our proposed method
still improves the accuracy from 77.5% to 79.4%.
Additionally, our method also achieves respectable
performance gains with both ChatGPT and GPT-4
on this task. It serves as evidence of our method’s
applicability to a spectrum of reasoning tasks, ex-
tending beyond mathematical reasoning.

Experiments with self-consistency We aim
to investigate the relationship between self-
consistency (Wang et al., 2022b) and model se-

3https://openai.com/pricing Oct. 2023

Method Acc. Cost # Tokens # Generated

CoT@15 87.4 33.69 21.56M 2.72M
PAL@15 82.4 41.64 27.13M 1.90M
Ours@5 88.2 29.29 18.99M 1.61M

CoT@40 88.3 89.84 57.32M 7.08M
PAL@40 83.5 111.04 72.35M 5.07M
Ours@15 89.2 87.87 56.97M 4.83M

CoT@80 88.2 179.68 115.04M 14.48M
PAL@80 83.3 222.08 144.64M 10.16M
Ours@20 89.5 117.16 75.96M 6.44M

Table 3: Computation cost comparison with ChatGPT
on GSM8K (1319 data samples). CoT@15 represents
CoT with self-consistency (SC) with 15 sampled paths.
Cost in USD is calculated based on OpenAI Pricing3.
# Tokens denotes the total number of tokens, including
inputs and generation tokens. # Generated denotes the
number of generated tokens.

lection with multiple samples, and whether they
complement each other. The results of CoT and
PAL with self-consistency are obtained by sam-
pling multiple times with the temperature at 0.5
and 0.8 respectively. For our method with self-
consistency, we execute our algorithm repeatedly,
and aggregate results across all samples through
majority voting, arriving at the final answer. As
demonstrated in Table 2, we achieve substantial
improvements over the self-consistency results of
both CoT and PAL.

Employing ChatGPT, we attain a pronounced
performance improvement with only 5 samples,
reflecting a 2.8% leap in accuracy. With GPT-4,
even though both base models already score around
95%, integrating them with our method leads to a
96.5% accuracy on GSM8K. Furthermore, we es-
tablish the new state-of-the-art results on GSM8K
at 96.8% using 15 samples.

https://openai.com/pricing


Baseline LLM Selector LLM AccCoT AccPAL Ours Improvement

Llama 2 7B Llama 2 7B 15.0 13.7 16.2 +1.2
Llama 2 7B Llama 2 13B 15.0 13.7 16.8 +1.8

Llama 2 13B Llama 2 13B 29.0 33.3 35.3 +2.0

Table 4: Results with Llama 2 7B/13B on a subset of GSM8K. The reference CoT accuracies (Touvron et al., 2023)
with Llama 2 7B and 13B are 14.6% and 28.7% respectively. Baseline LLM refers to the backbone LLM used for
both CoT and PAL solution generation. Selector LLM refers to the backbone LLM used for model selection.

3.3 Computation Cost Comparison

We extend our analysis to compare the computa-
tion costs of model selection with multiple samples
versus using self-consistency alone. As depicted
in Table 3, our method not only showcases notable
performance improvement but also significantly re-
duces computation costs, underscoring its efficacy
and efficiency.

Our method consistently outperforms both CoT
and PAL with SC in terms of accuracy while de-
manding less token computation and cost. For in-
stance, using only 5 paths, our method achieves
comparable performance to CoT@80 while only
costs 29 USD, which is merely 16% of expense
associated with CoT@80. Moreover, when aggre-
gating 15 samples, our method surpasses the per-
formance of CoT@80 at only half the cost.

Furthermore, our method also elevates the per-
formance ceilings. While the result of CoT with
SC plateaus around 88.2% and that of PAL with SC
saturates around 83.3%, our method breaks through
these ceilings, achieving an impressive 89.5% accu-
racy using just 20 samples. This result underscores
the power and potential of integrating different rea-
soning models.

3.4 Experiments with Llama 2 Models

To explore the broad applicability of our method,
we conduct experiments with open-source Llama
2 7B/13B models using a subset of the GSM8K,
comprising 600 data samples. We generate CoT
and PAL solutions with Llama 2 7B/13B models4.
For model selection, we use Llama 2 7B/13B Chat
models5. The experiments are carried out by using
greedy decoding without tuning hyperparameters.

As shown in Table 4, our method consistently
yields performance enhancements when applied
to Llama 2 models. Specifically, compared to the

4https://huggingface.co/meta-llama/Llama-2-7b-hf
https://huggingface.co/meta-llama/Llama-2-13b-hf

5https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/meta-llama/Llama-2-13b-chat-

hf

baseline results on the 13B model, our method
achieves respectable 2% performance gains, im-
proving accuracy from 33.3% to 35.3%. On the
smaller 7B model, we observe the performance im-
provement from 15.0% to 16.2% when utilizing the
7B model as the selector. Moreover, when employ-
ing the 13B model as the selector, the performance
is further improved to 16.8%. These results affirm
the broad applicability of our method.

4 Analysis

In this section, we provide a few analyses to see
when and how our method works.

4.1 Influencing Factors
To better understand the reasons for the perfor-
mance improvement across various datasets and
backbone LLMs, we present the performance im-
provement, and the associated influencing factors
in Table 5.

As demonstrated in our theoretical analysis, the
performance improvement is jointly determined by
the difference between the two combined meth-
ods, |R(x)|, and the effectiveness of the model
selection, ρ. The results from Table 5 showcase
a high expected performance difference between
CoT and PAL, and decent selection accuracy with
all backbone LLMs, which clarifies the significant
performance gains across the datasets.

Firstly, the ∆Upper Bound of CoT and PAL re-
flects how differently the two base models behave
across questions. A larger ∆Upper Bound signifies
a larger room for potential improvement. Specif-
ically, on GSM8K with ChatGPT, ∆Upper Bound

stands at 8.6%, even though the accuracies of CoT
and PAL are closely matched at 80.8% and 79.2%,
respectively. Similarly, with GPT-4, ∆Upper Bound

is 2.5% while the accuracies of the two base models
are close (94.6% vs 94.0%).

Secondly, across the eight datasets with varied
complexities, each of the three LLMs exhibits com-
mendable selection accuracy. Notably, both Codex
and GPT-4 show a relatively high success selection

https://huggingface.co/meta-llama/Llama-2-7b-hf
https://huggingface.co/meta-llama/Llama-2-13b-hf
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
https://huggingface.co/meta-llama/Llama-2-13b-chat-hf


Backbone Metric Arithmetic Symbolic
GSM8K SVAMP ASDIV SingleOP SingleEQ AddSub MultiArith Date

Codex
∆UpperBound 10.0 8.1 6.5 1.6 0.9 2.0 0.3 4.6
Success Rate 74.8 72.5 63.7 87.9 88.0 70.0 92.9 87.8
Improvement +3.2 +2.6 +1.4 +0.9 +0.4 -0.3 0 +1.9

ChatGPT
∆UpperBound 8.6 6.0 3.4 2.4 1.4 2.5 0.6 9.8
Success Rate 60.4 66.4 69.8 58.0 57.1 60.9 75.0 53.6
Improvement +1.8 +1.3 +0.1 0 +0.4 +0.2 0 +1.1

GPT-4
∆UpperBound 2.5 3.6 2.2 2.4 0.6 1.3 0.5 1.1
Success Rate 72.6 68.7 64.2 57.0 69.2 85.7 100 86.7
Improvement +1.0 +1.8 +0.8 +0.1 -0.2 +0.8 +0.5 +0.5

Table 5: We define the following terms: ∆UpperBound = AccUpper Bound −Accm1 , where AccUpper Bound is the
upper bound accuracy where we assume a perfect model selection and m1 is the stronger one of the two base models.
∆UpperBound reflects the expected performance difference between the two base models. Success Rate calculates
the correct selection rates when either CoT is correct or PAL is correct, i.e., we ignore the cases where both methods
are either correct or wrong. Improvement is the performance improvement achieved over the performance of the
stronger base model.

Backbone ChatGPT GPT-4
m1 CoT CoT
m2 PAL CoT′ PAL CCoT

Accm1 80.8 80.8 94.6 94.6
Accm2 79.2 79.2 94.0 95.1
Ours 82.6 80.8 95.6 95.2

Improvement (+1.8) (+0) (+1.0) (+0.1)
∆Upper Bound 8.6 7.5 2.5 1.7
Success Rate 60.4 52.2 72.6 58.8

Table 6: Other model combinations results on GSM8K.
CoT′ denotes the base CoT model with the temperature
of 0.1. CCoT denotes ComplexCoT (Fu et al., 2022).

rate. For example, their success rates on GSM8K
surpass 70%, and on the simpler MultiArith dataset,
the selection accuracies exceed 90%.

Furthermore, as detailed in Theorem 1, perfor-
mance improvements are attainable even without a
high success selection rate. Our empirical results
corroborate it. For instance, on the date understand-
ing task employing ChatGPT, despite a modest
success rate of 53.6%, we still achieve 1.1% per-
formance enhancement with a large ∆Upper Bound

of 9.8%, and small overall performance difference
(69.1% and 68.3%).

4.2 Combination between Similar Methods

We choose CoT and PAL as our two base mod-
els due to the motivation of combining different
strengths of distinct models. We conduct exper-
iments to examine whether the performance im-
proves when we combine two similar base models.
We use two variants of CoT: CoT′ where we set the
temperature at 0.1, ComplexCoT (Fu et al., 2022)
where we use more complex few-shot examples in

the prompt. Both of these methods’ accuracies are
similar or higher than the accuracy of PAL.

From the results in Table 6, we can find that
model selection between CoT and CoT′, or CoT
and ComplexCoT, does not lead to substantial per-
formance gains, even though the accuracy of CoT′

and ComplexCoT is on par with that of PAL. On the
other hand, model selection between CoT and PAL
results in consistent performance improvements.
To understand the reasons behind these outcomes,
we further investigate the ∆Upper Bound and the
success selection rate.

Firstly, ∆Upper Bound of CoT-PAL exceeds
that of other combinations, CoT-CoT′ and
ComplexCoT-CoT, despite their employing two
stronger or equivalent two base models. This obser-
vation suggests a larger absolute value of the accu-
racy difference per question for CoT-PAL. It indi-
cates that CoT and PAL perform more dissimilarly
than other model combinations, which represents a
larger |R(x)|. As Proposition 1 highlights, without
a substantial |R(x)|, it is unlikely to achieve sig-
nificant performance gain since the improvement
component is factored by |R(x)|.

Secondly, the success selection rate of CoT-PAL
surpasses that of other model combinations. It
means that the selector is more likely to select the
correct choice when one solution derives from CoT
and the other from PAL. In theory, this higher suc-
cess rate implies that when |R(x)| is high for a
given question x, the success selection probability
ρx for CoT-PAL is higher than others.

These findings support our initial motivation and
hypothesis. We choose CoT and PAL as our two



CoT LLM PAL LLM Selector LLM AccCoT AccPAL Ours Success Rate ∆UpperBound

ChatGPT ChatGPT ChatGPT 80.8 79.2 82.6 (+1.6) 60.4 8.6
ChatGPT Codex ChatGPT 80.8 71.5 81.2 (+0.4) 70.6 7.0
ChatGPT Codex GPT-4 80.8 71.5 84.4 (+3.6) 84.8 7.0

Table 7: Results with the combination of different backbone LLMs on GSM8K. CoT LLM refers to the backbone
LLM used for CoT solution generation.

Metric Codex ChatGPT GPT-4
CoT-PAL PAL-CoT CoT-PAL PAL-CoT CoT-PAL PAL-CoT

AccCoT 64.4 64.4 80.8 80.8 94.6 94.6
AccPAL 71.5 71.5 79.2 79.2 94.0 94.0

Ours 69.9(-1.6) 74.7(+3.2) 82.6(+1.8) 81.6(+0.8) 95.6(+1.0) 95.1(+0.5)
Success Rate 56.7 75 60.4 54.6 72.6 63
RatioCoT 71.9 17.3 89.9 79.7 60.3 53.4
RatioPAL 28.1 82.7 10.1 20.3 39.7 46.6

Table 8: The effect of option order for different backbones on GSM8K. CoT-PAL represents CoT and PAL being
placed as choice A and B respectively. RatioCoT indicates the ratio of CoT selected out of all the selections. As
stated previously, during analysis, we ignore the cases where both CoT and PAL are either correct or wrong.

base models because they represent distinct rea-
soning approaches using natural language and pro-
gramming language. We expect these models to
exhibit a significant difference in errors and accura-
cies, indicated by a high ∆Upper Bound. Moreover,
we posit that for a particular question, the consid-
erable difference in errors between two solutions
makes it easier for LLMs to select the correct op-
tion, leading to a higher success rate compared
to selecting between two similar base models like
CoT-CoT′. This holds true even when different
prompts or temperature settings are used.

4.3 Combination between Different Backbone
LLMs

Considering that Codex is optimized for code gen-
eration and ChatGPT performs better in natural
language reasoning, we embark on experiments in-
tegrating various backbone LLMs, to harness the
strengths of distinct LLMs and reasoning models.

As shown in Table 7, we achieve a 0.4% perfor-
mance improvement with ChatGPT as the selector,
despite a notable 9.3% accuracy disparity between
PAL from Codex and CoT from ChatGPT. More
impressively, when utilizing GPT-4 as the model
selector, we get a significant 3.6% performance
boost, with an 84.8% success selection rate. These
results hint the potential benefits when integrating
multiple models tailored for specialized domains
or tasks.

4.4 The Effect of Option Order

To understand the influence of option order in a
multiple-choice question format, we perform ex-
periments by modifying the option order. The re-
sults in Table 8 show a performance impact from
simply changing the choice order. We attribute this
to the inherent bias within the LLMs. A similar
phenomenon is reported by Zheng et al. (2023b).

Each of the three backbones seems to exhibit a
preference for the first option. Particularly notice-
able on Codex, in which when CoT is positioned
first, it is selected in 71.9% of all selections. How-
ever, RatioCoT significantly drops to 17.3% when
putting CoT second. ChatGPT shows a preference
for natural language reasoning as it always selects
CoT solutions more frequently regardless of its po-
sition in the options. Moreover, when CoT is the
second choice, RatioCoT decreases from 89.9% to
79.7%, which we speculate demonstrates its prefer-
ence for the first option. GPT-4 has similar biases
akin to ChatGPT, though it appears fairer. The op-
tion order also affects the success selection rate and
further influences the overall performance.

While Zhao et al. (2021) attempts to address the
inherent bias through probability calibration, the
task of mitigating the bias in the absence of un-
derlying token probabilities remains a challenge.
Therefore, despite the wide use of LLMs in data an-
notation and task evaluation(Xu et al., 2023; Wang
et al., 2023; Chiang et al., 2023), addressing and
eliminating inherent biases is a critical area that
deserves further exploration.



5 Related Work

Ensemble learning. In machine learning, the strat-
egy of combining various models to address a sin-
gle problem is exemplified in techniques such as
bagging (Breiman, 1996), boosting (Freund and
Schapire, 1997; Chen and Guestrin, 2016; Ke et al.,
2017), and random forest (Ho, 1995; Breiman,
2001). The underlying idea in these methods is
that a group of weak learners can collectively man-
ifest as a strong learner. This concept has also
found its place in deep learning through the use of
ensembles. For reasoning, self-consistency sam-
ples diverse reasoning paths and chooses the most
consistent answer through majority voting (Wang
et al., 2022b). Wang et al. (2022a) takes it a step
further by introducing rationale-augmented ensem-
bles, emphasizing rationale sampling in the out-
put space. However, typically, ensembling places
equal weights on models through majority voting,
which may restrict the full potential of the diverse
strengths that each model offers.

Reasoning. The research community has made
tremendous progress in the field of reasoning.
Apart from CoT (Wei et al., 2022b) and PAL (Gao
et al., 2022; Chen et al., 2022), Zhou et al. (2022)
simplifies complex problems by breaking them
down into a series of sub-problems. Kojima et al.
(2022) shows that by simply adding "Let’s think
step by step" before each answer, LLMs can be
competent zero-shot reasoners. Creswell et al.
(2022) alternates between selection and inference
stages, generating causal reasoning steps to the
final answer. Kazemi et al. (2022) proposes a
backward chaining algorithm that breaks reason-
ing down into four sub-models. Paul et al. (2023);
Xie et al. (2023); Yao et al. (2023) refine interme-
diate reasoning steps by leveraging another critic
model or the self-evaluation ability. Recently, Zhou
et al. (2023) utilizes GPT-4 Code Interpreter and
code-based-self-verification, achieving a 97.0% ac-
curacy on GSM8K, but their work is concurrent
with ours. More importantly, the contributions of
these methods are distinct from our approach, and
the progress made by them could potentially be
seamlessly integrated using our method.

Self-Evaluation. LLM calibration studies reveal
that the probabilistic predictions made by current
LLMs closely align with the actual frequencies of
token occurrences, hence producing well-calibrated
predictions for certain tasks (Guo et al., 2017; Ka-
davath et al., 2022; Jiang et al., 2020). As LLMs ex-

hibit reliable calibration, there is a growing number
of research emphasizing the use of self-evaluation
for verification. Shinn et al. (2023) proposes an
approach to provide an agent with dynamic mem-
ory and self-reflection capabilities. Madaan et al.
(2023) proposes a method to generate outputs from
LLMs and refine its previously generated output
given its own feedback. Different from these works
where the underlying method is the same, in this
work, we are interested in combining systems with
different strengths and weaknesses through self-
evaluation model selection.

6 Conclusion

We introduce a method that effectively combines
two distinct models, CoT and PAL, by using LLMs
for the model selection. Our theoretical analysis
supports the feasibility of such model combination,
which is validated by empirical results. Our method
achieves performance improvements across eight
datasets with various backbone LLMs. We reduce
the computation cost while attaining notable per-
formance improvement with self-consistency. We
set new SOTA results on GSM8K and SVAMP.
This research represents a significant step towards
tapping into the potential of diversity and collabo-
ration among models in LLMs.

In our future work, we aim to expand this frame-
work to more reasoning tasks and possibly other
domains. An intriguing concept involves explor-
ing the use of diverse system instructions to elicit
varying model behaviors for model combinations.
Furthermore, a genuine combination of specialized
models, each with its strengths and expertise, offers
a promising avenue for exploration.

7 Limitation

This work focuses on reasoning tasks, but we be-
lieve that extending the exploration of model se-
lection into other domains could yield valuable
insights. Further, due to the inherent bias of LLMs,
our method is affected by the order of options. We
encourage the community to explore solutions for
bias mitigation. We also anticipate subsequent stud-
ies to identify more robust and potent model selec-
tors. Finally, our combination strategy currently
comprises only the CoT and PAL base models. Fu-
ture research could investigate the incorporation
of more base models with distinct strengths, with
the aim of creating a more powerful synthesis that
leverages their unique advantages.
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A A detailed version of Theorem 1

In this appendix, we provide a detailed version of Theorem 1. Whereas Theorem 1 only states the
existence of problem instances, Theorem 2 constructs such instances concretely: i.e., Theorem 2 implies
Theorem 1. Define µx[X ] to be the distribution for the expected errors: i.e., an expected error can be
written by Ex∼µx[X ],y,f [1[y ̸= f(x)]] for some function f . Define S[X ] = {x ∈ X : R(x) < 0}. Let us
denote U [X ] as the uniform distribution over X . Given any X , we write n = |X |, T = |S[X ]|, α = T/n.
Assume that 1 ≤ T < n.

Theorem 2. Let µx[X ] = U [X ] and X be given such that |X | < ∞. Let ϵ, δ ∈ (0, 1) and λ ∈ (0, 1]
such that β = ϵT

n−T ∈ (0, 1) and λ ≥ 1 − β
ϵT (n − T − δ). Let R and ρx be set such that R(x) = −ϵ

for x ∈ S[X ], R(x) = β for x ∈ X \ S[X ], (1/T )
∑

x∈S[X ] ρx = λ, and (1/(n− T ))
∑

x∈X\S[X ] ρx =

ϵ(T/(n− T ))(1− λ)β−1 + δ/(n− T ). Then, we have that err < err1, err1 ≤ err2, and

ρ = 1− α+ λ[2α− 1] +
δ

n
.

In particular, when α ≥ 0.5, we have ρ → 0 as α → 1 and (δ/(n−T )) → 0 (with λ = 1− β
Tϵ(n−T−δ));

when α < 0.5, we have ρ → 0 as α → 0 and (δ/n) → 0 (with λ = 1).

The proof of Theorem 2 is presented in Appendix B. Theorem 2 shows that the overall success
probability of the selection process can be much worse than a random guess to achieve the improvement
over the base methods m1 and m2; i.e., err < err1 and err1 ≤ err2 can happen with ρ < 0.5. Indeed, it
is possible to have ρ → 0 with the improvement (err < err1 and err1 ≤ err2) when the size of X is large:
when α ≥ 0.5, we can choose λ = 1− β

Tϵ(n− T − δ) with which err < err1, err1 ≤ err2, and ρ → 0 as
α → 1 and (δ/(n− T )) → 0. When α < 0.5, we can choose λ = 1 with which err < err1, err1 ≤ err2,
and ρ → 0 as α → 0 and (δ/n) → 0. This supports our proposition that, despite not training a new model
for the selection process and with the in-context learning limited to a few-shot prompt, it is possible to
achieve improvement, even if we do not achieve ρx > 0.5 in some instances.

Theorem 2 also suggests that if the overall performance of two base methods is similar, captured
by ϵ, the overall selection process can be weak to achieve some improvement, as long as the success
selection probability is relatively high when the two methods have very different expected errors (or
accuracies) for a given question. In essence, Theorem 2 suggests a trade-off: we want |R(x)| to be larger
when deciding which two base methods m1 and m2 to choose, implying that we prefer base methods to
perform dissimilarly on X . On the other hand, if two base methods exhibit a substantial expected accuracy
difference, then the selection process needs to be stronger to improve the performance (i.e., ρ needs to be
larger). However, if the expected accuracy difference between the two base methods is relatively small,
increasing the power of the selection process is not that necessary to boost performance.

B Proofs

B.1 Proof of Proposition 1
Proof. Define acc = 1 − err and acci = 1 − erri for i ∈ {1, 2}. Since expected error =
E[1[incorrect prediction]] = P (incorrect prediction) = 1− P (correct prediction), we have that

acci = p(correct|mi) = Ex[p(correct|x,mi)]

where correct represents the event of the correct prediction. Similarly,

acc = Ex

[
2∑

i=1

p(mi|x)p(correct|x,mi)

]

where p(mi|x) represents the probability of selecting method mi given x via the proposed method. Thus,

acc− acc1 = Ex [p(m1|x)p(correct|x,m1) + p(m2|x)p(correct|x,m2)− p(correct|x,m1)]



= Ex [(p(m1|x)− 1)p(correct|x,m1) + p(m2|x)p(correct|x,m2)]

= Ex [(p(m2|x)p(correct|x,m2)− (1− p(m1|x))p(correct|x,m1)]

Since 1− p(m1|x) = p(m2|x),

acc− acc1 = Ex [(p(m2|x)p(correct|x,m2)− p(m2|x)p(correct|x,m1)]

= Ex [(p(m2|x)R(x)] .

Here, we notice that

p(m2|x) =

{
ρx if R(x) ≥ 0

1− ρx if R(x) < 0

= 1{R(x) ≥ 0}ρx + 1{R(x) < 0}(1− ρx).

By plugging this into the above equation,

acc− acc1 = Ex [(1{R(x) ≥ 0}ρx + 1{R(x) < 0}(1− ρx))R(x)]

= Ex[R(x)1{R(x) ≥ 0}ρx] + Ex[R(x)1{R(x) < 0}(1− ρx)]

Since R(x)1{R(x) ≥ 0} = |R(x)|1{R(x) ≥ 0} and R(x)1{R(x) < 0} = −|R(x)|1{R(x) < 0}, we
have that

acc− acc1 = Ex[|R(x)|1{R(x) ≥ 0}ρx]− Ex[|R(x)|1{R(x) < 0}(1− ρx)]

= Ex[|R(x)|((1{R(x) ≥ 0}+ 1{R(x) < 0})ρx − 1{R(x) < 0})]

Since (1{R(x) ≥ 0}+ 1{R(x) < 0}) = 1 for any x,

acc− acc1 = Ex[|R(x)|(ρx − 1{R(x) < 0})].

B.2 Proof of Theorem 2
Proof. We first confirm that R(x) and ρx define valid probabilities under the condition of this statement.
For R(x), since ϵ ∈ (0, 1) and β ∈ (0, 1), it defines valid probabilities for methods m1 and m2. For ρx,
since λ ∈ [0, 1], it also defines valid probabilities for the case of x ∈ S[X ]. For the case of x ∈ X \ S[X ],
since ϵ(T/(n− T ))(1− λ)β−1 + δ/n ≥ 0, we need to show that ϵ(T/(n− T ))(1− λ)β−1 + δ/n ≤ 1.
That is,

ϵ(T/(n− T ))(1− λ)β−1 + δ/(n− T ) ≤ 1

⇐⇒ϵT (1− λ)β−1 ≤ n− T − δ

⇐⇒1− β(n− T − δ)

ϵT
≤ λ,

which is satisfied by the condition on λ that λ ≥ 1− β
ϵT (n− T − δ). Thus, the condition on ρx defines

the valid probabilities for both cases of x ∈ S[X ] and x ∈ X \ S[X ].
We now show that err < err1. Invoking Proposition 1,

err = err1 − Ex [|R(x)| (ρx − 1{R(x) < 0})] .

Thus, we have err < err1 if Ex [|R(x)| (ρx − 1{R(x) < 0})] > 0. This condition can be rewritten as

Ex [|R(x)| (ρx − 1{R(x) < 0})] > 0

⇐⇒ 1

n

∑
x∈X

[|R(x)| (ρx − 1{R(x) < 0})] > 0



⇐⇒
∑

x∈X\S[X ]

|R(x)|ρx +
∑

x∈S[X ]

|R(x)|ρx >
∑

x∈S[X ]

|R(x)|

⇐⇒
∑

x∈X\S[X ]

|R(x)|ρx + ϵTλ > ϵT

⇐⇒β
∑

x∈X\S[X ]

ρx > ϵT − ϵTλ = ϵT (1− λ)

⇐⇒
∑

x∈X\S[X ]

ρx >
ϵT (1− λ)

β

This is satisfied by the condition on ρ that (1/(n − T ))
∑

x∈X\S[X ] ρx = ϵ(T/(n − T ))(1 − λ)β−1 +
δ/(n− T ) for some δ > 0: i.e., ∑

x∈X\S[X ]

ρx =
ϵT (1− λ)

β
+ δ.

Therefore, we have that err < err1.
We now show that err1 ≤ err2. Similarly to the proof of Proposition 1, we define acci = 1− erri for

i ∈ {1, 2}. Then, the inequality err1 ≤ err2 holds if acc1 ≥ acc2. By using correct to represent the event
of the correct prediction, this condition can be rewritten as

acc1 ≥ acc2

⇐⇒
∑
x∈X

p(correct|x,m1)] ≥
∑
x∈X

p(correct|x,m2)]

⇐⇒0 ≥
∑
x∈X

R(x) = (n− T )β − ϵT

⇐⇒ ϵT

n− T
≥ β

This is satisfied by β = ϵT
n−T . Thus, we have that err1 ≤ err2.

Using these, we now compute the ρ as

ρ = Ex∼µx[X ][ρx]

=
1

n

∑
x∈X\S[X ]

ρx +
1

n

∑
x∈S[X ]

ρx

=
1

n

(
ϵT (1− λ)

β
+ δ

)
+ αλ

=
ϵT (1− λ)

βn
+ αλ+

δ

n

=
ϵT (1− λ)(n− T )

ϵTn
+ αλ+

δ

n

= (1− λ)− α(1− λ) + αλ+
δ

n

= 1− α+ λ[2α− 1] +
δ

n
.

Finally, we prove the asymptotic behavior using this equation. When α < 0.5, by setting λ = 1, we have
that

ρ = 1− α+ λ[2α− 1] +
δ

n
= 1− α+ 2α− 1 +

δ

n
= α+

δ

n
→ 0

as α → 0 and (δ/n) → 0. When α ≥ 0.5, by setting λ = 1− β
Tϵ(n− T − δ), we have that

ρ = 1− α+

(
1− β

Tϵ
(n− T − δ)

)
[2α− 1] +

δ

n



= 1− α+ 2α− 1− [2α− 1]
β

Tϵ
(n− T − δ) +

δ

n

= α− [2α− 1]
β

Tϵ
(n− T − δ) +

δ

n

By defining Q = β
Tϵ(n− T − δ), we have

ρ = α− [2α− 1]Q+
δ

n
.

Here,

Q =
β

Tϵ
(n− T − δ) =

ϵT

n− T

1

Tϵ
(n− T − δ) =

1

n− T
(n− T − δ) = 1− δ

n− T

Thus,

ρ = α− [2α− 1]

(
1− δ

n− T

)
+

δ

n

= α− 2α+ 1 + δ
2α− 1

n− T
+

δ

n

= 1− α+ δ

(
2α− 1

n− T
+

1

n

)
→ 0

as α = T/n → 1 and (δ/(n − T )) → 0: e.g., by setting δ = ζ(n − T ) and take ζ → 0, with which
(δ/(n− T )) = ζ → 0.



C The Effect and Qualitative Analysis of Explanation

Backbone AccCoT AccPAL Explanation? Ours Acc. Success
Rate

Codex 64.4 71.5 w/o exp 74.7 (+3.2) 74.9
64.4 71.5 w/ exp 74.6 (+3.1) 74.2

ChatGPT 80.8 79.2 w/o exp 81.8 (+1.0) 55.9
80.8 79.2 w/ exp 82.6 (+1.8) 60.4

GPT-4 94.6 94.0 w/o exp 95.5 (+0.9) 69.9
94.6 94.0 w/ exp 95.6 (+1.0) 72.6

Table 9: Accuracy and success selection rate with and without explanation on GSM8K.

To perform model selection, we provide explanations in the few-shot examples and ask the LLMs
to generate explanations after making a choice, as we expect to improve the model’s selection ability
by pointing out why the other choice is incorrect. To investigate the potential role of explanations in
enhancing the model’s selection capability, we conduct experiments on GSM8K by excluding explanations
from the answer.

The results in Table 9 reveal that for backbone LLMs with more powerful in-context learning abilities,
such as Codex and GPT-4, the inclusion of explanations within the answer seems to have negligible
influence on the model’s performance. In other words, Codex and GPT-4 have a relatively high success
selection rate even when explanations are not given. However, for ChatGPT, which possesses relatively
low few-shot in-context learning capability, the integration of explanations yields a larger improvement
in the success selection rate. This observation suggests that for backbone LLMs with weaker in-context
learning abilities, explanations can serve as a valuable tool to improve the success selection rate.

Qualitative studies on the explanations We are also interested in gaining an intuitive understanding of
the algorithm, so we conduct some qualitative analysis on the selection explanations. As displayed in
Table 10, in the first example, both ChatGPT and GPT-4 can accurately identify that the PAL solution is
correct. However, ChatGPT provides an incorrect explanation, while GPT-4 offers a valid one. In the
second example, which is relatively simpler, both ChatGPT and GPT-4 successfully perform accurate
model selection and provide valid explanations. In the first example, we can see that GPT-4 actually
possesses exceptional reasoning capabilities and provides reliable explanations.



Question: Courtney attended a concert and reported that the audience was 48 in number. However, Kelly went to the
same concert and said that Courtney had made the mistake of overstating the number of people in attendance by 20%.
If Kelly was right, how many people really attended the concert?

(A)
Answer:
Courtney reported 48 people in attendance.
If this number is overstated by 20%, then we need to find
the actual number of people.
First, we need to find 20% of 48.
20% of 48 is (20/100) * 48 = 9.6.
Now, we subtract this number from Courtney’s reported
number to find the actual number of people.
48 - 9.6 = 38.4.
Since we cannot have a fraction of a person, we round the
number to the nearest whole number.
So, the actual number of people in attendance was approxi-
mately 38.
So the answer is 38.

(B)

def solution ():
courtney_report = 48
overstatement_percentage = 0.20
actual_attendance =

courtney_report /(1 +
overstatement_percentage)

result = int(actual_attendance)
return result

ChatGPT: (B) can correctly answer the math problem. Because (A) rounds up the result to the nearest whole number,
which is not necessary.

GPT-4: (B) can correctly answer the math problem. Because (A) incorrectly calculated the actual number of people
by subtracting the overstatement percentage from the reported number instead of dividing it.

Question: How much does it cost you for lunch today at Subway if you pay $40 for a foot-long fish sub and thrice as
much for a six-inch cold-cut combo sub?

(A)

Answer:
If the foot-long fish sub costs $40, then the six-inch
cold-cut combo sub costs 3 * $40 = $120.
So the total cost for both subs is $40 + $120 = $160.
Therefore, it costs $160 for lunch today at Subway.

(B)

def solution ():
cost_footlong_fish = 40
cost_sixinch_coldcut =

cost_footlong_fish / 3
total_cost = cost_footlong_fish +

cost_sixinch_coldcut
result = total_cost
return result

ChatGPT: (A) can correctly answer the math problem. Because (B) calculates the cost of the six-inch cold-cut combo
sub as one-third of the cost of the foot-long fish sub instead of three times the cost of the foot-long fish sub.

GPT-4: (A) can correctly answer the math problem. Because (B) incorrectly calculates the cost of the six-inch cold-cut
combo sub as one-third of the foot-long fish sub instead of thrice as much.

Table 10: In the first example, ChatGPT performs model selection correctly, but gives a wrong explanation, while
GPT-4 gives a correct explanation. The second example shows where both ChatGPT and GPT-4 select correctly and
give the correct explanation.



D Examples of Prompts

We show examples of model selection prompts used on different tasks with different backbones. For
arithmetic reasoning tasks, we employ an 8-shot example for both Codex and Llama 2, and a 5-shot
example for ChatGPT and GPT-4. For the date understanding task, we use 6-shot examples for Codex,
ChatGPT, and GPT-4. Few-shot examples in the prompts are based on those in previous works (Wei et al.,
2022b; Gao et al., 2022; Fu et al., 2022). We only show a few examples for each case. Full prompts can
be found in our code.

Math Problem: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?

Question: Which of the following two choices can correctly answer the math problem?

(A)

def solution ():
money_initial = 23
bagels = 5
bagel_cost = 3
money_spent = bagels * bagel_cost
money_left = money_initial -

money_spent
result = money_left
return result

(B)

Answer:
Olivia had 23 dollars.
5 bagels for 3 dollars each will be 5 * 3 = 15 dollars.
So she has 23 - 5 = 18 dollars left.
The answer is 18.

Answer: (A)

Table 11: An example of 8-shot model selection prompts used on 7 arithmetic datasets with Codex.

Date Understanding Problem: 2015 is coming in 36 hours. What is the date one week from today in MM/DD/YYYY?

Question: Which of the following two choices can correctly answer the date understanding problem?

(A)

def solution ():
# If 2015 is coming in 36 hours ,

then today is 36 hours before.
today = datetime (2015, 1, 1) -

relativedelta(hours =36)
# One week from today ,
one_week_from_today = today +

relativedelta(weeks =1)
# The answer formatted with %m/%d

/%Y is
result = one_week_from_today.

strftime('%m/%d/%Y')
return result

(B)

A:
If 2015 is coming in 36 hours, then it is coming in 2 days.
2 days before 01/01/2015 is 12/30/2014, so today is
12/30/2014.
So one week from today will be 01/06/2015.
So the answer is 01/06/2015.

Answer: (A)

Table 12: An example of 6-shot model selection prompts used on Date Understanding task with Codex.



System: You are a helpful assistant that can identify the correct answer to the math problem.

There are two choices to the same math problem. One uses natural language to answer the question, while the other
uses Python program to answer it. Either of them can correctly answer the math problem. You need to identify which
choice can correctly answer the math problem. Here is one example how to do it,

Math problem: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?

(A)

Answer:
Olivia had 23 dollars.
5 bagels for 3 dollars each will be 5 * 3 = 15 dollars.
So she has 23 - 15 = 8 dollars left.
So the answer is 8.

(B)

def solution ():
money_initial = 23
bagels = 5
bagel_cost = 3
money_spent = bagels + bagel_cost
money_left = money_initial -

money_spent
result = money_left
return result

Which of the above two choices can correctly answer the math problem?

(A) can correctly answer the math problem. Because (B) adds the number of bagels to the cost of each bagel instead of
multiplying them.

Now it’s your turn. Here is another math problem and two choices.

Math Problem: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How
many golf balls did he have at the end of wednesday?

(A)

Answer:
Michael started with 58 golf balls.
Then after losing 23 on tuesday, he had 58 -23 = 35.
After losing 2 more, he had 35 + 2 = 37 golf balls.
So the answer is 37.

(B)

def solution ():
golf_balls_initial = 58
golf_balls_lost_tuesday = 23
golf_balls_lost_wednesday = 2
golf_balls_left =

golf_balls_initial - \
golf_balls_lost_tuesday -

\golf_balls_lost_wednesday
result = golf_balls_left
return result

Which of the above two choices can correctly answer the math problem?

(B) can correctly answer the math problem. Because (A) adds 2 more balls after losing 2 more on Wednesday instead
of subtracting them.

Table 13: Two examples of 5-shot model selection prompts used on 7 arithmetic datasets with ChatGPT.



System: You are a helpful assistant that can identify the correct answer to the math problem.

There are two choices to the same math problem. One uses natural language to answer the question, while the other
uses Python code to answer it. Either of them can correctly answer the math problem. You need to identify which
choice can correctly answer the math problem. Here is one example how to do it,

Math problem: There were nine computers in the server room. Five more computers were installed each day, from
monday to thursday. How many computers are now in the server room?

(A)

Answer:
There were originally 9 computers.
For each of 4 days from monday to thursday, 5 more
computers were added.
So 5 * 4 = 20 computers were added.
So there are 9 + 20 = 29 computers now.
So the answer is 29.

(B)

def solution ():
computers_initial = 9
computers_added = 5
computers_total =

computers_initial +
computers_added

result = computers_total
return result

Which of the above two choices can correctly answer the math problem?

(A) can correctly answer the math problem. Because (B) missed the fact that computers were added each day from
monday to thursday.

Now it’s your turn. Here is another math problem and two choices.

Math Problem: A piece of square paper has a perimeter of 32 centimeters. Nicky’s dog, Rocky, tore off 1/4 of the
paper. What is the area of the remaining paper?

(A)

Answer:
A square has 4 equal sides.
The perimeter of the square paper is 32 centimeters.
So each side of the square is 32 / 4 = 8 centimeters.
The area of the whole square paper is side * side = 8 * 8 =
64 square centimeters.
Rocky tore off 1/4 of the paper.
So The area of the remaining paper is 1/4 * 64 = 16 square
centimeters.
So the answer is 16.

(B)

def solution ():
perimeter = 32
fraction_torn = 1 / 4
area_total = (perimeter / 4) ** 2
area_remaining = (1 -

fraction_torn) * area_total
result = area_remaining
return result

Which of the above two choices can correctly answer the math problem?

(B) can correctly answer the math problem. Because (A) incorrectly calculated the area of the torn-off portion instead
of the remaining portion.

Table 14: Two examples of 5-shot model selection prompts used on 7 arithmetic datasets with GPT-4.



System: You are a helpful assistant that can identify the correct answer to the date understanding problem.

There are two choices to the same date understanding problem. One uses natural language to answer the question,
while the other uses Python program to answer it. Either of them can correctly answer the date understanding problem.
You need to identify which choice can correctly answer the problem. Here is one example how to do it,

Date Understanding Problem: 2015 is coming in 36 hours. What is the date one week from today in MM/DD/YYYY?

(A)

Answer:
If 2015 is coming in 36 hours, then it is coming in 2 days.
And 2 days before 01/01/2015 is 12/30/2014, so today is
12/30/2014.
So one week from today will be 01/05/2015.
So the answer is 01/05/2015.

(B)

def solution ():
# If 2015 is coming in 36 hours ,

then today is 36 hours before.
today = datetime (2015, 1, 1) +

relativedelta(hours =36)
# One week from today ,
one_week_from_today = today +

relativedelta(weeks =1)
# The answer formatted with %m/%d

/%Y is
result = one_week_from_today.

strftime('%m/%d/%Y')
return result

Which of the above two choices can correctly answer the date understanding problem?

(A) can correctly answer the date understanding problem. Because (B) incorrectly calculates the date 36 hours later
instead of 36 hours before.

Now it’s your turn. Here is another date understanding problem and two choices.

Date Understanding Problem: The first day of 2019 is a Tuesday, and today is the first Monday of 2019. What is the
date today in MM/DD/YYYY?

(A)

Answer:
If the first day of 2019 was Tuesday, then 01/01/2019 was
a Tuesday.
And today is the first monday, would be 5 days later.
So today is 01/06/2019.
So the answer is 01/06/2019.

(B)

def solution ():
# If the first day of 2019 is a

Tuesday , and today is the first
Monday of 2019, then today is

6 days later.
today = datetime (2019, 1, 1) +

relativedelta(days =6)
# The answer formatted with %m/%d

/%Y is
result=today.strftime('%m/%d/%Y')
return result

Which of the above two choices can correctly answer the date understanding problem?

(B) can correctly answer the problem. Because (A) missed the fact that there are 6 days between the first day of 2019
and the first Monday of 2019.

Table 15: Two examples of 6-shot model selection prompts used on Date Understanding with ChatGPT and GPT-4.



System: You are a helpful and brilliant assistant. You are a math expert who can identify the correct answer to the
math problem.

There are two choices to the same math problem. One uses natural language to answer the question, while the other
uses Python program to answer it. *ONLY ONE* of them can correctly answer the math problem. You need to check
these two solutions carefully and identify which choice can correctly answer the math problem.
Here is the math problem and two solutions to it.

Math problem: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?

(A)

def solution ():
money_initial = 23
bagels = 5
bagel_cost = 3
money_spent = bagels * bagel_cost
money_left = money_initial -

money_spent
result = money_left
return result

The result is 8.

(B)

Answer:
Olivia had 23 dollars.
5 bagels for 3 dollars each will be 5 + 3 = 8 dollars.
So she has 23 - 8 = 15 dollars left.
The answer is 15.

Which of the above two choices can correctly answer the math problem? (A) or (B)?

(A) can correctly answer the math problem. Because (B) adds the number of bagels to the cost of each bagel instead of
multiplying them.

Table 16: One example of 8-shot model selection prompts on GSM8K with Llama 2 7B as the model selector.

System: You are a helpful and brilliant assistant. You are a math expert who can identify the correct answer to the
math problem.

There are two choices to the same math problem. One uses natural language to answer the question, while the other
uses Python program to answer it. *ONLY ONE* of them can correctly answer the math problem. You need to check
these two solutions carefully and identify which choice can correctly answer the math problem.
Here is the math problem and two solutions to it.

Math problem: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?

(A)

Answer:
Olivia had 23 dollars.
5 bagels for 3 dollars each will be 5 * 3 = 15 dollars.
She has 23 - 15 = 8 dollars left..
The answer is 8.

(B)

def solution ():
money_initial = 23
bagels = 5
bagel_cost = 3
money_spent = bagels + bagel_cost
money_left = money_initial -

money_spent
result = money_left
return result

The result is 15.

Which of the above two choices can correctly answer the math problem? (A) or (B)?

(A) can correctly answer the math problem. Because (B) adds the number of bagels to the cost of each bagel instead of
multiplying them.

Table 17: One example of 8-shot model selection prompts on GSM8K with Llama 2 13B as the model selector.



E Examples of Failure Cases Comparison

In Section 2.1, we divide the error reasons of CoT and PAL on GSM8K into 5 categories. Detailed
examples of 4 primary categories are presented in the following tables.

Question: It costs $194 per meter to repave a street. Monica’s street is 150 meters long. How much more does it cost
to repave Lewis’ street, which is 490 meters long?

Answer:
The cost to repave Monica’s street is 194 * 150 = $29100.
The cost per meter is the same for Lewis’ street, so the cost
to repave it is 194 * 490 = $94860.
The difference in cost is $94860 - $29100 = $65760.
So it costs $65760 more to repave Lewis’ street. %

def solution ():
monica_street_length = 150
lewis_street_length = 490
cost_per_meter = 194
monica_street_cost =

monica_street_length *
cost_per_meter

lewis_street_cost =
lewis_street_length *
cost_per_meter

cost_difference =
lewis_street_cost -
monica_street_cost

result = cost_difference
return result

>65960.0 !

Table 18: A CoT failure case due to Computation Precision. PAL can easily solve this question with the help of an
external Python interpreter. >65960.0 is obtained with the Python interpreter.

Question:Kim has started his own housekeeping business and is calculating how much profit he will make from his
clients. He already has 3 clients, but is talking to another 5 potential clients and feels confident enough to include
them in his calculations. Each client’s home will need 2 bottles of bleach and a pack of cloths to clean. Bottles of
bleach will cost $2 each and packs of cloths will cost $5 each. These are his only expenses. He calculates that his total
income each week will be $92. Profit is the difference between total income and total expenses, so how much profit, in
dollars, will Lucas make each week?

Answer:
Kim has 3 clients and is talking to 5 more potential clients,
so he will have 3 + 5 = 8 clients in total.
Each client needs 2 bottles of bleach, so Kim will need 2 *
8 = 16 bottles of bleach each week.
Each client also needs a pack of cloths, so Kim will need 8
* 5 = 40 packs of cloths each week.
The cost of the bleach will be 16 * 2 = $32.
The cost of the cloths will be 40 * 5 = $200.
So Kim’s total expenses will be 32 + 200 = $232.
Kim’s total income each week will be $92.
So his profit will be 92 - 232 = -$140.
Therefore, Kim will lose $140 each week. %

def solution ():
num_clients = 8
bleach_cost = 2
cloths_cost = 5
total_expenses = num_clients * (2

* bleach_cost + cloths_cost)
total_income = 92
profit = total_income -

total_expenses
result = profit
return result

>20.0 !

Table 19: A CoT failure case due to Logical Decomposition. PAL breaks down the problem into step-by-step
Python code, and utilizes variables to map logical relationships.



Question:Seth is twice as old as Brooke. In 2 years, the sum of their ages will be 28. How old is Seth?

Answer:
Let’s assume Brooke’s age to be x.
Then Seth’s age would be 2x (as he is twice as old as
Brooke).
In 2 years, Brooke’s age would be x+2 and Seth’s age would
be 2x+2.
The sum of their ages in 2 years would be (x+2) + (2x+2) =
3x+4.
We know that the sum of their ages in 2 years will be 28.
So, 3x+4 = 28.
Solving for x, we get x = 8.
Therefore, Brooke’s age is 8 and Seth’s age is 2x = 16.
So the answer is 16. !

def solution ():
sum_of_ages_in_two_years = 28
age_difference = 2 * 2 # Seth is

twice as old as Brooke
age_of_seth_in_two_years = (

sum_of_ages_in_two_years +
age_difference) / 2

age_of_seth =
age_of_seth_in_two_years - 2

result = age_of_seth
return result

>14.0 %

Table 20: A PAL failure case due to Problem-Solving Flexibility. CoT employs both forward and backward
reasoning paradigms and solves this problem correctly.

Question: Gloria is shoe shopping when she comes across a pair of boots that fit her shoe budget. However, she has to
choose between the boots and two pairs of high heels that together cost five dollars less than the boots. If one pair of
heels costs $33 and the other costs twice as much, how many dollars are the boots?

Answer:
Let’s start by finding the total cost of the two pairs of high
heels.
One pair of heels costs $33, and the other pair costs twice
as much, which is $33 x 2 = $66.
So the total cost of the two pairs of high heels is $33 + $66
= $99.
We also know that the cost of the boots is $5 more than the
cost of the two pairs of high heels.
Therefore, the cost of the boots is $99 + $5 = $104.
So the answer is $104. !

def solution ():
heels1 = 33
heels2 = 2 * heels1
heels_total = heels1 + heels2
boots = heels_total - 5
result = boots
return result

>94.0 %

Table 21: A PAL failure case due to Semantic Understanding. PAL fails to understand the crucial information ‘five
dollars less than boosts’, whereas CoT exhibits a more advanced semantic understanding capability.


