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Abstract

Multipanel images, commonly seen as web001
screenshots, posters, etc., pervade our daily002
lives. These images, characterized by their003
composition of multiple subfigures in distinct004
layouts, effectively convey information to peo-005
ple. Toward building advanced multimodal AI006
applications, such as agents that understand007
complex scenes and navigate through web-008
pages, the skill of multipanel visual reasoning009
is essential, and a comprehensive evaluation010
of models in this regard is important. There-011
fore, we introduce Multipanel Visual Question012
Answering (MultipanelVQA), a novel bench-013
mark comprising 6,600 triplets of questions, an-014
swers, and multipanel images that specifically015
challenge models in comprehending multipanel016
images. Our evaluation shows that questions017
in the MultipanelVQA benchmark pose signif-018
icant challenges to the state-of-the-art Large019
Vision Language Models (LVLMs) tested, even020
though humans can attain approximately 99%021
accuracy on these questions. Distinctively, the022
MultipanelVQA benchmark features syntheti-023
cally generated multipanel images specifically024
crafted to isolate and assess the impact of var-025
ious factors, such as the layout, on LVLMs’026
multipanel image comprehension abilities. As027
a result, in addition to benchmarking the capa-028
bilities of LVLMs in understanding multipanel029
images, we analyze the potential causes for030
LVLMs’ performance and offer insights for en-031
hancement with the synthetic data. Code and032
data will be released.033

1 Introduction034

Large Vision-Language Models (LVLMs) have be-035

come a significant leap in the integration of visual036

and textual data processing, enabling more nuanced037

understanding and generation of content that blends038

both visual and linguistic elements. Being trained039

on extensive data, advanced LVLMs (OpenAI,040

2023b; Liu et al., 2023c; Ye et al., 2023b; Chen041
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Figure 1: Examples of Single-panel vs. multipanel im-
age VQA. GPT-4V distinguishes muffin and chihuahua
in the single-panel image input but struggles with the
same content in the multipanel image.

et al., 2023; Liu et al., 2023c) have shown remark- 042

able proficiency in various tasks (e.g., image cap- 043

tioning and visual question answering) that require 044

natural language understanding, visual-language 045

grounding, visual reasoning, etc. 046

As LVLMs become more competent, there is 047

a trend of establishing increasingly challenging 048

benchmarks that are often arduous for average hu- 049

mans to achieve (Yue et al., 2023). However, this 050

raises a pertinent question: Have LVLMs advanced 051

to the stage where elementary benchmarks easily 052

handled by average humans pose little challenge 053

to them? To answer this question, we target multi- 054

panel images, each involving a series of subfigures. 055

These subfigures are presented together in certain 056

layouts, such as web screenshots capturing multiple 057

thumbnail images and posters utilizing multipanel 058

formats to present a cohesive narrative or argument. 059

We observe that while humans typically find inter- 060
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preting multipanel images to be a straightforward061

task, LVLMs struggle with this challenge when pre-062

sented with the entire multipanel image as input, as063

shown in Figure 1.064

This study aims to holistically evaluate LVLMs065

in understanding multipanel images. We introduce066

the MultipanelVQA benchmark with 6,600 triplets067

of multipanel images, questions and answers. The068

benchmark challenges models to answer each ques-069

tion based on the multipanel image and there are070

three questions with distinct types for each multi-071

panel image: identifying common or unique con-072

tents across subfigures, pinpointing content in spe-073

cific subfigures through positional descriptions, and074

locating subfigures via visual grounding in a multi-075

choice format. Especially, the first type of question076

mainly tests the LVLMs’ ability to reason about077

contents and the other two question types also as-078

sess the LVLMs’ understanding of multipanel im-079

age layouts in addition to the content reasoning080

ability.081

Uniquely, the multipanel images in the Multi-082

panelVQA benchmark features a diverse mix of083

real-world web screenshots, posters and synthetic084

multipanel images, categorized into real-world data085

and synthetic data subsets. Unlike the real-world086

data that requires human annotation, the synthetic087

multipanel images are automatically generated by088

scripts with subfigures from two existed datasets.089

The script ensures the generated synthetic multi-090

panel images have even distribution of various at-091

tributes such as the number of subfigures, their092

sizes, and the complexity of layouts, etc. As a re-093

sult, based on the synthetic data, we are able to094

precisely isolate and assess the attributes and pin-095

point their impact.096

We then benchmark popular open-sourced and097

proprietary LVLMs on the MultipanelVQA bench-098

mark and conduct thorough error analysis with the099

help of the synthetic data, which delves into the100

reasons behind LVLMs’ difficulties in interpreting101

multipanel images. As a result, our main findings102

are 1) LVLMs are susceptible to content interfer-103

ence caused by the occurrence of multiple subfig-104

ures within the multipanel image. 2) The layout105

for subfigures has an impact on the LVLMs’ perfor-106

mance on multipanel images. LVLMs tend to be107

more successful in understanding multipanel im-108

ages with layouts with fewer subfigures and larger109

subfigure sizes. 3) LVLMs’ performance can bene-110

fit from the visual text with ground truth informa-111

tion embedded in multipanel images.112

Last but not least, we explore how adding se- 113

quential numbers to subfigure captions in mul- 114

tipanel images, akin to the Set-of-Mark visual 115

prompting method (Yang et al., 2023), improves 116

LVLMs’ understanding of these images. We test 117

LVLMs on multipanel images with and without 118

sequential number captions for each subfigure. As 119

a result, we observed that only GPT-4V (OpenAI, 120

2023b) and MiniGPT-v2 (Chen et al., 2023) show a 121

notable improvement when the sequential number 122

is not only embedded in the image but also explic- 123

itly mentioned in the question. In conclusion, the 124

contributions of this study are listed as follows: 125

• We propose the MultipanelVQA benchmark with 126

real-world and synthetic data that focus on evalu- 127

ating the model’s ability to understand the con- 128

tent and layout of multipanel images. 129

• We benchmark several open-sourced and propri- 130

etary LVLMs with the MultipanelVQA bench- 131

mark and find that all models tested face a signif- 132

icant challenge in interpreting multipanel images 133

despite their success on single-panel images. 134

• Benefited by the synthetic data with even distri- 135

butions of various multipanel image attributes 136

in the MultipanelVQA benchmark, we conduct 137

thorough error analysis to uncover various factors 138

that impact the model’s performance, including 139

subfigure content, layout, background, and visual 140

hint in multipanel images. 141

• Finally, we investigate the potential of adding 142

subfigure captions in multipanel images as visual 143

prompts to enhance the performance of LVLMs 144

on multipanel image understanding. 145

2 Related Work 146

Large Vision Language Models The develop- 147

ment of Large Vision Language Models (LVLMs) 148

has been propelled by advances in large-language 149

models (LLMs)(Chung et al., 2022; Touvron 150

et al., 2023a,b) and vision-and-language learn- 151

ing(Radford et al., 2021; Li et al., 2022), merging 152

visual comprehension with LLMs for multi-modal 153

tasks in a zero-shot manner (Tsimpoukelli et al., 154

2021; Alayrac et al., 2022; Li et al., 2023b). Instruc- 155

tion tuning, using visual instruction data derived 156

from open-source datasets and pre-trained LLMs, 157

enhances LVLMs’ zero-shot performance on com- 158

plex tasks (Liu et al., 2023c; Zhu et al., 2023; Dai 159

et al., 2023; Ye et al., 2023a). Further advance- 160

ments include grounding and multilingual training 161
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Question 1 (Q1): Do all the 
subfigures contain the same 
food item?
Question 2 (Q2): What food 
is shown in the top right 
subfigure?
Question 3 (Q3): Which 
subfigure contains cake? a) 
second in the middle row b) 
first in the bottom row c) top 
right d) bottom left

Synthetic multipanel images

……

Real-world multipanel images

MultipanelVQA

Questions for one
multipanel image

 (example)

Original multipanel image

Augmented multipanel image

Less subfigure 
visual similarity

Larger subfigure size

Background added Visual text hint added

Question:
Is there a car on the laptop screen in the 

subfigure (Figure 0) located between the top left 
and bottom left? (please answer yes/no)
Answer:

No.

Figure 2: Overview of MultipanelVQA Data. The benchmark consists of two subsets: the synthetic data subset with
artificially generated multipanel images, and the real-world data subset featuring multipanel images sourced from
actual posters and web screenshots. Each image is paired with three distinct question styles, and examples of each
question style are displayed on the right.

to expand LVLMs’ capabilities (Chen et al., 2023;162

You et al., 2023; Li et al., 2023c).163

Evaluations for LVLMs With the advancement164

of LVLMs, there’s a growing need for compre-165

hensive multi-modal benchmarks to assess their166

capabilities. Traditional tasks like image caption-167

ing (Chen et al., 2015; Agrawal et al., 2019) and168

VQA (Goyal et al., 2017; Hudson and Manning,169

2019; Liu et al., 2023a), along with text recogni-170

tion and knowledge-based reasoning (Marino et al.,171

2019; Schwenk et al., 2022; Lu et al., 2022), have172

been key in evaluating LVLMs. Newer benchmarks173

aim to assess models more holistically (Li et al.,174

2023a; Liu et al., 2023e; Yu et al., 2023; Cui et al.,175

2023). Recently, more holistic and comprehensive176

benchmarks have been proposed, which evaluate177

models’ comprehensive capabilities from multiple178

perspectives (Li et al., 2023a; Liu et al., 2023e; Yu179

et al., 2023; Cui et al., 2023). Unlike former evalu-180

ation benchmarks, we propose the MultipanelVQA181

benchmark that not only identifies a distinguished182

practical challenge in real life, multipanel image183

understanding, but also statistically analyzes the184

LVLMs’ capability through the synthetic data.185

Synthetic Data Synthetic data, recognized for186

its scalability, diversity, cost-effective annotations,187

etc, has been widely explored for enhancing model188

training, especially in vision-related tasks like se-189

mantic segmentation, object detection, and image190

classification (Chen et al., 2019; Yuan et al., 2023;191

Jahanian et al., 2021; Zhou et al., 2023). Addition-192

ally, synthetic data’s role extends beyond training to193

include model performance evaluation and analysis.194

Kortylewski et al. (2019) use synthetic faces to ana- 195

lyze neural network generalization across different 196

poses, finding deeper architectures perform better. 197

van Breugel et al. (2023) propose the 3S Testing 198

framework to generate synthetic test sets that evalu- 199

ate models under distributional shifts. In this work, 200

we introduce the MultipanelVQA benchmark, en- 201

riched with synthetic data to conduct error analysis, 202

exploring the factors influencing the performance 203

of LVLMs on multipanel image understanding. 204

3 MultipanelVQA 205

3.1 Overview 206

We introduce the MultipanelVQA benchmark, con- 207

sisting of multipanel images, questions, and an- 208

swers, specially designed to assess the performance 209

of LVLMs in interpreting multipanel images. As 210

shown in Figure 2, the benchmark comprises two 211

subsets: the real-world data subset, including actual 212

web screenshots and posters collected by humans, 213

and the synthetic data subset, consisting of mul- 214

tipanel images created by assembling individual 215

images on blank canvases with automated scripts. 216

As a result, the real-world subset provides realis- 217

tic samples of multipanel images in everyday life, 218

and the synthetic subset includes multipanel im- 219

ages with an even distribution of various attributes, 220

including the style of the layout, number of subfig- 221

ures, backgrounds, etc. 222

The MultipanelVQA benchmark demands that 223

the evaluated model responds to questions linked 224

to multipanel images, with each input consisting 225
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of a question paired with a multipanel image. As226

shown in Figure 2, in MultipanelVQA benchmark,227

there are three corresponding question-answer pairs228

{(qij , aij)|j ∈ [0, 2]} for a multipanel image vi.229

Each of the three questions features a unique style230

and focuses on evaluating the distinct ability of the231

model. Questions of the first style (Q1) assesses232

the model’s ability to discern if any or all subfig-233

ures contain a specific object or one with unique234

attributes, challenging it to recognize the content235

of every subfigures and their spatial distinctions.236

The second style of question (Q2) focuses on a par-237

ticular subfigure’s content, while questions of the238

third style (Q3) features a visual grounding style239

in a multi-choice format requiring the model to240

select the positional description of the subfigure241

matching the given description. Notably, positional242

descriptions, such as “top left", exist in questions243

of the second and third question styles, introducing244

challenges due to the varying layouts of multipanel245

images. For example, the subfigure with a fixed po-246

sition in a canvas is the topmost in one multipanel247

image might be the leftmost in another, depending248

on the arrangement of other subfigures.249

3.2 Real-world Data Curation250

In the real-world data subset of the Multi-251

panelVQA, multipanel images are meticulously252

sourced from web screenshots in the Roboflow253

Website Screenshots dataset (Dwyer, 2020) and254

posters in task 3 of the DocVQA dataset (Mathew255

et al., 2021). Our data curation process begins with256

the manual selection of 100 images from the source,257

specifically chosen for their multipanel style fea-258

turing distinct subfigures. Then, for each selected259

image, we develop three questions. The questions260

are carefully designed to align with the three ques-261

tion styles of MultipanelVQA described in the pre-262

vious section. After questions are gathered, we263

engage three graduate students to answer questions264

and validate them against the designated question265

types to guarantee the quality and relevance of our266

questions. Questions that fail validation are revised267

till all questions and answers are validated and col-268

lected.269

3.3 Synthetic Data Curation270

Generating synthetic multipanel images For271

the synthetic multipanel images, we use automated272

scripts to create multipanel images. We first gen-273

erate 210 random layouts of multipanel images in274

different styles. Each layout holds 2 to 8 subfigures275

Categories of
multipanel image

Counts of
image-question-answer

triplets
Real-world data 300

|- Posters/Web screenshots 150/150
Synthetic data 6600

|- Original 1260
| • Subfigure quantity: 2-8 180 each
| • Subfigure source:
| MagicBrush/VQAv2 630/630
| • Layout Style:
| |- Grid:
| | same/different subfigure size 210/210
| |- Splash 210
|- Augmented:

|- Reduced subfigure visual similarity 1260
|- Enlarged subfigure size 1260
|- With chessboard background 1260
|- With visual hint 1260

Table 1: Statistics of image-question-answer triplets in
the MultipanelVQA benchmark.

and includes a predefined sequence for subfigures. 276

As detailed in Appendix A.1, the layouts with more 277

subfigures are populated from ones with fewer, 278

so that when the subfigure number is increased, 279

the positions of the existing subfigures are not 280

changed. To generate synthetic multipanel images, 281

we then compose single-panel images from two 282

source datasets, MagicBrush (Zhang et al., 2023) 283

and VQAv2 (Goyal et al., 2017), based on the 284

layouts. Specifically, we preprocess these source 285

datasets into sets of single-panel images with a 286

common question and then arrange the single-panel 287

images from the same set on a blank canvas accord- 288

ing to the predefined layout and sequence. We pro- 289

vide more details about the process of multipanel 290

image generation in Appendix A.2. 291

It is important to highlight that during the syn- 292

thetic multipanel image curation, we filter the im- 293

age sets derived from the source datasets by present- 294

ing each single-panel image within the image sets, 295

along with the common question, to the LVLMs 296

used in our experiments. We aim to ensure that the 297

synthetically generated multipanel images only in- 298

clude subfigures that the LVLMs can accurately in- 299

terpret when presented individually. This approach 300

allows us to concentrate the evaluation squarely on 301

the LVLMs’ proficiency with multipanel images, 302

thereby minimizing the influence of varying do- 303

main knowledge that may arise from their distinct 304

training backgrounds. 305

Generating questions and answers After gen- 306

erating these multipanel images, we utilize GPT-4 307

to create questions and answers for each image, 308

drawing on information from the source datasets. 309
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Detailed in AppendixA.3, we design the prompt to310

ensure that the three questions generated for each311

image align with the question styles introduced in312

Section 3.1 consistently. For the second and third313

questions for each image where they target specific314

subfigures, human-annotated subfigure positional315

descriptions will be provided to GPT-4 as well.316

Additionally, we ensure the first subfigure added317

to the canvas is always the targeted subfigure, so318

that questions of multipanel images consisting of319

the same subfigure with different layouts will have320

similar questions that only vary on the positional321

description. We manually cross-validate all the322

questions and answers after the data curation.323

Augmenting synthetic multipanel images Ad-324

ditionally, we uniformly augment the synthetic data325

subset with several variations to the multipanel im-326

ages: 1) Reducing the visual similarity among sub-327

figures in multipanel images.2) Increasing subfig-328

ure sizes while maintaining the overall multipanel329

image’s layout. 3) Replacing the plain white back-330

ground with a black and white chessboard pattern.331

4) Embedding text within the images that contain332

ground truth information as captions for the subfig-333

ures. Please refer to Appendix A.4 for more details334

and examples. These augmentations enhance the335

complexity of the synthetic data subset of Mul-336

tipanelVQA and create a test bed for comparing337

LVLMs’ performance in interpreting multipanel338

images under varied conditions.339

3.4 Data Statistics340

Data in the MultipanelVQA benchmark comprises341

a substantial collection of 6,600 image-question-342

answer triplets, equating to unique multipanel im-343

ages in two subsets: the real-world data subset,344

consisting of 100 multipanel images sourced from345

actual scenarios, and the synthetic data subset that346

includes a larger compilation of 2, 100 images, de-347

signed for controlled condition analysis. We detail348

the statistics regarding the multipanel images of349

MultipanelVQA in Table 1. The dataset’s ques-350

tions vary in length, with an average word count351

of 18.7. In terms of questions, 56.9% are Yes/No352

queries, 33.3% are multiple-choice questions, and353

the remainder are questions with specific categori-354

cal answers, such as identifying colors.355

4 Experiments356

We first evaluate six popular Large Vision-357

Language Models (LVLMs) on MultipanelVQA.358

Synthetic data Real-life data

Models Q1 Q2 Q3 Avg. Q1 Q2 Q3 Avg.

Human 96.8 97.1 94.0 96.0 99.0 100.0 98.0 99.0
Random 47.2 43.5 24.4 38.4 50.0 40.0 23.0 37.7

LLaVA 75.4 60.1 28.4 54.6 70.0 56.0 49.0 58.3
MiniGPT-v2 56.4 56.3 49.9 54.2 60.0 46.0 28.0 44.7
InstructBLIP 62.6 44.1 52.4 52.7 39.0 51.0 27.0 39.0
mPLUG-Owl2 71.9 48.0 20.7 46.8 57.0 44.0 38.0 46.3
GPT-4V 85.6 61.0 37.8 61.5 78.0 69.0 51.0 66.0
Gemini Pro Vision 82.0 73.9 59.0 71.6 81.0 72.0 64.0 72.3

Table 2: Average accuracy of LVLMs on Multipan-
elVQA Benchmark. Q1, Q2, and Q3 represent the three
question styles as introduced in Section 3.1. Two propri-
etary models, GPT-4V and Gemini Pro Vision, demon-
strate the best overall performance. However, there is a
notable gap between model and human performance.

Then, based on the evaluation result, we conduct a 359

thorough error analysis. 360

4.1 Setup 361

LVLMs The LVLMs that we adopt in the eval- 362

uation include both open-source models and pro- 363

prietary models with only API access. The open- 364

source LVLMs are (i) LLaVA-1.5-13B (Liu et al., 365

2023b), (ii) MiniGPT4-v2 (Chen et al., 2023), (iii) 366

InstructBLIP (Liu et al., 2023c) with Flan-T5 XXL 367

(Chung et al., 2022) as the LLM backbone, and 368

(iv) mPLUG-Owl2 (Ye et al., 2023b). We imple- 369

ment the models using their default settings and 370

detail their supported input image resolutions in 371

Appendix C. For proprietary models, we evaluate 372

GPT-4V (OpenAI, 2023b) with the gpt-4-vision- 373

preview OpenAI API during November and De- 374

cember of 2023 and Gemini Pro Vision(Team et al., 375

2023) API during January of 2024. 376

Evaluation In our evaluation process, we ini- 377

tially utilize scripts to compare the LVLM’s pre- 378

dicted answers against the ground truth for straight- 379

forward assessments. This is particularly effective 380

for close-ended questions like multiple-choice or 381

yes/no questions. For cases where the LVLM’s 382

output differs from the ground truth, we employ 383

GPT-4 (OpenAI, 2023a) as a secondary judge, as- 384

sessing whether the LVLM’s predicted answer, can 385

be considered correct, especially in terms of en- 386

compassing all information present in the ground 387

truth answer. Recent research, as cited in (Hsu 388

et al., 2023; Hackl et al., 2023; Liu et al., 2023d), 389

has highlighted GPT-4’s capability and reliability 390

in such evaluative roles. The details of the prompts 391

used for this GPT-4 evaluation are provided in Ap- 392
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Question 1 (Q1):
Are there any subfigure 
showing human hands? 
(please answer yes/no)

LLaVA: Yes.
MiniGPTv2: No.
InstructBLIP: Yes.
mPLUG-Owl2: No.
GPT-4V: Yes.
Gemini Pro Vision: Yes.

Question 2 (Q2):
Is there a human hand shown 
in the top right subfigure? 
(please answer yes/no)

LLaVA: Yes.
MiniGPTv2: No.
InstructBLIP: No No.
mPLUG-Owl2: No.
GPT-4V: No.
Gemini Pro Vision: Yes.

Question 3 (Q3):
Which subfigure includes just one human hand?
a) Top right
b) bottom
c) Left most
d) Bottom right
(please select one)

LLaVA: d) Bottom right.
MiniGPTv2: a.
InstructBLIP: d Second in the bottom row.
mPLUG-Owl2: c) Left most.
GPT-4V: The subfigure labeled "c) Left most" includes just 
one human hand, which can be seen holding a microphone.
Gemini Pro Vision: d) Bottom right

A multipanel image from the real-world subset 
of the MultipanelVQA benchmark

Questions and corresponding outputs from LVLMs

Figure 3: A sample from the real-world data subset of MultipanelVQA with outputs from models tested. The
multipanel image on the left shows the characteristics of the multipanel image: complex subfigure contents and
diverse subfigure layouts.

pendix D.393

4.2 Main Result394

We assess the performance of six leading Vision395

Language Models (LVLMs) using both synthetic396

and real-world subsets of the MultipanelVQA397

benchmark. Table 2 presents the accuracy of each398

model’s output for individual questions in both sub-399

sets, alongside their averages. The result reveals400

that proprietary models (GPT-4V and Gemini Vi-401

sion Pro) consistently outperform the other models402

across both subsets. However, as introduced in403

Section 3.2, we make sure all LVLMs tested can404

achieve a 100% accuracy when the subfigures are405

input individually, thus even the best-performing406

model, Gemini Vision Pro, shows an average 30%407

performance drop when dealing with multipanel408

images rather than single-panel images. Addition-409

ally, we hire human testers from both Amazon410

Mechanical Turk and campus to establish human411

performance. It’s important to highlight that a sig-412

nificant disparity exists between the models’ per-413

formances and the human-level performance, and414

some models even tie with the random baseline.415

This underscores the considerable room for im-416

provement in current LVLMs’ capabilities in han-417

dling complex multipanel image comprehension.418

4.3 Error Analysis419

Intending to identify potential error causes, we first420

examine the models’ outputs from the real-world421

data subset benchmarking results. A case study is422

Figure 4: Model performance on questions of the second
style (Q2) in the synthetic data subset when multipanel
images are simplified to blank canvases, each with a
targeted subfigure and then to single-panel images of the
targeted subfigures, while maintaining the same input
questions. The result indicates a significant vulnerability
of the LVLMs to interference from adjacent subfigures.

presented in Figure 3, and we present more exam- 423

ples in Appendix B. Based on this example and 424

others from the real-world data subset, we find that 425

while the models can generate responses relevant 426

to the posed questions, the accuracy of these an- 427

swers often falls short. Based on observations, we 428

suggest that errors in the model output primarily 429

arise from three sources: 1) Difficulty in under- 430

standing small image sections with fewer pixels 431

and confusion caused by neighboring subfigures in 432

multipanel images 2) Insufficient multipanel image 433

layout reasoning ability, and 3) Misleading factors 434
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Interference Content of subfigures: Layout: Others:
Visual similarity Style Subfigure size Background Visual hint

Models High Low Splash Grid Small Large with without without with

LLaVA 53.3 58.3 (+5.0) 53.3 56.2 (+2.9) 53.3 55.3 (+2) 52.6 53.3 (+0.7) 53.3 53.7 (+0.4)
MiniGPT-v2 51.4 55.2 (+3.8) 56.4 52.6 (-3.8) 51.4 52.1 (+0.7) 54.6 51.4 (-3.2) 51.4 57.7 (+6.3)
InstructBLIP 52.4 47.9 (-5.5) 49.9 54.2 (+4.3) 52.4 51.8 (-0.6) 54.9 52.4 (-2.5) 52.4 54.9 (+2.5)
mPLUG-Owl2 47.5 43.7 (-3.8) 47.7 47.7 (+0) 47.5 45.9 (-1.6) 49.8 47.5 (-2.3) 47.5 47.3 (-0.2)
GPT-4V 59.7 62.6 (+2.9) 58.9 62.2 (+3.3) 59.7 64.3 (+4.6) 54.1 59.7 (+5.6) 59.7 66.6 (+6.9)
Gemini Pro Vision 70.2 77.9 (+7.7) 71.2 71.9 (+0.7) 70.2 71.0 (+0.8) 68.3 70.2 (+1.9) 70.2 70.7 (+0.5)

Table 3: Ablation studies of different interference factors within multipanel images, including subfigures’ visual
similarity, layout style, subfigure size, background, and visual hint. The columns show the accuracy of model’s
output in different splits of the synthetic data subset regarding various interference factors. GPT-4V and Gemini Pro
Vision, being the top performers, show a marked sensitivity to these interference factors.

such as background elements and textual content435

within the multipanel images. However, given the436

complexity of real-world multipanel images, pin-437

pointing the exact influence of each issue is diffi-438

cult. Thus, we leverage the synthetic data subset439

of the MultipanelVQA benchmark to conduct com-440

parative experiments isolating and evaluating the441

influence of distinct factors.442

How susceptible are LVLMs to neighboring sub-443

figure interference and diminished pixel detail444

in visual targets diminished pixel detail in spe-445

cific visual targets? To evaluate the LVLMs’ re-446

silience to neighboring interference, we conduct an447

ablation study on the synthetic multipanel images448

as shown in Figure 4. Initially, for a given question449

targeting a subfigure within a multipanel image, we450

isolated the subfigure targeted by removing all oth-451

ers, leaving a single subfigure in the image. This452

modification led to improved performance across453

all models, suggesting their susceptibility to inter-454

ference from the presence of multiple subfigures.455

Further, we refine the ablation to present only the456

target subfigure as a single-panel image input, al-457

lowing more pixels to the visual content related458

to the question in the image input. In this sce-459

nario, all models successfully interpreted the im-460

ages, however, for most models, such improvement461

is less significant than the one received from the462

removal of neighboring subfigures. This suggests463

that LVLM’s performance drop in understanding464

multipanel images is affected by both the inter-465

ference from adjacent subfigures and the reduced466

pixel allocation to the target content but the former467

is more critical for most models tested.468

Additionally, we explored how models’ perfor-469

mance fluctuates with varying visual similarity of470

subfigures’ content. From human intuition, the471

more similar the subfigures, the harder to distin-472

guish the targeted subfigure. The result, depicted 473

in Table 3, shows that except for InstrucBLIP and 474

mPLUG-Owl2, all other models experienced a per- 475

formance rise when subfigures within multipanel 476

images are less similar. 477

How does LVLM’s performance vary to differ- 478

ent multipanel image layouts? We further cate- 479

gorize data from the synthetic data subset of Multi- 480

panelVQA based on the layout style and subfigure 481

size, as shown in Table 3. We observe that multi- 482

panel image layout has varied influence among 483

models. For models with better overall perfor- 484

mance on multipanel image understanding, sub- 485

figure size and layout style play a crucial role, with 486

larger subfigures and grid layout style generally 487

leading to better performance. Moreover, we il- 488

lustrate the impact of subfigure quantity on model 489

performance in Figure 5, revealing a common trend 490

where all models exhibit decreased effectiveness as 491

the number of subfigures increases. This decline 492

was more pronounced for MiniGPT-v2, mPLUG- 493

Owl2 and Gemini Pro Vision. 494

What is the influence of background and visual 495

hints on LVLM’s multipanel image interpreta- 496

tion ability? Last but not least, we also investi- 497

gate how other sources of interference affect the 498

ability of LVLMs to interpret multipanel images, 499

specifically background elements and text as visual 500

hints. We compare the performance changes in 501

LVLMs when presented with varying background 502

complexities and the presence or absence of sub- 503

figure captions with ground truth information as 504

visual hints as shown in Figure 6. As indicated in 505

Table 3, GPT-4V and Gemini Pro Vision are the 506

only models that show substantial improvements 507

when the background is eliminated. However, the 508

inclusion of visual text hint appears to enhance 509

7



Figure 5: Impact of Subfigure Quantity on Model Per-
formance. A common trend exists where all models
exhibit declining performance as the number of subfig-
ures increases, with varying degrees of impact.

Original multipanel image

Augmented multipanel image

Background added Visual hint added

Question:
Is there a car on the laptop screen in the 

subfigure (Figure 0) located between the top left 
and bottom left? (please answer yes/no)
Answer:

No.

Figure 6: Demonstrations of augmented synthetic mul-
tipanel images with chessboard background (left) and
embedded texts with ground truth information as visual
hint (right).

the performance of nearly all models, without any510

detrimental effects on any model. This enhance-511

ment across all models suggests that visual text512

hints serve as a valuable aid in guiding the models513

towards better multipanel image understanding.514

4.4 Influence of Adding Subfigure Captions515

with Sequential Numbers as Visual516

Prompts517

Based on our findings of the visual hint’s influ-518

ence over the interpretative capabilities of LVLMs519

on multipanel images, we explore adding captions520

with sequential numbers for subfigures as visual521

prompts, akin to the Set of Mark (SoM) visual522

prompting method (Yang et al., 2023). We com-523

pare the model’s performance on the multipanel524

images in the synthetic data subset with and with-525

out such subfigure captions to assess the impact.526

We provide a demenstration in Appendix E. Re-527

sults are shown in Table 4, revealing that applying528

these captions with numbers as visual prompts led529

to little to no improvements in model performance.530

However, we further attempt to not only add cap-531

tions with sequential numbers but also explicitly532

incorporate the number from the caption into the533

Models Original synthetic
multipanel images

Add captions
for subfigures

Refer captions
in questions

LLaVA 59.3 57.1 (-2.2) 59.0 (-0.3)
MiniGPT-v2 48.6 56.9 (+8.3) 53.8 (+5.2)
InstructBLIP 44.3 42.9 (-1.4) 33.1 (-11.2)
mPLUG-Owl2 51.0 44.3 (-6.3) 44.5 (-6.5)
GPT-4V 60.2 54.5 (-5.7) 64.3 (+4.1)
Gemini Pro Vision 75.7 71.2 (-4.5) 77.1 (+1.4)

Table 4: LVLMs’ performance on questions of the sec-
ond style (Q2) for synthetic multipanel images after 1)
adding subfigure captions with sequential numbers to
multipanel images and 2) referring to the caption in the
input question. The result shows that adding such visual
prompts only benefits certain models.

question sent to LVLMs. We find that when the 534

number in the targeted subfigure’s caption is explic- 535

itly mentioned in the input question, MiniGPT-v2, 536

GPT-4V, and Gemini Pro Vision demonstrate a per- 537

formance enhancement. This suggests that such 538

a visual prompting method relies not only on the 539

marks added to the input image but also on their 540

direct integration into the query context. The re- 541

sult also underscores the varying nature of LVLMs’ 542

abilities to utilize visual prompts. This necessitates 543

further exploration and development of tailored 544

strategies for effectively integrating visual prompts 545

into different LVLMs. 546

5 Discussion and Conclusion 547

In this study, we introduce the MultipanelVQA 548

benchmark, designed to evaluate the capability of 549

Vision Language Models (LVLMs) in interpreting 550

multipanel images. This benchmark, comprising 551

both real-world and synthetic data, enables a de- 552

tailed analysis of LVLMs on their multipanel image 553

understanding abilities. Our results highlight a sig- 554

nificant performance gap between LVLMs and hu- 555

mans, especially since humans achieve nearly per- 556

fect scores in this benchmark. Moreover, the syn- 557

thetic data of MultipanelVQA helps isolate specific 558

performance factors and ensures that the test im- 559

ages were not part of the models’ training datasets. 560

This is essential for large-scale LVLMs with undis- 561

closed training data. The creation method for these 562

synthetic images is replicable, enabling ongoing 563

generation of new test images and potentially aid- 564

ing broader AI evaluation efforts. We believe this 565

study provides valuable insights and methodologies 566

for future AI research. 567
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6 Limitation568

Our study provides an in-depth evaluation of569

LVLMs on multipanel images using the proposed570

MultipanelVQA benchmark. The use of GPT-4 as571

an evaluator necessitated the simplification of ques-572

tions to primarily yes/no or short-answer formats573

to allow for automated non-human evaluation. This574

constraint potentially limits the assessment’s depth575

and we leave the development of evaluation with576

more complex questions for future research. Ad-577

ditionally, the synthetic data, although crucial for578

statistical analysis, faces challenges due to the very579

poor performance of some models that are close580

to the random baseline. The extreme underperfor-581

mance of those models restricts our error analysis,582

as it is difficult to derive meaningful conclusions583

from such low accuracy levels.584
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A Synthetic Data Generation Details 811

A.1 Layout Generation 812

To generate synthetic multipanel images automati- 813

cally, we first develop scripts to generate random 814

layouts for subfigures in multipanel images. There 815

are two scripts, generating layouts in splashed and 816

grid style respectively, where splashed style has 817

subfigures scattered in the canvas and grid style 818

has the subfigures tightly arranged in the canvas. 819

We provide examples in Figure 10. Both scripts 820

generate the layout by sequentially determining the 821

position of maximum 8 subfigures in a 1000×1000 822

pixels blank canvas, where there is a random se- 823

lector selecting the position and size for the next 824

subfigure from all possible candidate positions after 825

the last subfigure is determined. Every time a new 826

subfigure position is determined, a new layout is 827

generated, so the number of subfigure in the layout 828

ranges from 2 to 8. At the same time, a subfigure 829

sequence is recorded based on the order that their 830

position is determined in the layout. 831

To generate different layout styles, each script 832

has different rules of selecting candidate positions 833

and the size of the next subfigures. Specifically, 834

to generate splashed style layouts, the candidate 835

position of the next subfigure can be anywhere in 836

the canvas as long as it is not overlapped with ex- 837

isting ones and the size of the subfigure is the same 838

within the same layout, which is randomly chosen 839

in the range of [180, 220] pixels. On the other hand, 840

for grid style layouts, the candidate positions are 841

restricted to be either in the same row or column 842

as the previously determined subfigure’s position. 843

Additionally, the size of the next subfigure will be 844

either the same as the predetermined size in the 845

range of [180, 220] pixels, or twice as large as the 846

predetermined size. As a result, the grid style lay- 847

outs we randomly generated include two layouts 848

with all subfigures in the same size and another two 849

layouts with different size subfigures. 850

A.2 Multipanel Image Generation 851

In order to generate multipanel images, each with 852

a consistent source, we first preprocess both source 853

datasets, MagicBrush (Zhang et al., 2023) and 854

VQAv2 (Goyal et al., 2017), unifying the formats 855

of the two source datasets to be sets of images with 856

the same question. Specifically, for MagicBrush 857

where there are originally sets of images, each shar- 858

ing a common image as an image editing source, 859

we create a template-based question asking about 860
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7 Question 1: Do all the 
subfigures contain the same 
food item?
Question 2: What food is 
shown in the top right 
subfigure?
Question 3: Which subfigure 
contains cake? a) second in 
the middle row b) first in the 
bottom row c) top right d) 
bottom left

Synthetic 
multipanel imagesLayouts

…
… …

Real-word multipanel images

MultipanelVQA

Questions for one
multipanel image

 (example)

5

41
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72

3

0

Original multipanel image

Augmented multipanel image

Less subfigure 
visual similarity

Larger subfigure size

Background added Visual text hint added

Question:
Is there a car on the laptop screen in the 

subfigure (Figure 0) located between the top left 
and bottom left? (please answer yes/no)
Answer:

No.

Figure 7: Examples of augmentations to synthetic mul-
tipanel images.

the visual component being edited for every image861

set; for VQAv2, we gather images with the same862

question in the dataset. We show example sets of863

the pre-processed source datasets in Figure 11.864

Then, based on the aforementioned layouts for865

synthetic multipanel images and the sequence of866

the subfigure in the layout, we select images from867

the same image set in the source dataset and add868

them to a blank canvas. In this process, we make869

sure the selected images for every multipanel im-870

age include only one image with a unique answer,871

and we place it at the first in the sequence. Addi-872

tionally, we use each image set to fill all layouts we873

generate, which ensures independent distributions874

of the subfigure content and layout.875

We illustrate this process in Figure 12, where ev-876

ery time a new image is added to the blank canvas,877

a new synthetic multipanel image is created.878

A.3 Question-Answer Generation 879

We prompt GPT-4 to generate three questions in 880

three distinct styles and corresponding answers for 881

each multipanel image, given the fact that all sub- 882

figures in a synthetic multipanel image come from 883

the same image set in the source dataset and share 884

a common question. The first question asks if all 885

or any subfigure have a specific object or object at- 886

tribute which is mentioned in the common question 887

of the image set. The second and third will focus 888

on the content of a specific subfigure, which is the 889

one with a unique answer to the common question 890

shared in the image set. The prompt, shown in 891

Table 7 includes detailed instructions for how to 892

generate the question-answer pairs while requiring 893

information about the multipanel image which con- 894

sists the subfigure numbers, the common question 895

for the subfigures, the answer of the target sub- 896

figure to the common question and the positional 897

description of the target subfigure which we man- 898

ually annotate the positional description for each 899

subfigure in advance. 900

A.4 Augmentation of the Synthetic Data 901

Subset 902

We augment the synthetic data subset of the Mul- 903

tipanelVQA benchmark to enable a more compre- 904

hensive evaluation of LVLMs performance on mul- 905

tipanel image understanding. The augmentation is 906

done by involving new multipanel images that are 907

altered from the original version in four different 908

ways while keeping the corresponding questions 909

and answers the same. First, we reduce the visual 910

similarity among subfigures in multipanel images 911

by generating new subfigures to replace the orig- 912

inal ones. Since the original subfigures in each 913

multipanel image come from the same image set 914

of the source dataset, they share a visual similarity 915

as they have a common question, and many even 916

have the same answer to the common question. In 917

order to reduce this similarity while keeping the 918

questions and answers for the multi-panel image 919

unaffected, we prompt DALL·E 3 (Betker et al., 920

2023) to generate various images that do not in- 921

cur the same answer to the common question as 922

the target subfigure and then replace the subfigures 923

except the target subfigure with these newly gen- 924

erated images. As shown in Figure 7, in this way, 925

subfigures in multipanel images, especially those 926

based on MagicBrush (Zhang et al., 2023) dataset, 927

become less similar to each other visually. Second, 928
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Models Input image resolution
LLaVA 336
MiniGPT-v2 224
InstructBLIP 224
mPLUG-Owl 224

Table 5: Supported input image resolutions of tested
LVLMs.

we increase the subfigure size within the multi-929

panel images by first removing some edge space930

for the multipanel image while keeping the ratio931

of height and width and then resizing the image932

to the original size. Third, we add a background933

with black and white chessboard patterns to ev-934

ery synthetic multipanel image, introducing a more935

complex visual backdrop. Last, we embed texts to936

the multipanel image, where these texts include the937

common question and the corresponding answers938

of each subfigure.939

B Samples of Model Outputs on940

Real-world Multipanel Images941

We show some more real-world multipanel images942

of web screenshots and posters along with model943

outputs in Figure 8. Additionally, there are two944

examples from the synthetic data subset in Figure 9.945

C Supported Input Image Resolutions of946

Tested LVLMs947

We show the supported input image resolutions948

of four tested open-sourced LVLMs in Figure 5.949

Except for LLaVA takes input images in size of950

336× 336, all others have the input image limited951

to a size of 224 × 224. However, as illustrated in952

Figure 4, despite supporting higher-resolution input953

images, LLaVA’s performance on simplified mul-954

tipanel images—reduced to blank canvases with a955

single subfigure—is comparable to other evaluated956

open-source LVLMs. This indicates that variations957

in input image resolution do not significantly im-958

pact the comparative analysis of multipanel image959

comprehension among the tested LVLMs.960

D GPT-4 as Evaluator961

Given the output of LVLMs with the question and962

multipanel image as input, we prompt GPT-4 to963

judge if the output is a correct answer. The prompt964

is shown in Table 6, where the question, model’s965

output and corresponding ground truth are inserted.966

If GPT-4’s output is yes, we regard the model’s967

output as correct and vice versa.968

E Examples of Subfigure Captions with 969

Sequential Numbers as Visual Prompts 970

We experiment with adding captions to subfigures 971

in the synthetic data subset of MultipanelVQA as a 972

visual prompting method similar to the Set of Mark 973

(SoM) visual prompting method (Yang et al., 2023). 974

The caption we add to the subfigures includes se- 975

quential numbers, as shown in Figure 13i. Besides 976

changing the multipanel images with subfigure cap- 977

tions, we also modify the corresponding questions 978

to refer to the subfigure caption explicitly, as shown 979

in Figure 13ii. 980
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Prompt: For question: {question}
Compare the following answers:
Text 1: {output}
Text 2: {gt}
Does the first one contain all key information in the second
one? (yes/no)
Answer:

(a)
Prompt: For question: {question}

Ground truth: {gt}
Model predicted answer: {output}
Based on the question and the ground truth answer, is the

model’s predicted answer correct? If multi-choice is provided,
think about which choice is selected by the model, is it
correct? (please answer yes/no)

(b)

Table 6: Text prompt for GPT-4 as an evaluator to judge if the output from the model {output} is correct given the
question {question} ground truth answer {gt}. (a) shows the prompt for GPT-4 to evaluate the model output for
the first and second types of question (Q1 and Q2) in MultipanelVQA. (b) shows the prompt for GPT-4 to judge the
third type of question (Q3) in MultipanelVQA

Prompt: You are asking questions about an multi-panel image composition with multiple subfigures. You will be given a description of the
overall layouts of the subfigures, a common question and answers to this question for each subfigure.

First ask three questions (Q1, Q2, Q3) and then generate ground truth answers (A1, A2, A3) to each question.
The second question (Q1) should be the same as the common question provided but specifically targeting at one subfigure. Make sure to include

specific position of the subfigure targeted.
The first question (Q1) asks if all or any subfigures have the specific object/attribute mentioned in Q2. (e.g. Do all the subfigures

share certain object? Is there any subfigure has a certain object?).
For both answers A1 and A2, try not to refer to specific positions of subfigures and be concise.
For the third question (Q3) make it a multi-choice question with a single answer based on the common question and answer. The answer (A3)

should only be the subfigure targeted.
Also generate a,b,c,d four choices and randomly put the correct answer in one of them, and fill the other choices with x.
For the third answer (A3), only put in the label for the correct choice (a,b,c or d). Ask questions only based on the direct information you

get from the provided common question and answers.
At the end of each question (Q1, Q1 or Q3), indicate what kind of answer is needed for the question. (eg. please answer yes/no, please select one).
Answers generated should be consice without any explanation.
Your output should be in the following format: Q1: A1: Q2: A2: Q3: A3:
There are {num_subfigure} subfigures in the image. The common question for all subfigures are: {com_question}.
The answer from the target subfigure is: {answer_target_subfigure}.
The answer for the other subfigures are not the same as the target subfigure. Ask questions about the target subfigure located at {pos_description}.

Table 7: Text prompts for generating questions and answers of multipanel images in the synthetic subset of Multi-
panelVQA benchmark. {num_subfigure} is the number of subfigures in the multipanel image. {com_question}
is the common question in the image set from source datasets. {answer_target_subfigure} is the answer of the
target subfigure to the common question, which is different from the answer from the other subfigures selected.
{pos_description} is the position description for the target subfigure predefined by human.
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Question 1 (Q1):
Does any subfigure contain 
three people? (please answer 
yes/no)

Question 2 (Q2):
Does bottom left subfigure 
contain flags? (please 
answer yes/no)

LLaVA: Yes.
MiniGPTv2: Yes.
InstructBLIP: No.
mPLUG-Owl2: Yes, the bottom left subfigure 
contains flags.
GPT-4V: Yes.
Gemini Pro Vision: Yes.

Question 3 (Q3):
Which subfigure contains flags?
a) top left
b) top right
c) bottom left
d) bottom right
(please select one)

LLaVA: a) top left
MiniGPTv2: a.
InstructBLIP: a) top left
mPLUG-Owl2: d) bottom right
GPT-4V: The subfigure containing flags is:\nc) bottom left
Gemini Pro Vision: c) bottom left

A multipanel image from the real-world subset 
of the MultipanelVQA benchmark

Questions and corresponding outputs from LVLMs

LLaVA: Yes.
MiniGPTv2: Yes.
InstructBLIP: No.
mPLUG-Owl2: No,no subfigure contains 
three people.
GPT-4V: No.
Gemini Pro Vision: Yes.

(i)

Question 1 (Q1):
Are there any subfigure 
showing human hands? 
(please answer yes/no)

LLaVA: Yes.
MiniGPTv2: No.
InstructBLIP: Yes.
mPLUG-Owl2: No.
GPT-4V: Yes.
Gemini Pro Vision: Yes.

Question 2 (Q2):
Is there a human hand shown 
in the top right subfigure? 
(please answer yes/no)

LLaVA: Yes.
MiniGPTv2: No.
InstructBLIP: No No.
mPLUG-Owl2: No.
GPT-4V: No.
Gemini Pro Vision: Yes.

Question 3 (Q3):
Which subfigure includes just one human hand?
a) Top right
b) bottom
c) Left most
d) Bottom right
(please select one)

LLaVA: d) Bottom right.
MiniGPTv2: a.
InstructBLIP: d Second in the bottom row.
mPLUG-Owl2: c) Left most.
GPT-4V: The subfigure labeled "c) Left most" includes just 
one human hand, which can be seen holding a microphone.
Gemini Pro Vision: d) Bottom right

A multipanel image from the real-world subset 
of the MultipanelVQA benchmark

Questions and corresponding outputs from LVLMs

Question 1 (Q1):
Does any subfigure include a 
man? (please answer yes/no)

LLaVA: Yes.
MiniGPTv2: Yes.
InstructBLIP: No.
mPLUG-Owl2: Yes.
GPT-4V: Yes.
Gemini Pro Vision: Yes.

Question 2 (Q2):
Does the top left subfigure 
include a man? (please 
answer yes/no)

LLaVA: Yes.
MiniGPTv2: Yes.
InstructBLIP: No.
mPLUG-Owl2: Yes.
GPT-4V: Yes.
Gemini Pro Vision: Yes.

Question 3 (Q3):
In which subfigure is a man included?
a) the top left subfigure
b) the top right subfigure
c) the bottom right subfigure
d) None
(please select one)

LLaVA: d) None
MiniGPTv2: a.
InstructBLIP: d) None
mPLUG-Owl2: c) the bottom right subfigure
GPT-4V: a) the top left subfigure
Gemini Pro Vision: a) the top left subfigure

A multipanel image from the real-world subset 
of the MultipanelVQA benchmark

Questions and corresponding outputs from LVLMs

(ii)

Figure 8: Samples of real-world multipanel images in the MultipanelVQA benchmark and outputs from models. (i)
shows a poster multipanel image and (ii) shows a multipanel image of a web screenshot.
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Question 1 (Q1):
Does any subfigure contain 
three people? (please answer 
yes/no)

Question 2 (Q2):
Does bottom left subfigure 
contain flags? (please 
answer yes/no)

LLaVA: Yes.
MiniGPTv2: Yes.
InstructBLIP: No.
mPLUG-Owl2: Yes, the bottom left subfigure 
contains flags.
GPT-4V: Yes.
Gemini Pro Vision: Yes.

Question 3 (Q3):
Which subfigure contains flags?
a) top left
b) top right
c) bottom left
d) bottom right
(please select one)

LLaVA: a) top left
MiniGPTv2: a.
InstructBLIP: a) top left
mPLUG-Owl2: d) bottom right
GPT-4V: The subfigure containing flags is:\nc) bottom left
Gemini Pro Vision: c) bottom left

A multipanel image from the real-world subset 
of the MultipanelVQA benchmark

Questions and corresponding outputs from LVLMs

LLaVA: Yes.
MiniGPTv2: Yes.
InstructBLIP: No.
mPLUG-Owl2: No,no subfigure contains 
three people.
GPT-4V: No.
Gemini Pro Vision: Yes.

Question 1 (Q1):
Do all the subfigures contain 
a dog? (please answer 
yes/no)

Question 2 (Q2):
Is there a dog in the subfigure 
located at third in the first 
row? (please answer yes/no)

LLaVA: Yes.
MiniGPTv2: No.
InstructBLIP: No.
mPLUG-Owl2: Yes.
GPT-4V: No.
Gemini Pro Vision: Yes.

Question 3 (Q3):
Which subfigure contains a dog?
a) first in the top row
b) third in the first row
c) second in the second rowd) bottom right
(please select one)

LLaVA: d) bottom right
MiniGPTv2: a
InstructBLIP: a) first in the top row
mPLUG-Owl2: c) second in the second row
GPT-4V: b) third in the first row
Gemini Pro Vision: b) third in the first row

A multipanel image from the synthetic subset of 
the MultipanelVQA benchmark

Questions and corresponding outputs from LVLMs
LLaVA: No.
MiniGPTv2: No.
InstructBLIP: No.
mPLUG-Owl2: No, not all subfigures contain 
a dog. One of the subfigures depicts a 
giraffe, while another shows a dog.
GPT-4V: No.
Gemini Pro Vision: No.

(i)

Question 1 (Q1):
Do all the subfigures feature 
a motorcycle? (please 
answer yes/no)

Question 2 (Q2):
Is the vehicle in the top 
subfigure located at the top a 
motorcycle or an ATV? 
(please answer with 
'motorcycle' or 'ATV')

LLaVA: The vehicle in the top subfigure is a 
motorcycle.
MiniGPTv2: motorcycle.
InstructBLIP: motorcycle.
mPLUG-Owl2: The vehicle in the top 
subfigure is a motorcycle.
GPT-4V: motorcycle.
Gemini Pro Vision: motorcycle.

Question 3 (Q3):
Which subfigure features a motorcycle?
a) top
b) bottom right
c) bottom left
d) right most
(please select one)

LLaVA: c) bottom left
MiniGPTv2: a
InstructBLIP: d right most
mPLUG-Owl2: d) bottom right
GPT-4V: Each subfigure in the image features a motorcycle. 
Thus, the answer would be: a) top b) bottom right c) bottom 
left
Gemini Pro Vision: a) top

A multipanel image from the synthetic subset of 
the MultipanelVQA benchmark

Questions and corresponding outputs from LVLMs

LLaVA: Yes.
MiniGPTv2: Yes.
InstructBLIP: Yes.
mPLUG-Owl2: Yes, all the subfigures feature 
a motorcycle.
GPT-4V: Yes.
Gemini Pro Vision: No.

(ii)

Figure 9: Samples of synthetic multipanel images in the MultipanelVQA benchmark and outputs from models.
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GPT-4V:
It appears to 
be a dog.

GPT-4V:
It appears to 
be a muffin.

GPT-4V:
The second image in the top 
row is showing a muffin.

Is this image 
showing a 
dog or a 
muffin?

Is this image 
showing a 
dog or a 
muffin? Is the second image in the top 

row showing a dog or a muffin?

Is the second image in the top row 
showing a dog or a muffin?

Pareidolia:
Muffins on the table?

Single-panel image + QA       Multi-panel image + QA

…

…

…

1

2

3

0

1 2

4

5

6

7

5

41

6

7
2

3

0

Layouts Synthetic multi-panel images

Grid style layoutsSplashed style layouts

Figure 10: Examples of multipanel layouts used in the synthetic data of MultipanelVQA. The Grid style layouts
include two with subfigures of the same size and another two with subfigures in two different sizes. We develop
scripts to generate these layouts randomly.

Grid style layoutsSplashed style layouts

Is there a car on 
the laptop 
screen?

Common questions Image sets from different source datasets

Answer:     No   Yes   Yes Yes

MagicBrush 
dataset

Is this a 
bedroom?

Answer:     No   No   Yes No

VQAV2 
dataset

Answer:     No   No   No No

VQAV2 
dataset

Figure 11: Examples of the image set we used from different source datasets to generate multipanel images. We
prepocess two source datasets in to image sets so that images within each image set share a common question. Each
image set selected includes one image that has a unique answer to the common question.
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GPT-4V:
It appears to 
be a dog.

GPT-4V:
It appears to 
be a muffin.

GPT-4V:
The second image in the top 
row is showing a muffin.

Is this image 
showing a 
dog or a 
muffin?

Is this image 
showing a 
dog or a 
muffin? Is the second image in the top 

row showing a dog or a muffin?

Is the second image in the top row 
showing a dog or a muffin?

Pareidolia:
Muffins on the table?

Single-panel image + QA       Multipanel image + QA

…

…

…

1

0

1

5

7

41

3

6

7
2

3

0

3

0

1 2

4

6

7 3
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4
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6

7 3

0

1 2

4

5

6

7

Layouts

Synthetic multipanel images

Figure 12: An example of the generation process for the layouts and synthetic multipanel images. When a new
random subfigure position is determined, a new layout is formed. Based on the layouts, we position subfigures
sequentially on a blank canvas according to a fixed order in each layout to create a synthetic multipanel image.

3

0
1 2

4

5
6

7 Question 1: Do all the 
subfigures contain the same 
food item?
Question 2: What food is 
shown in the top right 
subfigure?
Question 3: Which subfigure 
contains cake? a) second in 
the middle row b) first in the 
bottom row c) top right d) 
bottom left

Synthetic 
multipanel imagesLayouts

…
… …

Real-word multipanel images

MultipanelVQA

Questions for one
multipanel image

 (example)

5

41

6
72

3

0

Original multipanel image

Augmented multipanel image

Less subfigure 
visual similarity

Larger subfigure size

Background added Visual text hint added

Question:
Is there a car on the laptop screen in the 

subfigure (Figure 0) located between the top left 
and bottom left? (please answer yes/no)
Answer:

No.

(i)

3

0
1 2

4

5
6

7 Question 1: Do all the 
subfigures contain the same 
food item?
Question 2: What food is 
shown in the top right 
subfigure?
Question 3: Which subfigure 
contains cake? a) second in 
the middle row b) first in the 
bottom row c) top right d) 
bottom left

Synthetic 
multipanel imagesLayouts

…
… …

Real-word multipanel images

MultipanelVQA

Questions for one
multipanel image

 (example)

5

41

6
72

3

0

Original multipanel image

Augmented multipanel image

Less subfigure 
visual similarity

Larger subfigure size

Background added Visual text hint added

Question:
Is there a car on the laptop screen in the 

subfigure (Figure 0) located between the top left 
and bottom left? (please answer yes/no)
Answer:

No.

(ii)

Figure 13: Example for (i) a multipanel image with subfigure captions including sequential numbers and (ii) a
question and answer where the question explicitly refers the subfigure caption (highlighted “Figure 0").
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