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Abstract

Learning from Label Proportions (LLP) is a learning problem where only aggregate
level labels are available for groups of instances, called bags, during training, and
the aim is to get the best performance at the instance-level on the test data. This
setting arises in domains like advertising and medicine due to regulatory guidelines
concerning privacy. We propose a novel algorithmic framework for this problem
that iteratively performs two main steps. For the first step (Pseudo Labeling) in
every iteration, we define a Gibbs distribution over binary instance labels that
incorporates a) covariate information through the constraint that instances with
similar covariates should have similar labels and b) the bag level aggregated label.
We then use Belief Propagation (BP) to marginalize the Gibbs distribution to obtain
pseudo labels. In the second step (Embedding Refinement), we use the pseudo
labels to provide supervision for a learner that yields a better embedding. Further,
we iterate on the two steps again by using the second step’s embeddings as new
covariates for the next iteration. In the final iteration, a classifier is trained using
the pseudo labels. Our algorithm displays strong gains against several SOTA
baselines (up to 15% AUROC) for the LLP Binary Classification problem on
various dataset types - tabular and image. We achieve these improvements with
minimal computational overhead above standard supervised learning due to Belief
Propagation, for large bag sizes, even for a million samples.

1 Introduction

Learning from Label Proportions (henceforth LLP) has seen renewed interest in recent times due
to the rising concerns of privacy and leakage of sensitive information [3, 5, 39, 13, 37]. In the LLP
binary classification setting, all the training instances are aggregated into bags and only the aggregated
label count for a bag is available, i.e. proportion of 1’s in a bag. Features of all instances are available.
This can be seen as a form of weak supervision compared to providing instance-level labels. The
main goal is learn an instance wise predictor that performs very well on the test distribution.

There are two sources of information that can help in predicting the instance wise label on the training
set. One is the bag level label proportions that are provided. The other source of information is
indirect and comes from the fact that any smooth true classifier would likely assign similar labels to
instances with similar covariates or feature vectors. Covariate information of instances belonging
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Figure 1: 12 instances placed equally into 3 bags. Step-1: On the k-nn graph induced by the covariate
embeddings we perform belief propagation to obtain pseudo-labels that respect edge constraints
and bag constraints. Then in Step-2 we fit a MLP to the instance pseudo-labels and bag aggregate
label. Embedding learned in an intermediate layer is used to further refine the k-nn graph in Step-1.
(Figures best viewed in colour)
to the bags are explicitly given. Some of the current methods [37, 3] propose to fit the average
soft scores over a bag, predicted by a deep neural network (DNN) classifier, to the given bag label
proportion. There is another class of approaches that seek to train a classifier on instance level loss
obtained using some form of pseudo labeling [18, 39].

Our work builds on the idea of forming pseudo labels per instance. Our key observation is that one
could utilize two types of information: bag level constraints and covariate similarity information in
an explicit way. To realize this, we take inspiration from coding theory for communication systems
[19, 16], where one of the fundamental problems is to decode an unknown message string sent by
the encoder using only parity checks over groups of bits from the message. Parity checks provide
redundancy that battles against noise/corruptions in the channel. The state of the art codes [19]
are decoded using Belief Propagation [24] on a factor graph where message bits are variable nodes
(whose "label" is to be learnt) and parity checks form factor nodes (that constrain the sum of bits in
the parity checks to be odd or even). Sum-product belief propagation is used to learn the marginal
soft score on the each of the message bits.

Motivated by the above connection, we propose a novel iterative algorithm that has two stages: We
use an existing embedding to learn pseudo-labels and then use the learnt pseudo labels to refine
embeddings and we iterate this procedure with new embeddings. Our central approach is described
in Figure 1. We outline our contributions in detail below:

1) We draw a parallel between the LLP problem and the parity recovery problem for pseudo labeling.
The labels of instances are bits of the message and parity checks are the bag level counts (more
general than just parity). We adapt this analogy naturally to form a Gibbs distribution that enforces
the bag constraints. To obtain further redundancy, we exploit covariate information, where, for
every pair of instances that are in the K-nearest neighborhood of each other, we force their binary
labels to be similar, i.e. another "parity constraint" is added to the Gibbs distribution. As can be
seen in a cartoon depiction in step 1 of Fig. 1, the nearest neighbors induce similar labels (colors).
Then, we do a sum product Belief Propagation (BP) to obtain marginal pseudo labels. To the best of
our knowledge, ours is the first work at making this connection between the information theoretic
approach of recovering messages from parity and the LLP problem.

2) Our novelty in the second stage is to utilize thresholded soft pseudo labels to provide full super-
vision to learn a new embedding. However, we observe that after marginalization thresholded soft
labels may violate bag constraints. Therefore, we use a novel Deep Neural Network architecture that
has 1) instance head giving rise to an instance level loss involving the thresholded soft pseudo label
and 2) bag level head formed by pooling the penultimate layers’s representations of instances within
a bag giving rise to a loss between bag proportions and predicted bag level proportion. We call the
final loss as Aggregate Embedding loss. This loss is used to train the penultimate layer embedding.

3) We iterate the above two steps by using the embedding obtained in the previous step as features. We
show that our iterative two stage algorithm, finally produces instance level predictions that outperform
a number of LLP baselines including DLLP [3] by wide margins. Improvements obtained are upto
15% on standard UCI classification datasets. We outperform the baselines by upto 0.8% on a large,
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challenging Criteo dataset and upto 7% on image datasets. Our methods mostly outperform most
baselines in the large bag regime (upto 15%gains for bag size � 512 ) where supervision is very
weak. It is worth noting that on bag size of 2048 there are only a maximum of ~20 bags on the
datasets and yet our method does not display significant degradation in performance. Our ablations
show that remarkably 1-NN achieves most of the gains relative to using k-NNs in the pseudo labeling
step (Section A.1.1). We find that reducing percentage of KNN constraints (to 50%) registers a
significant drop in test metrics underscoring the importance of ’parity checks’ from covariate nearness
(Section 6.2) We provide many other ablations that validate different components of our approach
(Section 6 and Section A.1).

2 Related Work

Learning from Label Proportion (LLP): Quadrianto et al. [28] use kernel methods under the
assumption of class conditioned independence of bags. Yu et al. [36] were one of the first to tackle
the problem and present theoretically backed /SVM, a non-convex integer programming solution.
This is computationally infeasible on large sized datasets we use. Patrini et al. [23] introduced a fast
learning algorithm that estimates the mean operator using a manifold regularizer while providing
guarantees on the approximation bounds. Scott and Zhang [32] provide an approach that use Mutual
Contamination Models which provides some form of weak supervision. The method does not scale
to large number of training instances. Several recent methods have been introduced to learn from
bagged data. Poyiadzi et al. [26] propose an algorithm that uses label propagation, i.e. iterative
damped averaging of neighbors labels where neighbors are decided based on some similarity measure.
Every node is set to the proportion of ones from the bags they participate in at the beginning. This is
closest in spirit to ours. However, we always impose bag level constraints and covariate information
through a joint Gibbs distribution and use BP to marginalize it followed by an embedding refining
step. Poyiadzi et al. [26] provide results on Size-3 Bags and Size-100 Datasets and their algorithm
requires extensive compute for inversion of a kernel matrix. Ardehaly and Culotta [3] use deep neural
networks to tackle the LLP problem show very good empirical performance. When bag size is large
their method degrades significantly. Tsai and Lin [34] use covariate information in the form of a
consistency regularizer that modifies the decision boundary. The work does not perform well at larger
bag sizes and is computationally expensive for large datasets. Zhang et al. [39] use forward correction
loss to draw parallels to learning from label noise. The method does not converge well for smaller
bags. Busa-Fekete et al. [5] is a very recent work approaching the problem by providing a surrogate
loss. We further elaborate on our baselines in section A.4.

Belief propagation in decoding error correcting codes has a long history. There is a related problem
of learning from pooled data which has a group testing flavor. We review these in the supplement.

3 Problem Setting and Overview of Our Solution

Consider a supervised learning dataset D = {(xi, yi)mi=1} where xi 2 Rd
, yi 2 {0, 1}. The

instance wise labels yi’s are not explicitly revealed to the learning agent. There are a set of "bags"
B = {S1 . . . Sn} that contains subsets Si ✓ [m] and for each Si, bag level counts y(Si) =

P
j2Si

yj .
In this work, we will consider the case of disjoint bags, i.e. Si \ Sj = ;. Let the vector of bag level
counts be [y(S1) . . . y(Sn)] = y(B). In this work, we consider the following problem:

Given the covariates ({xi}mi=1), information about bag compositions (B) and bag level counts of
labels (y(B)), our aim is to learn a classifier f : Rd ! {0, 1}, f 2 F such that the loss `(·) on the
test distribution E(x,y)⇠P[`(f(x), y)] is minimized. Here, F is the set of classifiers we would like to
optimize over. We term this as learning from label proportions problem.

Our main contribution to this above problem is an iterative procedure that repeats two steps: a) Pseudo
Labeling obtained through Sum-Product Belief Propagation that uses a Gibbs distribution capturing
covariate information and bag level constraints and b) Learning a better embedding that uses training
signals from an instance level predictor on top of the embedding that fits pseudo labels while using
the same embedding over multiple instances to simultaneously predict bag level proportions. Then,
in the next iteration we use the embedding learnt in the second step instead of original covariates
and perform the two steps again. In the last iteration, we simply obtain an instance level predictor to
score on the test dataset. Our complete approach is given in Algorithm 1.
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Algorithm 1 Iterative Embedding Refinement with BP and Aggregate Embedding

Input: Covariates D = {xi}, Bag Information B = {S1, S2 . . . Sn}, Bag Label Counts
{Y (S)}S2B. Parameters k,�s,�b, T, L, L

0
, ⌧, �d, k(·, ·), d(·, ·)

Output: Soft Classifier fL(·)
Set Covariates {zi} {xi}
for r  0 to R do

(Pseudo Labeling Step)
Initialize node and Pairwise potentials hi, Ji,j for Belief Propagation as in (3) using {zi}.
{Pr(yi)} SUM-PRODUCT-BP({hi}, {Jij}).
Obtain Hard Labels: yri  1Pr(yi)>⌧ .

(Train embedding with instance and bag losses)
Train the DNNs fL(·), gL(·)(instance and bag loss heads) using hard labels {yri } and bag level
labels using LAgg�Emb loss as in (9).

Set Covariates {zi} {fL0(xi)} (Update Embedding)
end for
Output: Return the function fL(·). (Obtain instance label predictor)

4 Details of our Algorithm

4.1 Step 1: Obtaining Pseudo-Labels through Belief Propagation (BP)

Now, we describe the first step that involves obtaining soft labels from the bag constraints and
covariate information. To this end, we form a Gibbs distribution whose energy function captures
two-fold information: a) bag level constraints and b) label similarity when two points are nearby.

Gibbs Distribution from Bag level constraints and covariate information: The bag level con-
straints are penalized using a least squares loss between sum of all labels in the bag and the count
given by (

P
j2Si

yj � y(Si))2. When two points are close in some distance measure, we would like
to make sure their labels are close. In order to capture this, for every point xi we form k-nearest
neighbor set Nk(xi) with respect to a given distance function d(x, x0), with xj added to Nk(xi) if
d(xj , xi)  �d. If xj 2 Nk(xi), we use the least squares penalization (yi�yj)2. We also use a kernel
function k(x, x0) that scales the least square penalization due to nearness. In most of experiments,
we fix d(x, x0) to be the cosine distance or euclidean distance. Choices of k(·) are Matern Kernel and
RBF kernels.

We define the Gibbs distribution below for the entire dataset D given by:

P�b,�s(y1..ym) / exp

0

@��b

X

Si2B

(
X

j2Si

yj � y(Si))
2 � �s

X

xi,xj2D,xj2Nk(xi)

k(xi, xj)(yi � yj)
2

1

A

(1)

This is an Ising model with pairwise potentials and node potentials (external field). We note that
both the terms are invariant upto a shift in yi by a constant. Therefore, transformation to {+1,�1}
through y

0
i = 2yi � 1 would only scale �b,�s by a factor of 4. Therefore, the energy function in

terms of {+1,�1} upto a universal scaling is identical to that of {0, 1}. Hence, we will remain in
{0, 1} and state the pairwise and node potentials.

Observing that y2i = yi and the fact that constant terms in the energy function would not affect the
distribution (due to normalization), we can rewrite (1) as:

P�b,�s(y1 . . . ym) / exp

0

@
X

i2[m]

yi

2

4
X

S2B:i2S

�b(2y(S)� 1)� �s

X

x2Nk(xi)

k(xi, x)

3

5+

X

i 6=j

yiyj

⇥
2�sk(xi, xj)(1xj2Nk(xi) + 1xi2Nk(xj))� 2�b|S 2 B : (i, j) 2 S|

⇤
1

A (2)
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Remark: We note that not all pairwise terms are present. If two points are not in K-NN neighborhood
of each other and if they don’t belong together in any bag, then there would be no pairwise term
corresponding to it. In our experiments, we consider the case where Bags are disjoint and non
overlapping. Therefore, every instance i participates in only one bag. Use of K-NN and small disjoint
bags creates only linear number of terms in the Gibbs distribution.

Pairwise and Node potentials: This is an Ising model P(y) / exp(
P

yihi +
P

i 6=j yiyjJi,j) with
node potentials and pairwise potentials given by:

hi =
X

S2B:i2S

�b(2y(S)� 1)� �s

X

x2Nk(xi)

k(xi, x) (3)

Ji,j = 2�sk(xi, xj)(1xj2Nk(xi) + 1xi2Nk(xj))� 2�b|S 2 B : (i, j) 2 S| (4)

Obtaining Pseudo Labels using sum-product Belief Propagation(BP): We use the classical sum-
product Belief Propagation [19] on (2) to approximate the marginal distribution P�s,�b(yi). We briefly
describe the algorithm, At every round t, node i passes the following message mt

j!i(yi), yi 2 {0, 1}
to every node j : Ji,j 6= 0 given by:

m
t
j!i(yi) =

X

yj2{0,1}

exp(yihi) exp(Ji,jyiyj)
Y

k 6=i:Jk,j 6=0

m
t�1
k!j(yj) (5)

Here, mt�1(·) represents the message passed in the previous iteration. After T rounds of message
passing, we marginalize by using the following (and further normalizing it):

P(yi) / exp(yihi)
Y

j:Ji,j 6=0

mj!i(yi) (6)

Implementation: We denote SUM-PRODUCT-BP({Ji,j}, {hi}) to be the sum product belief propaga-
tion function that implements T rounds of (5) and (6). We use PGMax package [40] implemented in
JAX [4] where we just need to specify the potentials Ji,j and hi.

4.2 Step 2: Embedding Refinement Leveraging Pseudo Labels

We observe that (1) uses covariate information by exploiting nearness using nearest neighbors induced
by a distance function d(x, x0) and using a kernel k(x, x0). We now provide an iterative method to
refine representation xi such that points with same true labels are brought together progressively
although only bag level labels are available. We start with the original features {xi} given to the
algorithm (this could already be an embedding obtained from another self-supervised module or any
other unsupervised training method like auto encoding).

Learn marginal Pseudo Labels: We first identify pseudo labels P�s,�b(yi) by applying
SUM-PRODUCT-BP on hi, Jij obtained from {xi}’s. We expect the pseudo labels not to be perfect
since it operates on only bag level information and covariate similarity information.

Learning Embedding using Pseudo Labels: Let us consider a deep neural net (DNN) classifier
(with L layers) of the form given below:

fL(x) = softmax(WT
L �L�1(WL�1�L�2(· · ·�1(W

T
1 x + b1)) + bL�1) + bL) (7)

where �` represents a coordinate wise non-linearity (like Relu function), W` 2 Rd`⇥d`�1 , ` 2 [1 : L]
represents a weight matrix at the `-th layer that multiplies the representation from the ` � 1 layer
of dimension d`�1 and b` represents the biases added coordinate wise to the output which is d`

dimensional. In our work, we focus on binary classification where dL = 1 and d0 = d (input feature
dimension). We call fL(·) the instance loss head.

One option is to just fit fL(xi) to the information from Pseudo labels P�s,�b(yi) at the instance level.
However, it may not be consistent with the bag level labels in the expected sense. So we impose
bag level constraints by first average pooling third to last layer output fL�2(x) across instances
x 2 S where S is a bag of instances. Then, we have one more hidden layer on top of this pooled
representation to finally produce a soft score for the bag proportion. We call this the bag loss head
and it produces the following soft score for a bag of instances S ✓ B:

gL(S) = �L

⇣
V

T
L

⇣
�L�1

⇣
V

T
L�1Avg Pooling[{fL�2(xi)}i2S] + b̃L�1

⌘
+ b̃L

⌘⌘
(8)
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We define two loss functions that learns fL�2(z) representation to simultaneously be consistent with
1) the bag label proportion through the average pooling operation in (8) and 2) the other one that makes
it consistent with hard labels obtained by thresholding soft pseudo labels given by y

0
i = 1P�s,�b

(yi)>⌧ ,
where 1E is the indicator function when event E holds.

The composite loss function is given by:

LAgg�Emb(S) =
X

i2S

CE
�
fL(xi), {y0i }

�
+ �aCE

✓
gL(S),

y(S)

|S|

◆
(9)

Here, CE is the cross entropy loss. We call this composite loss function LAgg�Emb the aggregate
embedding loss function.

4.3 Iterative Refinement

We take the representation computed at some layer L0
< L (denoted by fL0(x)) and apply the

belief propagation (SUM-PRODUCT-BP) again where covariates are given by {zi = fL0(xi)}. We use
L
0 = L � 2. Then, let the new pseudo labels obtained be P1

�s,�b
(yi) using {zi} as covariates. We

obtain hard labels from thresholding pseudo labels by ⌧ to obtain y
1
i = 1P1

�s,�b
(yi)>⌧ We again fit

similar DNNs (fL, gL) by using LAgg�Emb to the new hard labels {y10} and the bag level labels
{y(S)}. In principle, we could iterate it several times to refine embeddings progressively but we stop
when the new iteration does not clearly improve performance on validation set. Refer to the section
A.2.2 for analysis on convergence of our method in 1-2 iterations. When we test on instances, we
always remove the bag level head gL(·) and test it with just the soft score fL(x). We describe the
iterative procedure in Algorithm 1.

5 Experiments

We perform extensive experimentation on four datasets. We follow the standard procedure of creating
disjoint random bags where we sample instances without replacement from the training set, and keep
repeating this for each bag, bag-size: k number of times.

1. Adult Income [7] [14]: Classification task is to predict whether a person makes over $50K a year
based on the provided census data of 14 features. The dataset is split 90-10 as train-test and 10% of
train is used as a hold out validation following Yoon et al. [35]

2. Bank Marketing [7] [21]: The task here it to predict if the client will subscribe a term deposit
from 16 features. Data is split as 2

3 - 13 train-test split. We further use 1
3 of the training set as a hold-out

validation set.

3. Criteo [15]: 1 week of ad click data to predict CTR with 39 features. We sample non-overlapping
sets of 1 million, 200k and 250k instances to form train, validation and test datasets. Note that Criteo
is a very challenging benchmark with only +2% AUROC improvement shown in the last 7 years [1]

4. CIFAR-10 [11] 60K images with 10 classes. CIFAR-B: We assign label 1 to all Machine classes
(0,1,8,9) and label 0 to all Animal classes (2,3,4,5,6,7). In this dataset, 40% of all instances belong to
the positive class. CIFAR-S: All instances belonging to the class Ship are assigned label 1 and all
other instances are assigned label 0. This dataset has 10% positive instances.
We use the standard Train-Test splits for these 2 datasets. We use 10% of the data from the Train Set
as Validation Set to tune our hyperparameters.

We compare our method against several top LLP Baselines; namely DLLP [3], EasyLLP [5], GenBags
[30], LLP-FC [39] and LLP-VAT [34] described in detail in appendix section A.4

5.1 Experimental Setup

We optimize our algorithm, using hyperparameters �s,�b 2 [10�4
, 200], k 2 [1, 30], T =

[50, 100, 200], ⌧ 2 (0, 1),MLPLR 2 [10�6
, 1],MLPWD 2 [10�12

, 10�1],�a 2 [0, 10], �d 2
[10�4

, 1], BatchSizetrain = [2, 4, 8, . . . 4096, 8192], tuned using Vizier [33] to achieve the best
Validation AUROC score. Illustrative values of best hyperparameters for various experiments are
given in appendix section A.6. We then report the corresponding Test AUROC % averaged over 3
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Table 1: Performance (Test AUROC) on UCI Tabular Datasets on Bag Sizes 8, 32, 128, 512, 1024,
2048 against major baselines. Instance-MLP performance on Adult is 90.30 (0.08) and on Marketing is
86.62 (0.06). Ours-Itr-n refers to our method run for n iterations.

Bag Size: 8 32 128 512 1024 2048
Dataset: Adult
DLLP 89.19 (0.32) 87.52 (0.46) 85.87 (0.91) 82.95 (1.37) 63.48 (2.41) 62.58 (2.18)

EasyLLP 88.68 (0.48) 87.51 (0.76) 75.59 (0.84) 66.02 (1.72) 61.65 (1.01) 63.21 (3.53)

GenBags 89.22 (0.32) 87.72 (0.34) 86.43 (0.28) 84.00 (0.26) 83.52 (0.91) 80.07 (0.90)

Ours-Itr-1 89.32 (0.26) 87.75 (0.32) 86.70 (0.31) 84.97 (0.43) 83.61 (0.49) 84.69 (0.76)

Ours-Itr-2 89.47 (0.29) 87.82 (0.33) 86.87 (0.39) 84.01 (0.34) 83.88 (0.55) 84.95 (0.69)

Dataset: Marketing
DLLP 84.49 (0.70) 82.65 (0.94) 79.69 (2.03) 70.36 (0.64) 66.39 (2.43) 65.60 (3.21)

EasyLLP 83.63 (0.34) 82.87 (0.72) 75.05 (3.29) 68.97 (2.76) 50.23 (1.21) 50.12 (0.55)

GenBags 85.26 (0.42) 83.15 (0.34) 79.74 (0.50) 69.29 (0.92) 64.82 (3.10) 58.43 (4.31)

Ours-Itr-1 85.76 (0.26) 84.18 (0.33) 82.71 (0.44) 77.71 (0.46) 80.56 (0.55) 78.63 (0.83)

Ours-Itr-2 86.26 (0.31) 84.23 (0.45) 82.46 (0.35) 81.68 (0.77) 81.66 (0.61) 81.01 (0.92)

trials and report the sample standard deviation in parenthesis throughout our tables. We perform the
same setup for all our baselines. Best number is reported in bold and 2nd best is reported in underline

We also run the same MLP on true instance labels. This provides an upper bound to the performance
that we can reach using aggregated labels. We report this number for each dataset at the table heading.
We use an MLP with 5 Hidden Layers with relu activation and the following number of hidden units:
[5040, 1280, 320, 128, 64] for our 2nd Step. The final layer has sigmoid activation. We use Adam
optimizer and Binary Cross Entropy Loss for all our datasets. We use the same MLP for all relevant
baselines as well. We report main results using k(·, ·) = Matern and d(·, ·) = Cosine.

We perform experimentation on 6 bag sizes: 8, 32, 128, 512, 1024, 2048. All experiments were
performed on a single NVIDIA V100 GPU. We provide further implementation details and the
experimental details for the baselines in the supplementary section A.5

5.2 Performance Analysis

We compare the performance of our method with several baselines on all the datasets. Ours-Itr-n
refers to our method run for n iterations.

We use the original features as is for the 2 UCI Datsets with 14 features for Adult Dataset, and 16
features for Marketing Dataset respectively.

Table 1 shows the performance of our method on the two UCI datasets across 6 bag sizes. We make
four observations. First, for lower bag size (8, 32) our method almost bridges the gap with the instance
level performance. Second, the second iteration of our method almost always improves performance
over the first iteration across both datasets. Third, we are able to consistently outperform all the
baselines across all bag sizes in both datasets. Finally, in large bag regime, our methods perform
even better. For instance, with bag sizes 1024 and 2048, we are close to 15% better compared to the
nearest baseline DLLP.

In Table 2 we compare our method with other baselines on the Criteo dataset.2 We use the self-
supervised method MET [20] to generate embeddings for Criteo dataset to obtain better initial
embeddings.This is because most of the features in Criteo are categorical and some of them have large
number of categories rendering naive one-hot encoding very intractable. For fairness and consistency
we use MET embeddings as input for all the baselines we compare against as well.

Our method scales really well for 1 million samples with negligible computational cost for the sum-
product BP step. Criteo is an inherently harder dataset to work with due to high feature dimensionality
and most of them being categorical. Over the last 7 years, the dataset has seen a 2% improvement
in AUROC while our method is able to produce a 0.8% improvement over DLLP. Similar to the
previous tabular datasets, we also observe here that the iteration seem to help improve performance.

2We were not able to run BP on Criteo for large bag sizes since we ran into integer-overflow issues. It will
take some time and perhaps even involved changes to the underlying PGMax library code to resolve them to
accommodate large number of factors
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Table 2: Performance (Test AUROC
scores) on Criteo-1M on Bag Sizes 8, 32,
128 against major baselines. Instance-
MLP performance on Criteo is 75.86 (0.04)

Bag Size: 8 32 128
Dataset: Criteo
DLLP 74.11 (0.09) 72.86 (0.01) 70.99 (0.01)

EasyLLP 70.77 (0.92) 68.42 (0.62) 62.87 (1.50)

GenBags 73.34 (0.01) 71.32 (0.77) 70.39 (0.46)

Ours-Itr-1 74.96 (0.23) 73.36 (0.33) 70.45 (0.51)

Ours-Itr-2 74.97 (0.24) 73.43 (0.61) 70.81 (0.44)

40 45 50 55 60 65 70 75 80 85 90 95
AUROC %

10%

50%

100%

Bag Size 8

40 45 50 55 60 65 70 75 80 85 90 95
AUROC %

10%

50%

100%

Bag Size 512

Figure 2: Comparison of the performance on adding
different percentage of neighbours on Marketing on bag-
size 8 and 512

Table 3: Performance (Test AUROC scores) on Image Datasets on Bag Sizes 8, 32, 128, 512, 1024,
2048 against major baselines. * denotes SVD did not converge error (while obtaining noisy labels),
! denotes Out of Memory Error. &: Validation performance of first iteration of our algorithm was
clearly superior. Instance-MLP AUROC on CIFAR-B is 96.58 (0.04) and on CIFAR-S is 95.06 (0.07)

Bag Size: 8 32 128 512 1024 2048
Dataset: CIFAR-B
DLLP 95.49 (0.18) 94.05 (0.09) 90.90 (0.06) 86.18 (0.67) 76.65 (2.62) 68.19 (1.75)

GenBags 95.32 (0.05) 93.40 (0.17) 88.97 (0.33) 84.30 (0.60) 82.73 (1.16) 75.22 (0.75)

EasyLLP 91.33 (0.43) 84.67 (3.35) 81.37 (2.28) 58.07 (13.91) 65.34 (5.51) 55.37 (9.62)

LLP-FC 90.19 (0.32) 88.53 (0.31) 82.46 (0.49) 80.12 (1.34) 78.89 (0.51) 73.25 (2.26)

LLP-VAT 93.79 (0.29) 91.38 (0.15) 88.22 (0.12) ! ! !
Ours-Itr-1 95.39 (0.21) 93.89 (0.18) 89.28 (0.35) 85.55 (0.85) 80.43 (1.51) 70.06 (1.03)

Ours-Itr-2 95.54 (0.22) 93.97 (0.21) 90.37 (0.27) 85.92 (0.45) & &
Dataset: CIFAR-S
DLLP 93.87 (0.11) 92.12 (0.24) 88.63 (0.51) 79.58 (1.34) 52.01 (8.56) 57.21 (6.50)

GenBags 92.36 (0.50) 90.10 (0.39) 86.78 (0.33) 82.69 (1.01) 68.45 (3.79) 60.43 (4.49)

EasyLLP 85.54 (1.006) 74.79 (2.17) 65.26 (3.51) 61.57 (9.88) 62.46 (5.21) 52.32 (3.04)

LLP-FC * 85.58 (0.31) 80.59 (0.56) 75.62 (1.21) 65.75 (2.36) 63.76 (1.26)

LLP-VAT 90.10 (0.49) 83.20 (0.16) 64.76 (3.06) ! ! !
Ours-Itr-1 93.53 (0.39) 91.29 (0.36) 88.17 (0.59) 83.49 (1.53) 74.45 (2.58) 71.01 (2.21)

Ours-Itr-2 93.64 (0.31) 91.31 (0.33) 88.31 (0.41) 84.30 (1.28) & 71.17 (2.13)

In Table 3 we report performance on the CIFAR image dataset. We use the SimCLR [6] contrastive
learning method to obtain unsupervised embeddings for our experiments on the Image Datasets. We
use SimCLR embeddings as input for the relevant baselines we compare. Among the 2 image datasets,
CIFAR-S has a large label skew. Our methods outperforms all baseline for CIFAR-S in the large
bag size regime (BagSize � 512), where the performance of all other methods drop significantly.
Specifically, we outperform DLLP by upto 20% and GenBags by upto 7%. For small bags, our
method performs comparable to the best baseline.

Only for CIFAR-B that has label balance, GenBags is better than our method for larger bag sizes
while DLLP outperforms slightly for lower bag sizes. However, even in this case, our method is
competitive (close second mostly) with the best across bag sizes.

6 Ablations

Here we provide ablations regarding the two most important ideas in our algorithm: 1) Nearest
neighbor based nearness constraints and 2) Aggregate Embedding. Due to space constraints, we do
provide a number of other ablations in the appendix regarding adding noise to embeddings (A.1.2),
hard vs soft thresholding of BP labels (A.1.3), performance change with different choice of kernels
(A.1.5) and distance functions (A.1.4) among others. In the supplement, we further report various
performance metrics of our algorithm such as performance of BP pseudo labels in itself compared to
ground truth (Section A.2.3) and convergence in very few iterations (typically 1-2) (Section A.2.2).

6.1 Time Complexity

For the problem we consider in the paper, we have two terms in the BP formulation: KNN based
nearness constraints and Bag constraints. There are m/B bags each having B

2 pairwise terms
giving rise to mB pairwise terms (here m is the dataset size and B is the bag size). Similar analysis
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Table 4: Time for various parts of our algorithm compared to time taken by DLLP on Criteo Dataset.
All time values are in seconds.

Criteo ⇠1m Samples
Bag Size DLLP Training Ours - Data Setup Ours - BP Ours - MLP Ours - Total

8 725.24 (142.59) 1993.47 (96.05) 695.34 (266.7) 679.26 (215.35) 3368.07 (466.34)
32 735.09 (207.50) 1970.05 (104.65) 1279.83 (278.75) 624.55 (187.30) 3874.43 (469.92)

128 568.00 (79.14) 2192.84 (189.90) 3590.73 (528.85) 588.00 (157.84) 6371.57 (727.31)

gives mk pairwise terms for the KNN constraints. So we have an Ising Model with O(m(B + k))
pairwise terms. Drawn as an undirected graph, the degree is linear in only B + k BP message passing
complexity per node per iteration is also O(B + k). Any implementation will only have this much
complexity per node per iteration of BP. JAX [4] implementation in PGMax [40] does an efficient
update for all nodes. This is line with increase in complexity of the BP step (Column 3) for Criteo
in Table 4. Additional wall clock time results and discussion (that shows linear scaling in bag size
for Adult dataset) is in the supplement section A.2.1, Table 5. This establishes the feasibility of our
method on larger datasets and larger bag sizes as well.

6.2 Importance of Nearest Neighbor constraints for BP

One of the main contributions in our algorithm is the usage of nearness of covariates to impose label
similarity constraints in the Gibbs distribution is an unsupervised manner. We show how essential it
is by removing a certain percentage of those constraints and studying degradation.

A good fraction of kNN constraints is necessary: As depicted in Figure 2, we show how for a good
fraction of instances neighbourhood information is essential for good performance of the pseudo
labeling step using the Marketing dataset. By simply retaining only 10% of the pairwise covariate
similarity constraints, we lose around 18% performance compared to when we use the entire set of
pairwise covariate factors. This highlights the importance of the covariate information usage in our
BP formulation.

6.3 Learning Aggregate Embeddings Helps

As we highlight in Figure 3, the addition of the additional bag loss head in our Aggregate embedding
loss in (9) pipeline helps improve performance across both smaller and larger bags. Our choice of
average pooling of different instances at bag level during the supervised learning provides the best
performance. We also note that we experiment with a much more complex choice for aggregation of
instances within a bag like using Multi-Head-Attention (MHA). This leads to slight degradation in
the instance wise performance. We describe the architecture for this choice in the supplement.
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Figure 3: Comparison of the performance on different types of the pooling for the aggregate-
embedding loss across different datasets for bag-size 512 for Adult and Marketing and bag-size 32
for Criteo, CIFAR-B and CIFAR-S at the end of iteration 1.

7 Conclusion

Thus we have provided a highly generalizable algorithm to perform efficient learning from label
proportions. We utilised Belief Propagation on parity like constraints derived from covariate infor-
mation and bag level constraints to obtain pseudo labels. Our unique Aggregate Embedding loss
used instance wise pseudo labels and bag level constraints to output a final predictor. We have also
provided an theoretical insight into why our approach works through varied ablations on different
components and extensive experimental comparisons against several SOTA baselines across various
datasets of different types. We will publicly release the source code after the review process.
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