Under review as a conference paper at ICLR 2023

IMPROVING PROTEIN-PEPTIDE INTERFACE PREDIC-
TIONS IN THE LOW DATA REGIME

Anonymous authors
Paper under double-blind review

ABSTRACT

We propose a novel approach for predicting protein-peptide interactions using
a bi-modal transformer architecture that learns an inter-facial joint distribution
of residual contacts. The current data sets for crystallized protein-peptide com-
plexes are limited, making it difficult to accurately predict interactions between
proteins and peptides. To address this issue, we propose augmenting the exist-
ing data from PepBDB with pseudo protein-peptide complexes derived from the
PDB. The augmented data set acts as a method to transfer physics-based context-
dependent intra-residue (within a domain) interactions to the inter-residual (be-
tween) domains. We show that the distributions of inter-facial residue-residue in-
teractions share overlap with inter residue-residue interactions, enough to increase
predictive power of our bi-modal transformer architecture. In addition, this data-
augmentation allows us to leverage the vast amount of protein-only data available
in the PDB to train neural networks, in contrast to template-based modeling that
acts as a prior.

1 INTRODUCTION

Compared to the experimental protein or protein small molecule structures, like those in PDB
(Berman et al., 2000), there is significantly less crystallized structures of protein-peptide complexes
which makes it difficult to build a model like AlphaFold in this setting. Given that amino acids
within and between domains share fundamental characteristics derive-able from Quantum Mechan-
ics, there should be a transformation that improves the predictive power of protein-peptide inter-
actions from purely intra-protein interactions. In principle, we want to determine the feasibility of
such transfer-ability methods by making simple augmentation of intra-protein residues to look more
like protein-peptide interactions. We take the augmentation as the cutting of a fake peptide sequence
from a protein sequence to obtain pseudo protein-peptide complexes derived from the PDB to mimic
that of the PepBDB (Huang et al., 2018).

This could generalize to more heterogeneous contexts such as multiple peptides interactions or pro-
tein domain interfaces, making it more general and applicable to a wider range of problems. By
learning the coupling information where covalent bonding patterns are muteable, our model can
generalize to different sequences and even different types of molecules made up of amino acids, i.e.
branching or cyclic peptides.

We frame our problem as classification via contact predictions of inter-facial residues of a peptide -
protein complex from sequence information alone, with the goal of predicting whether two residues
between a protein and peptide are within some Angstrom distance.

2 BACKGROUND

CASP (Critical Assessment of Techniques for Protein Structure Prediction) conference was initiated
in the early 90s to compare/develop the best computational techniques for in-silico prediction of
protein structure. In 2020s, they declared this problem generally solved with the advent of Deep
Learning techniques initially centered around template based models (Zhang et al., 2008), then
including RESNET architectures (Xu, 2017) from Computer Vision and finalized via a variation
of Large Language Models (LLM) seen in DeepMind’s AlphaFold (Senior et al., 2020) and
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Facebook’s Evolutionary Scale Models (Rives et al., 2019). The key take away was residue-residue
co-evolutionary couplings obtained from large Multiple Sequence Alignments (MSAs) contain
enough information to reconstruct 3D information of proteins with these new computational
techniques. There are generally two direct successor problems: crystal protein-protein/peptide
complex reconstruction and macromolecule dynamics i.e. computing equilibrium thermodynamic
state variables. We look to advance the first.

Macromolecule 3D reconstruction from amino-acid sequences beyond proteins remains a key
goal. Structure reconstruction initially centered around transforming predicted residue-residue
contacts information into an energy potential which is used to optimized a protein structure.
DeepMind was the first to do this in a end-to-end differentiable manner. Most recently, diffusion
models (Wu et al., 2022) have shown great reconstruction abilities.

We generalize the problem setting to obtaining inter residue-residue information from intra
residue-residue couplings.

3 METHODS

3.1 BI-MODAL TRANSFORMER

The bi-modal transformer, similar to (Lu et al.,2016), that takes in two inputs, the protein sequence
X, of length N and the peptide sequence X; of length M, both of which are tokenized into a
sequence of amino acids. The transformer uses the guided-attention mechanism to compute the
attention matrix between the protein and peptide sequences and at each layer, the protein and peptide
sequences are alternated such that at one layer the protein sequence embedding is updated with
respect to the peptide one, and the next vice versa.

In the first layer, the attention matrix, used to update the protein sequence, between the protein and
peptide sequences is computed as follows:

QK
Vi

Where Q),,, K;, V,, are the query, key, and value matrices for udpatinng the protein sequence, and dj,
is the dimension of key used to scale the dot-product attention.

Ay, = softmax( WV

The hidden representation of the protein and peptide sequences are obtained by concatenating the
attention matrices:

H, = concat(A, )

In the next layer, the attention matrix between peptide and protein is computed:

KT
Ay = softmax(Ql Ly,

NG

Where Q;, K,,, V; are the query, key, and value matrices for updating the peptide sequence.

H; = concat(A;,p)

And this process continues for a fixed number of layers.

Finally, the objective function is obtained by performing logistic regression on the concatenated
representation of the protein and peptide sequences:

Y = o(W[H,, Hj] +b)

Where W is the weight matrix, b is the bias term, and ¢ is the sigmoid function.
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The overall objective of the model is to maximize the likelihood of the correct interaction between
the protein and peptide sequences, given by:

L= gilogp(yilz:) + (1 - gi) log(1 — p(yil:))
i=1

where 7 is the number of examples, x; is the pair of protein and peptide sequences, and y; is the true
label indicating the interaction between the protein and peptide, which is defined as a 10 Angstrom
cutoff threshold.

3.2 EVALUATION METRICS

To compare the true and learned distribution of contacts, we use the softmax function on the sum
of the output of the model over all peptide residues for each protein residue to obtain a probability
distribution over protein residues indicating the propensity of this residue to be in contact with one
of the peptide residues. The softmax function is defined as:

M
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Where I; is the probability of protein residue ¢ interacting with any peptide residue, x; ; is the output
of the model for the interaction between protein residue i and peptide residue j, N is the number of
protein residues and M is the number of peptide residues.

Once we have the true and predicted probability distributions, we can use the Kullback-Leibler
divergence (KL divergence) to evaluate the goodness of the model. The KL divergence between two
probability distributions P and () is defined as:

N p
Dir(P||Q) =) Plog a’
i=1 v

This measures the dissimilarity between the true and predicted probability distributions. The lower
the KL divergence, the better the model is at reproducing the true distribution of contacts.

3.3 CREATING AUGMENTED PROTEIN-PEPTIDE COMPLEXES

We create the augmented protein-peptide dataset by obtaining protein structures from the Protein
Data Bank (PDB). For each structure, we calculate the distance matrix between all pairs of amino
acid residues:

D;; =||R; — Rj|
Where D; ; is the distance between amino acid residues i and j, R; and R; are the coordinates of
residues i and j respectively.

We then transform the distance matrix into a probability distribution over protein residues being in
contact with other residues by summing over one dimension of the matrix and performing a softmax:
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Where P; is the probability of protein residue i, D; ; is the distance between amino acid residues i
and j, N is the number of amino acid residues.

We then sample indices from this distribution, where the indices indicate where the protein will
be split. We also sample a uniform distribution from 10-50 amino acids in length to describe the
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length of the segment to be cut out from the protein. The protein is then concatenated together, with
the cutout segment becoming the pseudo-peptide sequence. From the full distance matrix and the
cutout segment, we can also calculate the pseudo-distance matrix. The training procedure weights
the augmented examples so as not to minimize solely the augmented examples proportionally to the
amount more than the PepBDB dataset. Roughly there are 7000 protein-peptides from PepBDB after
filtering out ones that are more than 500 amino acids and ones that contain additional compounds.

4 RESULTS

To evaluate the performance of our proposed method, we performed a series of experiments on a
dataset of protein-peptide complexes. Our goal was to assess the ability of our method to improve
contact predictions between the protein and peptide.

In our first experiment, we predict contacts between residues of proteins and peptides determined
at a 10 Angstrom distance threshold. We then apply gaussian smoothing with convolutional kernels
with all the filter weights set to the value of 1, which has the effects of smoothing out the contact
signals as the predictions can be sensitive to small changes in residue positioning.

As can be seen in Figure 1, the augmented data at times seems to help improve accuracy by moving
around contact groupings, sharpening the predictions, and refining the predictions. Although the
individual protein-peptide contact predictions are not always improved (there are cases where pre-
dictions are worse), from the test loss described below, in general, the prediction accuracy improves.

Take for instance the far-right predictions in Figure 1. The second to the left of the four shows a less
resolved cluster of lower probability contacts towards the top compared to the augmented model.
This indicates that the augmented models increase their confidence further from the true contact
labels.

In the middle four contact diagrams in contrast, the augmented models show higher probabilities
for some of the contact predictions which, retrospectively, accurately determines correct binding
regions. It also suggests that adding a certain amount of extra augmented training data can increase
accuracy further. However, certain precautions are necessary to make sure the model does not over
train on the most frequent set of augmented protein-peptide complexes. Adding more than 30000
augmented examples did not noticeably improve the test losses.

Figure 1: Predicted contacts (from left to right) of True, no augmented data, 20000 augmented
examples, and 30000 augmented examples. The X axis is ligand residue indices and the Y axis is
protein residue indices. Brighter yellow regions indicate higher probabilities of a residue-residue
contact between the peptide and protein.

In the second figure, we looked at the effects of data augmentation on test and validation loss. Some
complexes were similar to eachother, as measured by TMscore (Zhang et al., 2005), and if two
or more complexes are over a certain threshold, then they are made sure to be in either training,
validation, or test but not any other. This shows why the validation loss is slightly higher than
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Figure 2: Validation and test error for baseline (purple, orange), +20000 (red, blue), and +30000
(black, blue) augmented datasamples

the test loss. The augmented models outperform the baseline while the baseline admits a quick
downtrend in prediction accuracy due to the small size of the training set, while the augmented
models mediate this observation.

In another experiment, we comparing the KL divergence of contact distributions on the protein or
peptide. As discussed above, to obtain distributions over the sequences of residues we apply sum
over the peptide (or protein ) sequences and apply softmax to obtain a probability distribution over
protein ( or peptide) sequences which are compared via the Kullback-Leibler divergence. This is
shown in Table 1 in the appendix, which shows improvements in binding site distribution predictions
with the augmented data. Lower KL divergence indicates that the augmented data could be useful
to a degree, but care must be taken to not weigh the augmented samples too heavily during training.
We also note that aggregating the contact probabilities to a distribution over peptide residues may
be useful in deciphering which residues are most important for binding.

5 DISCUSSION

5.1 SUMMARY OF THE RESULTS

Our results show that by augmenting a bi-modal transformer network with pseudo protein-peptide
complexes derived from the PDB, we are able to improve predictions of contacts between protein-
peptide complexes and their binding site predictions slightly. This is an important step towards
a better understanding of the physics of amino-acid interactions, and especially in the design of
transfer learning methods capable of generalizing across heterogeneous amino acid complexes.

5.2 FUTURE RESEARCH

Future directions could include adding Multiple Sequence Alignments to the model, which may help
improve sequence embeddings by implicitly encoding evolutionary couplings intra-sequence wise,
with the goal of obtaining evolutionary inter-residue couplings between sequences.

Another direction would be to reconstruct protein-peptide complexes with these contact predictions
used as constraints to be satisfied.

Lastly, it necessary to derive a similarity scheme between augmented examples so that the models
do not over train on the most common augmented residue-residue contacts, which would ideally
mean we need not weight the augmented datasets loss by a decreasing factor.
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6 CONCLUSION

Our approach of augmenting a bi-modal transformer network with pseudo protein-peptide com-
plexes represents a novel method for predicting protein-peptide interactions with limited data access.
It highlights the efficiencies of data-augmentation of transfer-learning. In principle, this approach
is a form of data distillation, where knowledge is transferred from a conditional distribution to gen-
eralized joint distribution and is particularly useful in cases where the distribution of the data is
unknown or difficult to obtain, and maximum likelihood methods are limited by the lack of data.
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Figure 3: More predicted examples.

Figure 4: More predicted examples.

Table 1: KL Divergence of Contact Distributions
Augmented Samples Protein Peptide

0 14.1887 1.1070
20000 12.4109 0.8244
30000 13.2886  1.0330
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