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Abstract

Large language models (LLMs) must demon-001
strate human-level reasoning capabilities to fa-002
cilitate the broad adoption of machine learning003
in the legal industry. In pursuit of this goal,004
we introduce TortBench,1 a dataset for legal005
reasoning that contains a collection of court006
judgments on tort cases annotated by a legal ex-007
pert with summaries of legal explanations. We008
demonstrate how to formulate natural language009
explanation tasks to enhance the adoption of010
LLMs in the law domain. We test the reasoning011
capabilities of the most advanced LLMs and012
report the most frequent problems in their rea-013
soning abilities. We introduce a novel frame-014
work for detecting limitations in LLM legal015
reasoning, flagging critical errors that may lead016
to harmful consequences along with novel met-017
rics for benchmarking of reasoning capabilities.018
Our framework provides a foundation for future019
benchmarking and the continued improvement020
of legal reasoning in LLMs.021

1 Introduction022

In high-stake domains such as law, understanding023

the true rationales behind every prediction or re-024

commendation is crucial. Without grasping the025

root causes of recommended actions, the imple-026

mentation of automated systems in the legal indus-027

try remains doubtful. Legal cases, representing028

complex legal reasoning, are extensive documents.029

Consequently, legal firms often employ numerous030

paralegals and junior lawyers to synthesise and031

analyse these documents along with court practices.032

Detecting key points and effectively summarising033

case descriptions to make them relevant and under-034

standable are critical aspects of legal work, where035

omissions can lead to severe consequences. To036

generate pertinent summaries of legal texts, one037

must possess knowledge of logical reasoning, an038

understanding of legal principles and laws, and a039

1We will make this dataset publicly available upon accep-
tance.

human-level understanding of the connections be- 040

tween them. 041

Large language models (LLMs) have demon- 042

strated exceptional reasoning capabilities, compet- 043

ing for top performance metrics. For instance, the 044

technical report for GPT-4 highlighted its high rea- 045

soning abilities, being in the 88th percentile on the 046

LSAT exam (Achiam et al., 2023). GPT-4o was 047

also capable of addressing the open-ended Mul- 048

tistate Essay Exam (MEE) and Multistate Perfor- 049

mance Test (MPT) components, which demand 050

robust reasoning capabilities (Katz et al., 2024). 051

Meanwhile, Gemini has reported cutting-edge per- 052

formance on tasks involving understanding and 053

reasoning, positioning it alongside other advanced 054

models in the field. Gemini Ultra achieved an accu- 055

racy of 90.04% on the Multi-task Language Under- 056

standing (MMLU) benchmark, surpassing human 057

expert performance, which the benchmark authors 058

gauged at 89.8% (Team et al., 2023). 059

Our objective is to evaluate the reasoning capa- 060

bilities of advanced LLMs on legal texts specifi- 061

cally. To facilitate this, we first provide the Tort- 062

Bench dataset, a dataset of 143 complex legal texts 063

annotated by human expert with concise summaries 064

of legal reasoning, providing an overview of the 065

key points and logic used in a legal decision. This 066

dataset enables the community to assess and com- 067

pare the results of these models against human 068

analysis. Human-annotated summaries enhance 069

the review process and allow the exploration of 070

automated evaluation to assess the performance of 071

LLMs. 072

We introduce a novel domain-specific reasoning 073

framework designed to systematically evaluate the 074

legal reasoning capabilities of LLMs and identify 075

the most frequent deficiencies that may constrain 076

their applicability in legal practice. Furthermore, 077

we demonstrate that even the most advanced LLMs 078

remain significantly below the threshold required 079

to perform legal reasoning at a level necessary for 080
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professional legal work, underscoring the need for081

further refinement and domain-specific adaptation.082

2 Related Work083

Existing explanation generation approaches fall084

into three categories: rule-based, retrieval-based,085

and generative methods. Rule-based methods use086

predefined templates but require expert annota-087

tion and lack generalization across legal tasks.088

Retrieval-based methods extract relevant text from089

a corpus, ensuring predictable output but limiting090

expressiveness, especially when access to diverse091

case law is restricted. Generative methods leverage092

LLMs for explanation generation, offering more093

flexibility in producing explanations (Zhang et al.,094

2014; Wang et al., 2018; Chen et al., 2018; DeY-095

oung et al., 2019).096

One of the main challenges in explanation gen-097

eration is dataset formation. In order to train the098

models to generate explanations, the dataset with099

rationales should be sufficient to make a prediction100

(DeYoung et al., 2019).101

Most datasets used in natural language expla-102

nations are domain-agnostic. For example, The103

CoS-E dataset with natural language explanations104

for commonsense reasoning is built on top of CQA,105

a question-answering challenge targeting common-106

sense knowledge (Talmor et al., 2019). BoolQ is107

a dataset comprising of explanatory passages se-108

lected from Wikipedia with yes/no questions re-109

garding these passages (Clark et al., 2019). There110

is a dataset that can be used for biomedical data111

(Lehman et al., 2019). Due to complexity of le-112

gal language, existing datasets are not suitable for113

generating legal explanations.114

Research on legal language understanding has re-115

ceived more attention recently, although it remains116

highly dependent on publicly available datasets.117

In research on legal language understanding, sig-118

nificant attention was given to judgement predic-119

tion (Chalkidis et al., 2019; Malik et al., 2021;120

Medvedeva et al., 2021; Alghazzawi et al., 2022;121

Cui et al., 2022; Ma et al., 2021) and legal question122

answering (Do et al., 2017; Fawei et al., 2019; Kim123

et al., 2015; Kien et al., 2020; Zhong et al., 2020).124

Only few research papers are related to other legal125

tasks, e.g., legal text generation (Wu et al., 2020)126

or textual entailment.127

Most existing legal datasets for natural language128

understanding are designed to solve standard lan-129

guage tasks such as classification, prediction, and130

question answering (Chalkidis et al., 2022) or spe- 131

cific practical legal tasks (Guha et al., 2024; Fei 132

et al., 2023) . 133

Unlike general-purpose LLM benchmarks or 134

existing legal task benchmarks, our methodology 135

identifies unique reasoning deficiencies specific to 136

legal applications and introduces novel evaluation 137

techniques along with supporting dataset to demon- 138

strate existing limitations and drive advancements 139

in the field. 140

3 The TortBench Dataset 141

We introduce a dataset annotated with summaries 142

of explanations written by a legal expert, specifi- 143

cally focusing on a sample of appellate court judg- 144

ments from Caselaw, a dataset of U.S. courts con- 145

cerning tort cases (President and of Harvard Uni- 146

versity., 2024). We call our explanation-augmented 147

dataset TortBench, benchmark dataset for tort case 148

reasoning. It contains 143 legal cases, each care- 149

fully annotated to provide a clear, accessible under- 150

standing of complex legal decisions. The structured 151

annotations in our dataset are designed to elucidate 152

the pivotal issues and facts of each case. The ’issue’ 153

annotation briefly describes in several sentences the 154

main grounds of the case, presenting the core legal 155

questions or disputes being adjudicated. This com- 156

ponent is crucial, as it frames the legal context and 157

focal points of the judicial decision-making pro- 158

cess. Accompanying this, the Summary annotation 159

provides a brief description of the material facts 160

and the application of law to these facts. This part 161

of the annotation links directly to the issues and 162

presents a description that logically connects the 163

factual circumstances of the case with the applied 164

legal principles. For an example of the case text and 165

the corresponding annotation, refer to Appendix 9. 166

The application of tort law involves analyzing 167

complex fact patterns that often contain ambiguous 168

elements that require significant interpretation and 169

judgment. Each case typically presents a unique set 170

of facts in which specific details can greatly influ- 171

ence the application of the law, making tort cases 172

particularly suited for evaluating legal reasoning. 173

Lawyers and judges in this field must exercise a 174

high degree of reasoning when applying abstract 175

legal principles to specific circumstances. The na- 176

ture of tort law, with its intricate and variable fact 177

patterns, makes it an ideal domain for developing 178

and testing LLMs to understand legal cases and 179

provide legal explanations. 180

2



4 Prompt Selection181

Prompt selection is a critical step in experiments182

involving LLMs. This aspect is particularly per-183

tinent to reasoning tasks, where the formulation184

of the question may influence the outcomes. We185

developed five variations of prompts that convey186

the same task, albeit phrased differently. To ensure187

consistency, the phrasing used for human annota-188

tion was also included as one of the prompts for189

comparative analysis (Question 5).190

The primary objective of testing various prompts191

is to identify the most effective formulation for192

complex legal reasoning tasks. The goal is to gen-193

erate an optimal output that encompasses a com-194

prehensive summary of the case, coupled with a195

detailed description of the court’s judgment, di-196

rectly derived from the description of case issues.197

Each prompt includes references to the legal case,198

the main question, and a format guide. While the199

reference to the legal case and the formatting in-200

structions remained the same across all prompts,201

the question is different for each prompt.202

Our prompts have the following structure: Based203

on {text}, {question}, {answer format}.204

Question formulations:205

Question 1. Explain why the court came to this206

conclusion;207

Question 2. Describe what happened in the court208

case, and what the final verdict was;209

Question 3. Provide a clear summary of the main210

points and outcome of the court case;211

Question 4. Give a concise and easily under-212

standable overview of the court ruling, including213

the essential details;214

Question 5. Generate a plain English summary215

—- account in plain English of what happened in216

the case.217

These prompts aim to evaluate the models’ abil-218

ity to synthesize complex information into coherent219

and detailed summaries and analyses, reflecting the220

nuances and outcomes of legal cases.221

Additionally, the initial experiments aimed to222

assess whether the structure of the prompt signifi-223

cantly affects the outputs on complex legal reason-224

ing tasks. We applied the selected prompts to gen-225

erate explanations using GPT-4o on five randomly226

sampled legal cases. We detected four frequently227

occurring problems in the model output that can be228

summarized as follows:229

1. Misleading Generalization (MG) occurs when230

the model’s output, although generally accurate,231

omits critical facts or legally significant details that 232

are essential for forming a robust legal conclusion. 233

Such omissions can skew the reasoning process 234

and lead to conclusions that might not hold if all 235

relevant information was considered. For exam- 236

ple, AI Explanation (Figure 2) describes the facts 237

as, “Montanez was told all lines were dead by his 238

supervisor”. This description, while correctly re- 239

flecting Montanez’s statement, neglects to mention 240

that this statement was contested by the supervisor, 241

which the court recognized as a genuine issue of 242

fact. This omission is significant, as it overlooks 243

a pivotal aspect of the case, misleading the reader 244

about the disputed nature of the facts. 245

2. Incomplete Disclosure (ID) is identified when 246

the output from the model fails to comprehensively 247

address all relevant legal issues or facts or law nec- 248

essary for a thorough legal analysis, resulting in a 249

partial analysis. 250

3. False Representation (FR) occurs when the 251

model incorrectly portrays the facts or legal con- 252

text of a case, leading to a misinterpretation of the 253

legal scenario. In Figure 2, the AI explanation in- 254

correctly portrays the court’s decision as a final 255

judgement on the duty of care and adherence to 256

safety standards. In reality, the court determined 257

that these were matters containing substantial con- 258

flicting evidence, necessitating a jury’s evaluation. 259

The court reversed the summary judgment, em- 260

phasising that these complex issues, particularly 261

whether the defendant’s actions constituted negli- 262

gence, and if they breached safety codes, should 263

be thoroughly examined and decided in a trial set- 264

ting. This distinction is crucial, as it highlights the 265

preliminary nature of the decision and confirms 266

the jury’s essential role in resolving these factual 267

disputes, rather than a conclusive judgement. 268

4. Deficient Reasoning (DR) indicates a lack of 269

logical or legal coherence in synthesising the facts 270

and applying legal principles and rules. For exam- 271

ple, in Figure 3, the AI-generated answer states that 272

the Arkansas Supreme Court relied on testimony 273

and the circumstances of the accident to conclude 274

that the tractor driver’s actions were the proximate 275

cause of the accident. However, the connection be- 276

tween these elements and the final legal judgement 277

appears insufficiently explained. Additionally, it 278

does not elaborate on how the court addressed the 279

defendants’ plea of contributory negligence, which 280

was mentioned in the output of the model as one 281

of the issues. By not illustrating the reasoning 282
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Model BLEU ROUGE-1 ROUGE-2 ROUGE-L BERTScore (F1)
GPT-4o 0.03 ± 0.02 0.27 ± 0.05 0.09 ± 0.03 0.23 ± 0.05 0.84 ± 0.01
Gemini 0.02 ± 0.03 0.26 ± 0.06 0.08 ± 0.03 0.22 ± 0.05 0.84 ± 0.02
Llama-3.3 0.04 ± 0.03 0.30 ± 0.06 0.10 ± 0.04 0.24 ± 0.05 0.84 ± 0.01

Table 1: BLEU, ROUGE, and BERTScore results for GPT-4o, Gemini, and Llama-3.3.

behind the decision, especially in terms of how283

the evidence directly supports or contradicts the is-284

sues (such as contributory negligence and sufficient285

lookout), the summary fails to provide a logical286

bridge between the facts and the legal conclusions.287

To evaluate the performance of various prompts,288

we conducted a human evaluation. The evaluator289

was tasked with identifying the frequency of the290

problems described above in the outputs. During291

the review process, the prompts were anonymised292

to ensure that the expert is not biased by the293

prompts. The results are in Table 3. Our research294

revealed that Question 5 consistently produced out-295

puts with misleading generalisations across all test296

cases. For Question 4, the majority of outputs297

exhibited deficient reasoning. More than half of298

the responses to Question 3 contained an incom-299

plete description of the issue. No consistent pat-300

tern regarding these problems was observed in the301

responses to Questions 1 and 2. Notably, Ques-302

tion 1 demonstrated a less frequent occurrence of303

problems compared to others, and thereby it was304

selected as the prompt for further experiments.305

MG ID ER DR
Question 1 0 1 0 1
Question 2 1 1 0 1
Question 3 2 3 1 2
Question 4 2 1 3 4
Question 5 5 2 3 3

Table 2: Frequency of problems across different prompts

5 Experiments306

Our primary objective is to evaluate and compare307

the legal reasoning capabilities of state-of-the-art308

LLMs using zero-shot learning. We investigate309

whether these models are capable of generating310

human-like explanations of complex legal cases311

with all essential details from simple prompts with-312

out any prior specific training on similar tasks. We313

test a models’ ability to generate explanations us-314

ing a prompt with Question 1, across the following315

configurations:316

• Gemini-1.5-pro-001: Configured with de- 317

fault parameters: temperature = 0.9, top_p 318

= 1.0, top_k = 32, candidate_count = 1, 319

max_output_tokens = 8192. 320

• GPT-4o: Evaluated using its default settings. 321

• Llama-3.3-70B-Instruct: Evaluated using its 322

default settings without restricting the number 323

of output tokens. 324

6 Evaluation using Score Metrics 325

We evaluated the models using BLEU, ROUGE, 326

and BERTScore metrics across a dataset of 143 ex- 327

amples. In Table 1, we present the mean scores 328

along with their standard deviations for BLEU, 329

ROUGE, and BERTScore for GPT-4o, Gemini and 330

Llama-3.3. 331

Our findings reveal a significant discrepancy be- 332

tween the BLEU and ROUGE score and BERT- 333

Score, suggesting that BLEU and ROUGE are 334

not adequate metrics for this task. The mean 335

BERTScore for Gemini, GPT-4o and Llama-3.3 336

demonstrated the same value, with a small standard 337

deviation, indicating that these models are compa- 338

rable in generating explanations for complex legal 339

reasoning questions (Table 1). 340

For a more granular and practical approach to 341

evaluating LLMs, we introduce a novel framework 342

designed to systematically assess their performance 343

in legal reasoning tasks. 344

7 FIMD Evaluation Framework 345

Human evaluation is challenging in the legal do- 346

main due to the limited availability of qualified 347

human evaluators and the fact that the interpreta- 348

tion of laws is often shaped by the goals of the party 349

advocating a particular position. To address these 350

challenges, we propose an automated framework 351

for evaluating text generated by large language 352

models (LLMs) – FIMD Evaluation Framework. 353

This automated approach mitigates the influence 354

of subjective biases and ensures a consistent and 355

objective evaluation of generated legal content. Fur- 356

thermore, it provides a solution to the scarcity of 357
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Figure 1: FIMD Reasoning Evaluation Framework.

qualified human evaluators, who are often required358

to possess extensive expertise in law and related359

domains. By automating the evaluation process,360

our framework can significantly reduce the time361

and resources needed for thorough reviews, while362

maintaining the reliability and accuracy necessary363

for legal analysis.364

The proposed methodology is designed to sys-365

tematically detect instances of Misleading Gener-366

alisation (MG), Incomplete Disclosure (ID), False367

Representation (FR) and Deficient Reasoning (DR)368

in generated legal texts by employing a structured369

combination of contextual analysis, logical infer-370

ence, and advanced prompt engineering methods.371

7.1 Identifying Misleading Generalization372

(MG)373

The proposed methodology is divided into three374

primary stages: (1) removal of legal conclusions375

from the generated output, (2) generation of a list376

of possible legal conclusions from the generated377

issues and summary, and (3) detection of contra-378

dictions between the original conclusions and the379

generated conclusions.380

Removing Legal Conclusions. The first stage381

aims to isolate the factual and legal principles em-382

bedded in the generated output, ensuring that any383

pre-existing legal conclusions are effectively re- 384

moved. To achieve a high level of granularity, es- 385

pecially in cases where conclusions are not easily 386

identifiable through keywords or linguistic markers 387

and may be obscured by varying phrasing, a spe- 388

cially designed prompt is employed. This prompt 389

instructs the model to split the legal text into two 390

distinct components: (1) core information contain- 391

ing the facts and legal principles, and (2) the final 392

court conclusion. 393

The extracted core information is stored sepa- 394

rately from the identified conclusion, ensuring a 395

clear delimitation between descriptive content and 396

inferential statements. This stage is critical to main- 397

taining the neutrality and objectivity of the anal- 398

ysis, as it prevents subsequent steps from being 399

influenced by prior interpretations or biases. 400

Generation of Possible Legal Conclusions. 401

The second stage aims to derive a comprehensive 402

set of possible legal conclusions from the neu- 403

tralized content. To accomplish this, a Language 404

Model (LLM) is employed to infer potential con- 405

clusions based on the provided summary of facts 406

and laws. 407

A structured prompt is crafted to instruct the 408

LLM to analyze the input text and enumerate all 409

plausible legal conclusions. The prompt empha- 410
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sizes the need to base these conclusions strictly on411

the factual and legal descriptions provided, avoid-412

ing any unsupported or speculative inferences. The413

LLM processes the prompt and returns a list of in-414

ferred conclusions. This step ensures that a broad415

spectrum of potential interpretations is considered,416

capturing nuances that may lead to misleading con-417

clusions due to the omission of legally significant418

information in the generated summary.419

Contradiction Detection. The final stage420

involves comparing the generated conclusions421

against the original conclusions to identify any con-422

tradictions. Contradictions are defined as direct or423

implicit inconsistencies between the conclusions424

derived from the LLM and those articulated in the425

generated summary.426

A second prompt is designed to instruct the LLM427

to perform a comparative analysis. This prompt428

includes the original summary and the generated429

conclusions, with explicit instructions to identify430

and explain any contradictions.431

Misleading Generalization Score The Mislead-432

ing Generalization Score measures how often a433

model generates misleading conclusions. It is cal-434

culated as follows:435

MG Score =
Cases with Misleading Conclusions

Total Number of Cases
(1)436

A higher score indicates a greater tendency for437

the model to produce misleading legal interpreta-438

tions.439

7.2 Identifying False Representation (FR)440

The proposed methodology is divided into four441

primary stages: (1) Statement Extraction, where442

factual and legal statements are systematically ex-443

tracted from the generated output; (2) Question444

Generation, which involves creating a list of verifi-445

cation questions based on the extracted statements;446

(3) Ground Truth Retrieval, where answers to the447

questions from the previous step are extracted from448

original court judgement; and (4) Contradiction de-449

tection, which detects discrepancies between the450

generated output and the ground truth.451

Statement Extraction The first stage focuses on452

Statement Extraction, where all factual and legal as-453

sertions are systematically identified and extracted454

from the generated output. This process isolates455

every claim made by the model, whether it per-456

tains to facts or legal principles, ensuring that no457

component of the output is overlooked. By com- 458

piling a detailed list of these statements, this stage 459

sets the foundation for subsequent verification and 460

comparison. 461

Question Generation In the second stage, the 462

question generation process is employed to convert 463

the extracted statements into verification questions. 464

For each factual or legal assertion from the previous 465

step, a corresponding question is designed to assess 466

its accuracy. For instance, if the extracted statement 467

asserts, "The contract was signed under duress," 468

the generated question might ask, "Was the con- 469

tract signed under duress? What are the grounds?" 470

This systematic approach ensures a thorough and 471

precise evaluation of all statements extracted from 472

the generated output. 473

Ground Truth Retrieval The third stage, 474

Ground Truth Retrieval, involves sourcing answers 475

for each question formulated in the previous step. 476

These answers, referred to as Ground Truth, are 477

derived from the original court judgement. This 478

stage is critical to establish an objective benchmark 479

against which the extracted statements will be eval- 480

uated, ensuring the integrity and reliability of the 481

assessment process. 482

Contradiction Detection The final stage com- 483

pares the statements from the generated output with 484

the corresponding ground truth answers to iden- 485

tify any discrepancies. Each identified discrepancy 486

is analyzed and categorized based on the level of 487

agreement or divergence. Discrepancies are classi- 488

fied as either full discrepancies, where the gener- 489

ated output completely diverges from the ground 490

truth, or full alignments, where the generated out- 491

put and the ground truth are in complete agree- 492

ment. This classification provides a clear frame- 493

work for evaluating the accuracy and reliability of 494

the model’s output. 495

False Representation Score The False Repre- 496

sentation Score evaluates how frequently a model 497

generates outputs that contradict established legal 498

facts: 499

FR Score =
Contradictory Statements

Total Statements
(2) 500

A higher score indicates a greater risk of the 501

model misrepresenting legal facts, which can be 502

particularly problematic in legal applications. 503
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7.3 Identifying Incomplete Disclosure504

The proposed methodology is divided into two505

stages: (1) Statement Extraction, where all state-506

ments of law and facts are systematically extracted507

from both the human-provided annotation and the508

generated output to compile these into structured509

lists; and (2) Cross-Verification, which involves510

cross-referencing the extracted statements from the511

human annotation with those in the generated out-512

put, using prompt engineering to identify omis-513

sions, discrepancies, and misalignments in the gen-514

erated output.515

Statement Extraction This stage focuses on ex-516

tracting all relevant statements of law and facts517

from the human-provided annotation and the gen-518

erated output. To achieve this, specially crafted519

prompts are employed. The extracted statements520

are then compiled into structured lists that serve as521

the foundation for further analysis. This system-522

atic approach ensures that both the human-provided523

annotation and the generated output are parsed thor-524

oughly and consistently, enabling direct compari-525

son.526

Cross-Verification In this stage, the extracted527

lists of statements from the human-provided an-528

notation are compared with those from the gener-529

ated output to detect omissions or misalignments.530

Prompts guide the model to identify omissions.531

This process ensures that all critical legal and fac-532

tual aspects are accounted for, providing a system-533

atic framework to evaluate and enhance the com-534

prehensiveness of the generated output.535

Incomplete Disclosure Score The Incomplete536

Disclosure Score quantifies how much essential le-537

gal information is missing in the generated output:538

ID Score =
Omitted Statements

Total Statements in Annotation
(3)539

A higher score suggests that the model fails to540

include key legal facts, resulting in incomplete ex-541

planations.542

7.4 Identifying Deficient Reasoning543

The proposed methodology is divided into three544

stages: (1) Logical Component Extraction, where545

the facts, cited laws, and reasoning chains are546

systematically extracted from the generated out-547

put and organized into structured elements; (2)548

Ground Truth Comparison, which involves cross-549

referencing these extracted components with a550

human-provided reference framework to identify551

inconsistencies; (3) Evaluation of Reasoning Flaws, 552

where logical gaps, misapplications of legal princi- 553

ples, and unsupported conclusions are detected and 554

categorized. 555

Legal Component Extraction In the first stage, 556

the reasoning process of the generated output is 557

deconstructed into its essential legal components. 558

This involves systematically breaking down the out- 559

put into three key elements: facts, laws cited, and 560

application of laws to facts. Facts refer to the rele- 561

vant factual information that the generated output 562

identifies and presents as part of its reasoning. This 563

step ensures that all significant contextual details 564

are captured accurately. Next, the laws cited are 565

extracted, which involves documenting the legal 566

principles, statutes, or regulations that are refer- 567

enced in the output. Finally, the application of laws 568

to facts is mapped out, outlining how the model 569

uses the cited legal principles to form logical con- 570

nections with the identified facts. In this stage, 571

prompt engineering is employed in this stage to 572

structure queries and guide the extraction process, 573

ensuring that all relevant components are identified 574

systematically and accurately. 575

Ground Truth Comparison Following the ex- 576

traction of logical components, the next stage in- 577

volves a systematic comparison of these elements 578

with a ground truth reasoning framework estab- 579

lished by human experts. Specifically designed 580

prompt plays a pivotal role in cross-referencing 581

these components and highlighting the areas of 582

divergence. Two key objectives guide this com- 583

parison: assessing the accuracy in law application 584

and evaluating logical coherence. The accuracy as- 585

sessment determines whether the generated output 586

correctly applies the extracted legal principles to 587

the relevant facts, while logical coherence focuses 588

on whether the generated output synthesizes the 589

laws and facts in a consistent with human annota- 590

tion manner. This stage highlights discrepancies 591

between the generated reasoning and the human 592

benchmark, providing a robust foundation for fur- 593

ther evaluation. 594

Evaluation of Reasoning Flaws The third stage 595

focuses on identifying and categorizing deficien- 596

cies in the reasoning process. Common flaws in- 597

clude logical gaps, misapplication of laws, and 598

unsupported conclusions. Logical gaps refer to in- 599

stances where there are missing or unclear connec- 600

tions between facts, laws, and conclusions, leading 601

to incomplete reasoning. Misapplication of laws 602
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arises when the generated output incorrectly inter-603

prets or applies legal principles to the given facts,604

undermining the validity of its conclusions. Un-605

supported conclusions occur when the generated606

output draws conclusions without sufficient evi-607

dentiary or logical backing. Prompt engineering608

enhances this stage by enabling the generation of609

targeted queries to test specific reasoning paths.610

Deficient Reasoning Score611

The Deficient Reasoning Score (DRS) is calcu-612

lated as the average number of reasoning flaws per613

case, defined as:614

ID Score =
Total Reasoning Issues
Total Number of Cases

(4)615

A higher DRS indicates a greater presence of616

flawed reasoning in the model’s generated legal617

explanations.618

8 Evaluation of Legal Reasoning619

Deficiencies620

To assess the reasoning capabilities of Large Lan-621

guage Models (LLMs) in legal contexts, we an-622

alyzed the sample of generated summaries us-623

ing FIMD framework that capture deficiencies in624

model-generated legal reasoning capabilities.625

Table 3: Evaluation of Legal Reasoning Deficiencies
Across LLMs

Model MG ID FR DR

GPT-4o 0.9 0.32 0.05 5.8
LLaMA-3.3 0.7 0.42 0.09 5.4
Gemini-1.5 0.8 0.55 0.04 5.7

Our evaluations of large language models626

(LLMs) reveal notable variations in their ability to627

generate contextually appropriate summaries and628

explanations. GPT-4o exhibits the highest Mis-629

leading Generalization Score (0.9), indicating a630

tendency to summarize facts while omitting legally631

significant details, which can lead to misinterpreta-632

tions by users relying on such summaries. Sim-633

ilarly, Gemini (0.8) and LLaMA-3.3 (0.7) also634

demonstrate a propensity for generalizations that635

deviate from precise legal reasoning. These find-636

ings suggest that while LLMs are capable of pro-637

ducing structured narratives, they frequently fail to638

maintain fidelity to the intricate details that define639

legal precision, compromising their reliability for640

professional applications.641

In terms of Incomplete Disclosure, Gemini 642

(0.55) exhibits the highest omission rate, failing 643

to include essential legal statements within its gen- 644

erated explanations. LLaMA-3.3 (0.42) and GPT- 645

4o (0.32) also demonstrated substantial omissions. 646

The False Representation Score further highlights 647

risks. While the overall False Representation Score 648

is low, even a single instance of false representation 649

can render an LLM unreliable in a legal context and 650

lead to legal liabilities for a person who relies on 651

such statements without verification. LLaMA-3.3 652

(0.09) exhibited the highest incidence of contradic- 653

tions, with 25 false statements out of 284 extracted 654

statements, making it the least trustworthy among 655

the evaluated models. GPT-4o (0.05) and Gemini 656

(0.04) demonstrated fewer contradictions but still 657

pose significant risks. 658

9 Conclusion 659

In this study, we evaluated the performance of three 660

leading LLMs, focusing on their ability to generate 661

explanations for legal reasoning. Importantly, we 662

introduced TortBench, a novel dataset comprising 663

complex legal texts annotated with explanations 664

by a legal expert. This dataset is specifically de- 665

signed for evaluating reasoning models, providing 666

a valuable resource for future research. Further- 667

more, we found that prompt selection plays a cru- 668

cial role in influencing model outcomes, revealing 669

issues such as misleading generalizations, false rep- 670

resentations, deficient reasoning, and incomplete 671

disclosure. These findings emphasize the need for 672

further refinement in model training methodologies 673

and prompt engineering to enhance the accuracy 674

and reliability of generated explanations in com- 675

plex reasoning law tasks. We introduced a novel 676

framework for evaluating reasoning deficiencies in 677

LLMs using automated metrics and demonstrated 678

that, while generated outputs may appear coherent, 679

they often contain critical deficiencies that pose sig- 680

nificant risks in legal applications. Our findings re- 681

veal that even the most advanced LLMs frequently 682

engage in misleading generalization, omit legally 683

significant details, and introduce factual contradic- 684

tions, making them unreliable for autonomous legal 685

reasoning. 686

Limitations 687

Although the goal of this research was to assess 688

the complex reasoning abilities of LLMs, our ex- 689

periments are subject to limitations. First, the per- 690
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formance of these models is constrained by their691

inherent limitations, including the reliability and692

accessibility of the APIs provided to interact with693

these models.694

Second, although we employed a legal expert695

trained in law to annotate TortBench, human an-696

notations are inherently subjective. These annota-697

tions can be influenced by individual perspectives,698

varying levels of expertise, and contextual factors,699

which can introduce bias into the evaluation pro-700

cess. Consequently, these annotations should be701

considered as one of several possible references to702

the ground truth, recognizing that legal interpreta-703

tions can be diverse and that other valid interpreta-704

tions may exist.705

Finally, our study is limited to the specific legal706

reasoning tasks and datasets used. The general-707

ization of our findings to other domains or legal708

contexts remains an open question and requires709

further investigation.710
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A Example of Expert Annotation859

Issue: Whether the trial court should have granted860

summary judgment, and whether material issues861

of fact existed. Summary: The trial court granted862

summary judgment in favor of all of the defen-863

dants, including the child driver of the truck from864

which the deceased victim fell, and the coach su-865

pervising the baseball training session at which the866

incident occurred. The appellate court found that867

there were material issues of fact that should have868

been put to the jury; however, the coach was rightly869

granted summary judgment. Whether the driver870

of the truck should have known, if exercising rea-871

sonable care, that the passengers were not inside872

the truck but were hanging onto the back of it was873

a material issue of fact. Therefore, the grant of874

summary judgment in favor of the defendant child875

driver was erroneous. Given that the baseball play-876

ers had never disobeyed the coach before and were877

not prone to reckless behavior, there was no rea-878

son that the coach should have foreseen that they879

would disobey his direction to ride in the truck, as880

opposed to on the back of it. As a result, the injury881

was not reasonably foreseeable, and the grant of882

summary judgment in favor of the defendant coach883

was proper.884
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Case: Marquez ex rel. Estate of Marquez v. Gomez, 116 N.M. 626, 866 P.2d 354 (1991)

Human Annotation AI Explanation

Issue: whether defendants owe a duty of care to the
plaintiff who was injured when dismantling electrical
equipment
Summary:
the plaintiff was employed by an electrical contractor as an
electrician’s helper, and had limited experience with
electricity.
The plaintiff was directed to take down electricity lines and
poles at the site of the defendant oil well owner, including
a ‘secondary system’ installed by defendant Cass.
The plaintiff was told by his employer that the lines were
dead, but some were in fact carrying electricity, and the
plaintiff touched a live wire and was injured.
Utility company
the plaintiff claimed that the defendant electricity utility
company, which installed the pole, but not the ‘secondary
system’, owed a duty to maintain safe operation of its
electricity lines.
However, the defendant utility company did not have
knowledge of the installation of the secondary system by
defendant Cass, and also did not own the secondary
system, but merely supplied electricity to it.
Thus, although the defendant utility company has a duty to
inspect its electricity lines and discover defects, this does
not extend to secondary systems installed by third parties
without its knowledge, so the defendant utility owed no
duty to the plaintiff.
defendant Cass, who installed the secondary system
despite being an independent contractor, defendant Cass
owed a duty to anyone who might foreseeably be
endangered by allegedly defective performance of its
work.
The plaintiff, as an employee of another electrical
contractor, might foreseeably have been injured, so
defendant Cass owed him a duty (and thus summary
judgement was improper).
defendant Wolfson, owner of the oil well
the Court of Appeals had held that defendant Wolfson
owed a duty to the plaintiff because he was performing
‘inherently dangerous’ work.
The Supreme Court held, however, that although
employers of contractors owe some duties to ‘others’ for
work the contractors perform, ‘others’ does not include
independent contractors’ employees, since that would be
to impose greater responsibility on the employer for
contractors’ employees than for the employer’s own
employees (who are mandatorily covered by insurance).
There is no reason the employer should be responsible for
the employees of an independent contractor, since those
employees are the responsibility of the contractor.
Since defendant Wolfson retained no control over the
work performed by the plaintiff, it had no duty to him.

Issue: The case revolves around the plaintiff,
Montanez, who was working as an electrician’s
helper for Gary Electric. He was injured while
attempting to dismantle a secondary electric system
at an oil well owned by Wolfson, which had been
installed by Cass. Allegedly, Montanez was told all
lines were dead by his supervisor; however, while
climbing a pole, he came into contact with a live wire
and fell to the ground. The legality questioned here
lies in determining which party was negligent and
liable for Montanez’s injuries.

Summary: After analyzing each defendant's
involvement and responsibilities in the case, the
Supreme Court of New Mexico determined the
following:

- New Mexico Electric Service Company (Utility)
could only be held liable if it had furnished electricity
with knowledge of a defect in the system installed by
Cass. Since there was no evidence of such
knowledge, and the utility was not responsible for
inspecting the system, it had no duty to Montanez.
Thus, the trial court's summary judgment for the
Utility was affirmed.

- Cass, the company that installed the secondary
system, had a duty of care to anyone likely
endangered by faulty construction. This includes
Montanez as an employee of another independent
electrical contractor. Whether Cass had breached its
duty of reasonable care or whether its construction
of the secondary system proximately caused
Montanez's injuries was for the jury to determine.
Thus, the trial court's summary judgment for Cass
was reversed.

- Lastly, Wolfson, the oil well owner, had no duty of
care to Montanez as an employee of an
independent contractor. Wolfson merely hired
independent contractor Gary Electric to dismantle an
electrical system; therefore, it wasn't liable for
employees working under that independent
contractor. The trial court's summary judgment for
Wolfson was affirmed.

Finally, the issue of Montanez's contributory
negligence was to be decided by a jury. In other
words, the case was partly sent back for trial (with
respect to Cass' liability) and partly upheld in favour
of the defendants (the Utility and Wolfson).

Figure 2: Example of Misleading Generalization and
False Representation
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Case: Cobb v. Atkins, 239 Ark. 151, 388 S.W.2d 8 (1965)

Human Annotation AI Explanation

Issue: Whether the defendant tractor driver was negligent
in failing to keep a lookout and driving negligently and
causing the death or injury of the plaintiffs.
Summary:
The plaintiff was in a car that attempted to overtake a
tractor driven by the defendant in the same direction; the
tractor swerved as it was overtaken and clipped the
plaintiff’s car, which car was overturned and lay on its
side, where another car driven by a separate plaintiff
collided with it. The plaintiff’s wife and two others were
killed.
The defendant said that the plaintiff had failed to adduce
evidence that supported the allegation that the defendant
had failed to keep a lookout, but the trial court (affirmed by
the Supreme Court) held that the testimony given by the
plaintiff—that the driver of the plaintiff’s car had used his
horn, and that the defendant was driving at a high rate of
speed—was sufficient for the jury to be given the
opportunity to give a verdict.
Similarly, there was evidence that the tractor had been
driven in the middle of the road, even though the
defendant said there was no such evidence.
Finally, the evidence given by the plaintiff was sufficient
evidence of negligence such that the jury was rightly given
the opportunity to give a verdict.
Thus, the evidence fairly supported the verdict of
negligence given by the jury.

Issue: The case ensued after a traffic accident
involving a farm tractor and two automobiles which
resulted in the death of three people and injuries to
three others. The defendants were the owner of the
tractor, Clarence Cobb, and the tractor driver and his
employee, Archie Earls. The plaintiffs alleged that
Earls, served as Cobb's servant, was driving the
tractor in a negligent and dangerous manner that led
to the collision. The defendants denied any
wrongdoing and pled for contributory negligence.

Summary: The Arkansas Supreme Court had to
decide whether there was actionable negligence on
the part of the tractor driver and whether the
evidence presented was sufficient to support the
allegations of the plaintiffs. The Supreme Court ruled
in favor of the plaintiffs, affirming the trial court's
decision and the verdicts against the defendants. It
concluded that there was enough evidence
presented to the jury, such as Atkins' testimony and
the circumstances of the accident, that indicated
faulty lookout and erratic driving by Earls which
could have been the cause of the accident. The
Court also ruled that the tractor crossing the center
line to strike the Cox car could have been the
proximate cause of the accident. Therefore, the
court saw no merit in the defendants' appeals and
upheld the verdicts and judgments against them.

Figure 3: Example of Deficient Reasoning
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Figure 4: Identifying Misleading Generalization.

Figure 5: Identifying Incomplete Disclosure.
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Figure 6: Identifying False Representation.

Figure 7: Identifying Deficient Reasoning.
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