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Abstract

Identifying and understanding user intents is a001
pivotal task for E-Commerce. Despite its pop-002
ularity, intent understanding has not been con-003
sistently defined or accurately benchmarked.004
In this paper, we focus on predicative user in-005
tents as “how a customer use a product”, and006
pose intent understanding as a natural language007
reasoning task, independent of product ontolo-008
gies. Through topology analysis, we highlight009
two weaknesses in FolkScope, the SOTA E-010
Commerce Intent Knowledge Graph, preclud-011
ing it from effectively reasoning about user in-012
tents and recommending diverse useful prod-013
ucts. Following these observations, we propose014
a product recovery benchmark to isolate intent015
understanding abilities from confounders. We016
verify the identified weaknesses, and discuss017
future directions for intent understanding.1018

1 Introduction019

User intents are a crucial source of information for020

E-Commerce (Zhang et al., 2016; Hao et al., 2022).021

Intents reveal users’ motivation in E-Commerce022

interactions: suppose a user plans to go for outdoor023

barbecue, their intent may not refer only to bar-024

beque smoker grills but also to other items that can025

be potentially useful for outdoor barbeque, such as026

disposable cutlery or plates. In these cases, tradi-027

tional product recommendation approaches would028

fail to handle these queries or to remind customers029

of the products they may need but have forgotten.030

Intent Understanding offers the crucial ability031

to recommend distinct products based on common032

user intents they fulfil. It involves identifying user033

intents and connecting them with products. To iden-034

tify intents, each method summarizes a profile of035

user intents for each product listing, from user in-036

teractions (e.g. co-buy records, reviews). Then, at037

intent-product relation mining, each method learns038

to predict useful products based on user intents.039

1We will release our code and datasets.

One significant challenge towards effective in- 040

tent understanding is the poor definition of user in- 041

tents, which precludes effective intent identification 042

and can easily result in contaminated intent-product 043

associations. In prior work (Yu et al., 2023; Luo 044

et al., 2021), user intents are often blended with 045

“product properties” or “similar products”. While 046

these are also related to user intents, we argue that 047

they are, in nature, shortcuts which benefit existing 048

product recommendation benchmarks, but do not 049

necessarily align with the objective for intent under- 050

standing, namely, to retrieve superficially distinct 051

kinds of products serving common intents. 052

Therefore, we propose a usage-centric paradigm 053

of intent understanding. In this paradigm, user in- 054

tents are focused on natural language predicative 055

phrases, describing how customers use a product; 056

also, instead of individual product listings, we aim 057

to predict kinds of products useful for an intent. 058

Specifically, user intents are activities to accom- 059

plish (e.g. outdoor barbecue) or situations to re- 060

solve (lower-back pain); kinds of products are clus- 061

ters of product listings of the same category (e.g. 062

scrub brush) with a common property (e.g. stiff 063

bristle). The task then is a natural language reason- 064

ing task, closely related to commonsense reasoning 065

(Sap et al., 2019; Bosselut et al., 2019), in the form 066

of: “The user has intent I” entails “The kind of 067

product P is useful for the user.” 068

Under the usage-centric paradigm, we present 069

an analysis of a SOTA E-Commerce intent KG, 070

FolkScope (Yu et al., 2023), which reported posi- 071

tive results on an intrinsic co-buy prediction task. 072

Refactoring their KG to model associations be- 073

tween kinds of products and their usage intents, we 074

find two unsatisfactory characteristics in their KG 075

topology: 1) property-ambiguity: generated user 076

intents are poorly aligned with relevant product 077

properties, such that the KG often map user intents 078

to kinds of product with the relevant category but 079

fairly random properties; 2) category-rigidity: each 080
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intent is strongly associated with a single category081

of product, such that the KG is unable to recom-082

mend distinct products that serve common intents.083

In light of these findings, we introduce a chal-084

lenge dataset for usage-centric intent understand-085

ing, the Product Rcovery Benchmark. This bench-086

mark isolates intent understanding abilities from087

confounders, where each method aims to recover088

the kinds of useful products for customers having a089

particular intent profile. Here, we further validate090

the impact of the weaknesses in current SOTA.091

To summarize, in this paper: 1) we propose a092

usage-centric paradigm of intent understanding, as093

natural language reasoning; 2) we present the prod-094

uct recovery benchmark for usage-centric intent095

understanding, and report results with SOTA base-096

lines; 3) we identify crucial weaknesses in existing097

SOTA as category-rigidity and property-ambiguity,098

where we propose intent mining from genuine user099

reviews as a promising future direction.100

2 Usage-Centric Intent Understanding101

We propose a usage-centric paradigm of intent un-102

derstanding, focusing on usage user intents and103

the kinds of useful products, where each method104

aims to ground usage user intents in kinds of useful105

products. Differently from the “informal queries”106

in Luo et al. (2021), and similarly to Ding et al.107

(2015), our usage user intents are generic eventual-108

ities/situations, independent of product ontologies.109

We introduce kinds of products as the target gran-110

ularity level, as it abstracts away the nuanced dif-111

ferences among individual listings, and yields a112

purely natural language setup, independent of prod-113

uct ontologies. It contains just enough information114

(category + property) to represent the product list-115

ings inside for intent understanding.116

User intents rarely require combinations of prop-117

erties in a product category. Therefore, to avoid118

generating factorial numbers of kinds of product,119

we impose a mild constraint that only one property120

is specified for each kind of product.121

We demonstrate the specificity trade-off with122

an example below: for outdoor barbecues, a stiff-123

bristle scrub brush is useful for cleaning the grease124

on the grill. To that end, there are many list-125

ings of hard-bristle scrubs but the exact choice126

among them is irrelevant to the user intent and127

could be identified by downstream recommenda-128

tion systems using other factors (e.g. customer129

habit, geo-location, etc.). However, the stiff bristle130

property is essential for a candidate to be suitable 131

for outdoor barbecues. In short, grouping based on 132

kinds of products strikes a balance between spar- 133

sity that comes with specificity, and ambiguity that 134

comes with generality. 135

3 FolkScope Analysis 136

3.1 KG Refactoring 137

We refactor FolkScope to our usage-centric intent 138

understanding paradigm. FolkScope KG connects 139

product listings with their user intents, which are 140

generated with OPT-30B (Zhang et al., 2022) when 141

given pairs of co-bought products sourced from 142

Amazon Reviews Dataset (ARD) (Ni et al., 2019), 143

along with commonsense relations. 144

Among their 18 commonsense relations, we fil- 145

ter out all “item” relations as well as 3 “function” 146

relations (SymbolOf, MannerOf, and DefinedAs), 147

since they are nominal in nature, and are irrelevant 148

to product usage. We keep the remaining 5 predica- 149

tive relations, UsedFor, CapableOf, Result, Cause, 150

CauseDesire, as legitimate user intents. 151

To group the product listings into kinds of prod- 152

ucts, we take the fine-grained product categories 153

from ARD (e.g. Kids’ Backpacks), and borrow 154

the attributes under the relation PropertyOf in the 155

original FolkScope KG as properties.2 156

We compute the association strengths from le- 157

gitimate user intents to common kinds of products 158

by aggregation. Let e(Ii, Pj) be the connection of 159

intent Ii with product listing Pj , Pj belongs to a 160

kind of products Kk. The association strength for 161

edges in the refactored KG are then computed as: 162

e′(Ii,Kk) =
∑

Pj′∈Kk
pmi(Pj ,Kk) ∗ e(Ii, Pj). 3 163

3.2 Statistical Analysis 164

Through statistical analysis of the KG, we identify 165

two major weaknesses in the FolkScope KG: it is 166

over-specific about categories of useful products, 167

but under-specific about the required properties in 168

these categories. Intents in FolkScope KG tend to 169

be associated with products with vague properties 170

from a single category, rather than specific kinds 171

of products from diverse categories. 172

Property-Ambiguity For each user intent, we 173

look into the distribution of its edge weights among 174

2These attributes do not fit the criteria for usage user in-
tents, but they are acquired through generic LLM prompted
summarization, and thus are borrowed as product properties.

3The pmi term penalizes product listings with multiple
kinds of products (e.g. multiple properties in one listing).
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Figure 1: Histograms of Jensen-Shannon Divergence
for each user intent. Values are packed around 0: distri-
butions of edge weights conditioned on intents are close
to unconditioned frequency priors.

different kinds of products. We compare these175

posterior edge-weight distributions, conditioned on176

the intent, against the prior frequency distributions.177

We calculate Jensen-Shannon Divergence (JSD)178

between these conditional and prior distributions179

(see Figure 1): for up to 20% of cases, JSD is <180

0.1, where only 2% of cases have JSD > 0.5.181

This shows, the KG’s edge weights among dif-182

ferent kinds of products are strongly predicted by183

their prior distribution, and are insensitive to the184

specific usages depicted by user intents. We credit185

this to the mismatch between property and intent186

mining: each product listing may have multiple187

properties and may serve multiple intents, but the188

mappings between these properties and intents are189

underspecified.190

Category-Rigidity For each user intent, we mea-191

sure the category-diversity of its edge weights in192

the refactored KG: we compute the entropy of its193

edge weights grouped by product categories.4194

Figure 2 shows the entropy meta-distributions:195

entropy values are concentrated in 2 narrow ranges,196

[0, 0.02) and [0.68, 0.70). We notice that an en-197

tropy in [0, 0.02) indicates that the associations198

about this intent are focused on only one product199

category; [0.68, 0.70) indicates that the associa-200

tions are focused on two product categories. There-201

fore, from Figure 2 we can conclude that over 80%202

of the intents are associated with only one or two203

categories. This category-rigidity in FolkScope204

hampers its ability to recommend diverse kinds of205

products, as we will discuss in §4.2.206

4Please see Appendix B for an example.
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Figure 2: Histograms of category-entropy for each user
intent. Values are concentrated at 0.0 and 0.7, meaning
the intent is associated with only 1 / 2 categories.

4 The Product Recovery Benchmark 207

We introduce a product recovery challenge to mea- 208

sure success in usage-centric intent understanding. 209

4.1 Dataset Elicitation 210

We develop the product recovery benchmark based 211

on the Amazon Reviews Dataset (Ni et al., 2019), 212

a pool of product listings, enriched with En- 213

glish product descriptions, category information, 214

anonymized user purchase records and reviews.5 215

For each data entry, we take a product listing 216

from the Amazon Reviews Dataset, and acquire the 217

kinds of products as in §3.1 for prediction targets. 218

At inference time, given a product listing, each 219

method predicts a set of user intents (using product 220

description, user reviews, etc.). Then, using solely 221

the predicted intent profile as input, the method re- 222

covers useful kinds of products based on its knowl- 223

edge of E-Commerce demands (either in symbolic 224

KGs, or in LLMs). The predicted kinds of products 225

are compared against: 1) bought-product-recovery: 226

kinds of product to which the current product be- 227

longs; 2) co-bought-product-recovery: kinds of 228

products co-bought with the current product. 229

We take bought-product-recovery as our main 230

evaluation setup, since it focuses on intent-to-kinds- 231

of-product associations. Compared to the product 232

recommendation evaluation in Yu et al. (2023), 233

it marginalizes over confounder factors inciting 234

co-buy behaviour (e.g. brand loyalty, geoloca- 235

tion, etc.). We also include the co-bought-product- 236

recovery setup6 to evaluate cross-category recom- 237

5Note that our elicitation procedure is corpus-agnostic, we
empirically select ARD because it is the largest available, and
for consistency with evaluation in Yu et al. (2023).

6To re-cap, in this setup we also predict co-buy behavior,
as in product recommendation, but here we only predict kinds
of products in other categories than the bought product.
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Models Clothing Electronics

FolkScope 0.192 0.263
FolkScope − properties 0.116 0.166

FolkScope + GPT 0.187 0.257

Table 1: MRRmax for bought-product-recovery task.

mendation performance between distinct products.238

Evaluation metric Following prior work (Chen239

and Wang, 2013), we measure success by Mean240

Reciprocal Rank (MRR) of gold kinds of products241

in the predicted distributions. We focus our evalua-242

tion on being able to successfully predict the gold243

kind of products associated with user intent. In case244

multiple gold kinds of products are assigned for a245

product listing, the highest-ranking hit is taken to246

calculate the MRRmax (see Appendix Eq. 2).247

4.2 Experiments and Results248

We evaluate the FolkScope KG (refactored in §3.1)249

with the Product Recovery benchmark. We offer250

the baseline results in Table 1, and highlight below251

the impact of weaknesses discussed in §3.2.252

Property-Ambiguity To understand how prop-253

erty ambiguity affects FolkScope performance, we254

compare it with another prior property baseline de-255

rived from it: for each evaluation entry, we corrupt256

the FolkScope predictions by replacing the prop-257

erty in the predicted kinds of products based on the258

property popularity. (see Appendix A.2 for details)259

From Table 1, we observe that FolkScope −260

properties reached respectable performance with261

only moderate regression from FolkScope predic-262

tions. This limited MRR gap shows the impact263

of property-ambiguity, where performance gains264

could be expected with better property alignment.265

Category-Rigidity To validate the category-266

rigidity observation in §3.2, we also evaluate the267

FolkScope KG in the co-bought-product-recovery268

setup, where we specifically use it to predict kinds269

of co-bought products in other categories.270

In this setup, we observe low MRRmax of 0.077271

and 0.033 for Clothing and Electronics domains,272

respectively: the FolkScope KG cannot effectively273

recommend superficially distinct kinds of products274

connected by common user intents.275

Notably, between the two domains, FolkScope276

reaches a slightly higher MRRmax in Clothing.277

This is consistent with our findings in Figure 2,278

where category-entropy values are slightly more279

spreaded than in Electronics.280

LLM Rerank We also evaluate LLM perfor- 281

mance in our product recovery benchmark with 282

GPT-3.5-turbo (Brown et al., 2020). Ideally, we 283

would like the LLM to predict useful kinds of prod- 284

ucts end-to-end. However, due to the difficulty 285

of reliably matching LLM predictions with gold 286

kinds of products7, we instead adopt a re-ranking 287

paradigm, where we prompt the LLM to re-rank the 288

top-10 kinds of products predicted by FolkScope 289

(see Appendix A.4 for details). 290

As Table 1 shows, we observe no substantial 291

improvement with LLM-reranking. We investi- 292

gate this failure by looking into where hits are 293

met in the predictions: the MRRmax of 0.192 and 294

0.263 actually consist of 16% and 22% of hits-at-1 295

(RRmax = 1.0), 73% and 63% of no-hits-in-top10 296

(RRmax < 0.1), and only 11% and 15% of hits 297

between 2 to 10 (0.1 < RRmax < 1.0). These po- 298

larized distributions leave little room for re-ranking 299

to take effect. 300

We raise the warning that dataset artefacts from 301

the common source corpus (AWD) could be behind 302

this abnormally high hit-at-1 rate (compared with 303

the MRRmax value), where the reported MRRmax 304

values may have been inflated. Due to the lack 305

of another large E-Commerce Reviews corpus, we 306

leave further investigations for future work. 307

5 Discussions and Conclusion 308

In this paper, we revisit intent understanding from 309

a usage-centric perspective as a natural language 310

reasoning task, aiming to detect superficially dis- 311

tinct kinds of products useful for common usage 312

intents. We have introduced a novel Product Recov- 313

ery benchmark, and have investigated two weak- 314

nesses of the SOTA FolkScope KG in supporting 315

usage-centric intent understanding: Property Ambi- 316

guity and Category-Rigidity. 317

We advocate for adopting the usage-centric in- 318

tent understanding paradigm, and we believe that 319

the above weaknesses can be alleviated by consid- 320

ering user reviews, in addition to co-buy records. 321

The former weakness can be addressed by the fact 322

that relevant product properties and usage intents 323

are likely to co-occur in product reviews; whereas 324

the latter, can be ameliorated by the increased likeli- 325

hood of the same usage intent to appear consistently 326

in reviews across different categories. 327

7In Appendix C, we also include an LLM-only experiment
using GPT-4 as the matching metric: we find no evidence of
the LLM-only method outperforming the FolkScope baseline,
and find GPT-4 matching metric is over permissive.
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Limitations328

In this paper, we have proposed to study E-329

Commerce intent understanding from a usage-330

centric perspective. Due to the lack of consis-331

tent task definition, we are only able to anal-332

yse one SOTA intent understanding KG (namely333

FolkScope) and one SOTA LLM. We encourage334

more research attention on the usage-centric E-335

commerce intent understanding task for a more336

diverse landscape.337

We have established that weaknesses of Prop-338

erty Ambiguity and Category Rigidity exist in the339

SOTA KG, and we have offered a principled hy-340

pothesis that utilizing genuine user reviews could341

help with these weaknesses. However, due to lim-342

its to the scope of this paper, we do not provide343

empirical evidence for this hypothesis and leave it344

as a promising direction of future work.345

We note that as this paper is related to recommen-346

dation, there exists risks that methods developed347

on the Product Recovery Benchmark may be used348

to bias customer decisions; on the other hand, we349

also note that our task definition is purely natural350

language and does not involve any individual prod-351

uct listings, therefore it would not bias customer352

choices among directly competing listings of the353

same kinds of products.354
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A Implementation Details434

A.1 Benchmark data split435

We follow Yu et al. (2023), and we split product436

instance in FolkScope KG into training, validation437

and test splits with respective portions of 80%, 10%438

and 10%. Please refer to Table 2 for detailed statis-439

tics. Note that Clothing stands for the “Clothing,440

Shoes and Jewelry” domain in the Amazon Re-441

views Dataset, and Electronics simply stands for442

the “Electronics” domain in the Amazon Reviews443

Dataset.444

Categories Train Validation Test
Clothing 30296 2027 2088

Electronics 85086 7853 7900

Table 2: Number of product listings in the training,
validation and test set. Please note that we drop product
listings that lack related kinds of products, so the ratio of
the number of instances across the splits are not exactly
equal to 8:1:1.

A.2 Prior Property Baseline445

For each kind of product in the prediction list, we446

corrupt its property part with respect to its prior447

popularity within its fine-grain category in the Ama-448

zon Reviews Dataset. Popularity is defined as the449

frequency of a property appearing with the prod-450

uct listing having this corresponding fine-grained451

category. To avoid repeated kinds of products in452

the predictions, when multiple predicted kinds of453

products from the same category are predicted, we454

draw properties top-down w.r.t. popularity for each455

prediction.456

A.3 Evaluation Metric457

Our evaluation metric MRRmax can be formally458

defined as follows:459

RRmax(l) = max
c∈Cgold(l)

(
rank(c)−1

)
(1)460

461

MRRmax =

∑
l∈L RRmax(l)

|L|
(2)462

where RR represents the Reciprocal Rank, Cgold(l)463

are the gold clusters for the listing l and L is the464

set of all listings in the benchmark.465

A.4 GPT-3.5-turbo Re-ranking466

For each product listing l, when there is no pre-467

dicted kind of products given a set of related user468

intents, we mark the RRmax(l) as 0 both before and 469

after re-ranking. 470

A.4.1 Re-ranking Prompt 471

A product is suitable for the following 472

purposes: 473

{Intents} 474

475

Please rank the following categories 476

in order of likelihood that the product 477

belongs to them (most likely to least 478

likely): 479

{kinds of products list} ... 480

Answer: 481

1. 482

483

We fill Intents with a set of mined user intents 484

and kinds of products list with the top 10 predic- 485

tions for kinds of products. 486

Note that in this setting and in § C.1.1, we still 487

use the term “category” in LLM prompts to refer 488

to kinds of products, because during preliminary 489

experiments we found that LLMs do not respond 490

well to the term “kind of product”. 491

B Category Rigidity 492

In a E-Commerce user intent KG, a non-negligible 493

amount of usage user intents should entail the 494

demand for diverse products from different cat- 495

egories. 496

For the example of outdoor barbecues, for out- 497

door barbecues one may need not only scrub brush, 498

but also other categories of products, such as picnic 499

blankets, grill gloves, etc. 500

Therefore, we take the category-entropy of the 501

edges for each user intent, to measure how diverse 502

the KG edges are w.r.t. categories. We add up the 503

edge weights grouped by product categories (e.g. 504

edge weights to stiff bristle scrub brush and scrub 505

brush with wooden handle are added together), and 506

compute the entropy of the converted category dis- 507

tribution. As discussed in §3.2, we found severe 508

category rigidity in the FolkScope KG, where very 509

few user intents have diverse category distributions, 510

the majority of user intents are associated with only 511

one category, followed by those associated with 512

two. 513

C GPT End-to-End Evaluation 514

We perform an additional experiment to directly 515

predict kinds of products in an end-to-end setup, 516
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with an LLM, for our proposed product recovery517

task. Again, we use GPT-3.5-turbo as the LLM and518

design the zero-shot prompt as in §C.1.1. However,519

due to the absence of the complete ontology of the520

Amazon Reviews Dataset, it is challenging for GPT-521

3.5-turbo to predict the exact ground truth kinds of522

products. To sidestep the difficulty of evaluating523

whether the predicted strings are semantically iden-524

tical to the ground truth labels, we use GPT-4 to525

judge whether there is a match between predicted526

and ground truth labels. The relevant prompt is527

specified in §C.1.2. The detailed evaluation results528

is presented in Table 3.529

Clothing Electronics

GPT-3.5-turbo 0.511 0.543

FolkScope 0.527 0.671

Table 3: MRRmax score when evaluating using GPT-4
as the judge for matching. Values for GPT-3.5-turbo and
our baseline refactored FolkScope KG are both higher
in absolute values due to the more benign matching
criterion; the LLM baseline with GPT-3.5-turbo does
not outperform the KG baseline.

From Table 3, we can observe that GPT-3.5-530

turbo does not outperform the FolkScope KG base-531

line on the product recovery benchmark. Com-532

pared to the strict string matching results in Table 1,533

GPT-4 evaluation has a significantly more permis-534

sive criterion on matching, yielding much higher535

MRRmax values. We find many of these “matched”536

verdicts by GPT-4 to be spurious (see Table 4), and537

conclude that GPT-4 cannot easily achieve reliable538

matching for the product recovery benchmark, and539

more robust criteria are needed before replacing540

the exact match criterion.541

C.1 Prompt Examples542

C.1.1 Kinds of Products Prediction543

Intents:544

{intents}545

Given the intents, please predict the top546

10 kinds of products that will be useful547

for these intents.548

A kind of product is the concatenation549

of a fine-grained category from the Ama-550

zon Review Dataset and a useful prop-551

erty. For example: Clothing, Shoes &552

Jewelry|Men|Watches|Wrist Watches ###553

leather.554

Kinds of products: 555

1. 556

C.1.2 Prediction Evaluation 557

Here is a list of predicted categories: 558

{prediction} 559

Validate each prediction based on the 560

ground truth categories[T/F]. 561

Each prediction can be considered true 562

when it is similar to one of the ground 563

truth categories. 564

Ground truth categories: 565

{ground truth} 566

D Computational Budget 567

D.1 Main Experiments 568

All the benchmark construction and evaluation has 569

been performed using 2 x Intel(R) Xeon(R) Gold 570

6254 CPUs @ 3.10GHz. 571

FolkScope KG Refactoring We converted all 572

the intents generated by FolkScope without apply- 573

ing any of its proposed filters based on the graph 574

evaluation results on the validation set. The whole 575

graph generation for both domains takes around 24 576

hours in total. 577

FolkScope Intents Evaluation We need around 578

71 and 6 hours for evaluating the intents for the 579

test set of the Clothing and Electronics domain 580

respectively. 581

D.2 LLM Experiments 582

We mainly use GPT-3.5-turbo and GPT-4 for our 583

LLM-related experiments. Please refer to Table 5 584

for details about the relevant costs. For both mod- 585

els, we keep the default parameters from OpenAI, 586

and set the temperature to 0 to facilitate reproduca- 587

bility. 588

E Artifact Licenses 589

Amazon Reviews Dataset: Limited license for aca- 590

demic research purposes and for non-commercial 591

use (subject to Amazon.com Conditions of Use) 592

FolkScope: MIT license 593
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Ground truth kinds of products

1. Clothing, Shoes & Jewelry|Costumes & Accessories|Men|Accessories ### Wandering Gunman
2. Clothing, Shoes & Jewelry|Costumes & Accessories|Men|Accessories ### Holster
3. Clothing, Shoes & Jewelry|Costumes & Accessories|Men|Accessories ### Western

GPT-3.5-turbo prediction

1. Clothing, Shoes & Jewelry|Men|Costumes|Western ### authentic
. . .

Ground truth kinds of products

1. Clothing, Shoes & Jewelry|Women|Jewelry|Earrings|Stud ### Jewelry
2. Clothing, Shoes & Jewelry|Women|Jewelry|Earrings|Stud ### Gemstone
3. Clothing, Shoes & Jewelry|Women|Jewelry|Earrings|Stud ### Sterling Silver

GPT-3.5-turbo prediction

1. Clothing, Shoes & Jewelry|Women|Earrings|Stud Earrings ### elegant and beautiful
. . .

Table 4: Here we list two examples that GPT-4 validate with RRmax = 1. In the first example, it validates the first
prediction as true by matching the “property” part of the ground truth 3 with the main category of prediction 1. In
the second example, the “property” part of prediction 1 is too general compared to all the ground truth kinds of
products, but it still validates it as true.

Experiment Clothing Electronics

LLM Rerank 3.86 $ 1.38 $

LLM End-to-End 15.57 $ 14.56$

Table 5: API costs of our LLM-related experiments.
For the LLM Rerank experiment, we re-rank all the
data samples in the test set while for the End-to-End
evaluation, we only sample 1000 data samples in the
test set.
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