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Abstract

Multimodal Large Language Models (MLLMs)
have garnered significant attention for their
strong visual-semantic understanding. Most
existing chart benchmarks evaluate MLLMs’
ability to parse information from charts to an-
swer questions. However, they overlook the
inherent output biases of MLLMs, where mod-
els rely on their parametric memory to answer
questions rather than genuinely understand-
ing the chart content. To address this limita-
tion, we introduce a novel Chart Hypotheti-
cal Question Answering (HQA) task, which
imposes assumptions on the same question to
compel models to engage in counterfactual rea-
soning based on the chart content. Further-
more, we introduce HAI, a human-Al inter-
active data synthesis approach that leverages
the efficient text-editing capabilities of LLMs
alongside human expert knowledge to gener-
ate diverse and high-quality HQA data at a low
cost. Using HAI, we construct Chart-HQA, a
challenging benchmark synthesized from pub-
licly available data sources. Evaluation results
on 18 MLLMSs of varying model sizes reveal
that current models face significant generaliza-
tion challenges and exhibit imbalanced reason-
ing performance on the HQA task. Our code-
base and newly generated datasets are available
at https://anonymous.4open.science/r/Chart-
HQA-86BE.

1 Introduction

Multimodal Large Language Models (MLLMs) (Li
et al., 2023a; Liu et al., 2023¢e) have demonstrated
exceptional performance in visual-semantic un-
derstanding (OpenAl, 2023; Wang et al., 2023).
Despite their success, existing MLLMs still face
significant challenges in reading, understanding,
and summarizing visual charts (Masry et al., 2022;
Li and Tajbakhsh, 2023). Unlike natural images,
which primarily rely on recognizable objects, rela-
tive positions, and interactive relationships to con-
vey information, charts communicate complex se-

mantic meanings through visual logic (Xu et al.,
2024), such as trend lines, color-coded legends, and
axis structures.

Most existing chart question answering bench-
marks (Masry et al., 2022; Xia et al., 2024b) mainly
focus on factoid question answering (FQA), where
the model is required to directly extract information
from the chart image to answer question, as shown
in Figure 1.a. Although these benchmarks have
made significant progress in expanding dataset
scale (Xia et al., 2024a) and diversifying chart
types (Xu et al., 2024), they overlook the inherent
output biases problem of MLLMs (Huang et al.,
2024; Guan et al., 2023), i.e., MLLMs tend to rely
on their parametric memory to answer questions
rather than interpreting the visual content of the
chart. Taking the widely used multimodal model
LLaVA-1.5 (Liu et al., 2023c) as an example, as
shown in Figure 1, although LLaVA-1.5 correctly
answered the question in the FQA task (Figure 1.a),
the model still produced the same output when
the counterfactual image was provided (Figure 1.b)
or even the chart image was missing (Figure 1.c).
This phenomenon indicates that introducing ad-
ditional control conditions (e.g., missing images,
counterfactual images) for the same chart question
can effectively reveal the output bias of MLLMs,
thereby reflecting their true understanding of charts.
Unfortunately, to the best of our knowledge, no
existing chart benchmarks have been designed to
thoroughly investigate such problem.

To fill this gap, we propose an novel hypotheti-
cal question answering (HQA) task in the domain
of chart understanding. Unlike directly modifying
chart images as a control condition, we focus on
imposing an assumption on the original chart ques-
tion. As shown in Figure 1.d, the proposed HQA
task requires models to independently imagine the
corresponding counterfactual details based on the
given assumption and original chart image, thereby
establishing an accurate inference context. The
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Figure 1: An example of biased output on charts from MLLMS and proposed hypothetical QA task. (a) Factoid
QA results based on the original chart. (b) The response after counterfactual editing of the chart, where the land
areas of "China" and "USA" are swapped. (c) The model’s answers without the chart image input. (d) Illustration of
hypothetical question and the corresponding counterfactual context to be imagined.

HQA task will undoubtedly enhance the practical
use of MLLMs due to the universality of hypotheti-
cal questions in real-world scenarios.

However, constructing a high-quality chart HQA
benchmark is not trivial. While a straightforward
approach is to utilize human experts for data syn-
thesis, existing research (Wang et al., 2022) has
shown that human-generated data suffer from lim-
ited diversity. Specifically, most human-generated
hypothetical questions tend to focus on common
chart attributes such as specific data, falling short of
covering a true variety of assumption types and dif-
ferent ways to describe them. Secondly, the same
hypothetical scenario may not be applicable to dif-
ferent chart types and could even lead to conflicting
layout structures. For example, the assumption
“suppose a specific value in the chart doubles” is
reasonable in a bar chart. However, in a pie chart,
this assumption violates the structural constraint
that all slices must sum to 100%. Undoubtedly,
such structurally conflicting hypothetical questions
significantly reduce the practical applicability of
the HQA benchmark.

To overcome above challenges, we propose a
human-machine interactive HQA data synthesis
method named HAI. HAI combines the efficient
text editing capabilities of LLMs with human ex-
pert knowledge to synthesize diverse and high-
quality HQA data at a low cost. Specifically, HAI
consists of two key components: (1) Counterfac-
tual proposal generator (CIG). To diversify coun-
terfactual assumptions, the CIG module randomly
samples a subset of instructions from the seed in-

struction set (initially composed of limited manual
instructions) and inputs them into the LLM along
with the detailed description of charts to gener-
ate new instruction proposals and HQA instances.
(2) Human-feedback discriminator (HFD). This
module employs multiple human experts to review
generated HQA instances from various perspec-
tives, including answer accuracy, layout consis-
tency, and question clarity. Subsequently, HQA
instances validated by human experts are retained.
Furthermore, leveraging the self-reflection capabil-
ity (Shinn et al., 2023) of LLMs, the corresponding
instruction proposals are revised based on human
expert feedback, thereby expanding the seed in-
struction set. Based on the proposed method, we
construct Chart-HQA, a challenging HQA bench-
mark derived from factoid QAs in ChartQA (Masry
et al., 2022). There are 900 counterfactual instruc-
tion proposals and 4 answer types within Chart-
HQA. We evaluate the zero-shot reasoning capabili-
ties of 18 MLLMs of varying model sizes on Chart-
HQA, including 8 specialist chart-based models
and 10 generalist models. The results (as shown
in Table 3) indicate that existing models generally
exhibit limited reasoning capabilities in chart hy-
pothetical question answering. For instance, the
high-performing GPT-40 (OpenAl et al., 2024) ex-
periences a significant performance drop, with re-
laxed accuracy decreasing from 85.7% on ChartQA
to 62.52% on Chart-HQA. Additionally, we ob-
serve that most models demonstrate imbalanced
performance across different answer types within
Chart-HQA, highlighting potential avenues for op-
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Figure 2: The illustration of our approach for synthesizing hypothetical questions, including two stages that
synthesize new instruction proposals, and human verification.

timizing future MLLMs.
In summary, our main contributions are as fol-
lows:

* We propose a novel chart hypothetical ques-
tion answering task to evaluate the true un-
derstanding capabilities of MLLMs on chart-
based reasoning.

* We propose a human-machine interactive
HQA data synthesis framework named HAL.
It leverages LLLMs to automatically generate
diverse and high-quality HQA data under the
guidance of human feedback.

* We unveil Chart-HQA, a challenging bench-
mark for chart hypothetical question answer-
ing. Extensive experiments demonstrate that
existing MLLMs are generally inadequate in
counterfactual chart comprehension abilities.

2 Human-machine Interactive Data
Synthesis

In this section, we detail our unique method that
synthesizes high-quality hypothetical QA for chart-
based visual question answering, named HAIL As
shown in Figure 2, our method consists of two in-
terconnected modules, a Counterfactual proposal
generator (CPG), and a Human-feedback discrim-
inator (HFD). In section 2.1, we present how the
CPG module iteratively generate new instruction
proposals and HQA instances. In section 2.2, we in-
troduce the HFD module to leverage human expert
knowledge for validating HQA instances.

2.1 Counterfactual Proposal Generator

The primary goal of our method is to automati-
cally generate diverse and high-quality Hypothet-
ical Question Answering (HQA) instances using
large language models (LLMs). However, directly
leveraging LL.Ms to annotate large-scale HQA data
is challenging, as it requires: (1) creatively formu-
lating novel counterfactual operations based on the
rich attributes of charts; (2) professionally com-
posing logically consistent hypothetical questions
aligned with the given context. Empirically, even
when provided with detailed task descriptions and
examples, LLMs tend to repetitively reference prior
data, lacking valuable insights essential for design-
ing diverse HQA data. Therefore, we propose the
Counterfactual Proposal Generator to encourage
the LLM to generate general instruction proposals
that describe common counterfactual operations
for different types of charts. Specifically, this com-
ponent first initializes an instruction proposal pool,
in which four seed proposals are manually crafted
for each chart type. Then, given a set of general
descriptions of chart attributes D¢, the module uti-
lizes GPT-4 to generate counterfactual instruction
proposals Ip, formulated as follows:

Ip = GPT-4(1g, P;, D¢), 1

where Ig represents a sampled seed proposal from
the instruction proposal pool as a contextual exam-
ple, and P is a guiding prompt for GPT-4, with the
specific prompt details presented in Appendix A.
After obtaining a diverse set of instruction
proposals, the CPG module further utilizes gen-
erated proposals to generate specific hypotheti-



cal question-answering instances, ensuring their
alignment with the context of particular factual
chart-based questions. Notably, each hypothet-
ical question corresponds to a factual question
from ChartQA, but not every factual question in
ChartQA has a corresponding hypothetical ques-
tion. To generate specific HQA instances, we use
the ChartQA annotation JSON file A, which con-
tains structured metadata about the chart’s content.
Our empirical findings indicate that such structured
textual representations provide LLMs with a more
effective understanding of chart information com-
pared to direct image inputs. Subsequently, we de-
sign an appropriate prompt to guide GPT-4 in gen-
erating specific HQA data based on the previously
generated instruction proposals I p, the original fac-
tual QA instance (Q Ap, and the chart annotations
Ac, as follows:

QAH = GPT_4(IP7 QAO7 PH7 AC) (2)

where Py represents a prompt template, its specific
content detailed in Appendix A.

2.2 Human-feedback Discriminator

Although the counterfactual proposal generation
component carefully utilizes the LLM to generate
HQA data, it is inevitable that some low-quality in-
stances may be produced, containing contradictions
with the inherent structure of charts or unreason-
able assumptions. To address this issue, we adopt
a human validation process to ensure the quality
of the generated HQA instances. Specifically, we
recruit seven experts with professional knowledge
of chart interpretation to review the generated HQA
instances. Given the HQA instances produced by
the counterfactual hypothesis proposal generation
component, the reviewers are required to assess
whether the generated counterfactual hypotheses
align with the structural properties of the chart and
whether the corresponding answers are correct. For
instance, as illustrated in Figure 2, the reviewers
evaluate the generated HQA instances from multi-
ple perspectives, including the reasonableness of
the question, accuracy of the answer, and com-
plexity of the reasoning process. Based on human
judgments, only validated HQA instances are re-
tained, and the corresponding human feedback is
incorporated into the instruction proposals before
being added back to the instruction proposal pool.
As aresult, 63.4% of the generated HQA data suc-
cessfully passed validation. Specific examples of
HQA data review can be found in the appendix B.

Benchmarks | Chart | Question | QA formats
‘ Real-world ‘ Hypothetical ‘ Open-ended
Figure QA X X X
DVQA X X x
LEAF-QA++ X X X
PlotQA X X V4
ChartLlama X X v/
MMC X X v
ChartQA v X 4
ChartBench v X v/
ChartX v X 4
Chart-HQA (ours) | v ‘ v ‘ v/

Table 1: Comparison between existing benchmarks and
our new Chart-HQA benchmark.

Statistic Number
# of hypothetical questions 2173
# of instruction proposals 900
# of charts 947
# of answer types 4
Avg. Character per question 149.14
Avg. Character per assumption 82.10
Avg. Character per answer 6.29

Table 2: Key statistics for Chart-HQA.
3 Dataset Analysis

We apply the proposed data synthesis method to
change questions from widely used benchmarks
ChartQA (Masry et al., 2022) test-split to be hy-
pothetical by adding a related assumption. The
generated HQA benchmark is named Chart-HQA.
We present the data analysis for Chart-HQA as
below.

3.1 Comparison to Existing Benchmarks

As shown in Table 1, Chart-HQA differs from re-
lated benchmarks in various aspects: (1) Chart-
HQA is the first benchmark to study hypotheti-
cal problems over chart context on open domains;
(2) Questions in Chart-HQA are generated auto-
matically by LLMs, which greatly reduces data
construction costs. (3) Chart-HQA has an open-
vocabulary QA format that requires applying coun-
terfactual operations on the underlying chart data.

3.2 Key Statistics

The main statistics for Chart-HQA are shown in
Table 2. The Chart-HQA benchmark contains 2172
hypothetical questions, which are all used to test
zero-shot chart-based visual question answering.
There are 900 instruction proposals, indicating that
Chart-HQA has a rich diversity in the hypothetical
problem distribution. The assumptions have an
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Figure 3: Counterfactual operations in generated instruc-
tion proposals. The inner circle denotes noun objects in
charts, the outer circle represents the action against the
noun object.

average of 82.1 characters in length, showing that
they have lexical richness. There are four answer
types in Chart-HQA, and the answer could be a
text span, an integer number, a decimal number,
or a boolean answer. These statistics suggest that
models need diverse symbolic reasoning abilities
to answer the questions in Chart-HQA.

3.3 Proposal Diversity

We further demonstrate the diversity of generated
instruction proposals. We identify the counterfac-
tual operations in generated instruction proposals
and then extract the verb-noun structure in the
counterfactual operation using Berkeley Neural
Parser (Kitaev and Klein, 2018; Kitaev et al., 2019).
We randomly parse 10 generated instruction pro-
posals for each chart style. As shown in Figure 3,
we can see quite diverse intents and textual formats
in these instruction proposals. Notably, the gener-
ated counterfactual operations adeptly capture the
distinctive characteristics of data visualization. For
instance, the counterfactual operation of "reversing
trend" for the line chart introduces novel challenges
to the model’s domain knowledge.

4 Experiments

In this section, we conduct zero-shot transfer exper-
iments on the proposed Chart-HQA (Section 4.2).
In addition, we further perform a fine-grained
analysis of MLLMs based on answer types (Sec-

tion 4.3). Before discussing results, we provide
details of the experimental setup below.

4.1 Experimental Settings

Models. We evaluate two types of models: (1)
chart-oriented specialist models. This type of
model specializes in pre-training on large amounts
of chart data. we evaluate end-to-end models in-
cluding Pix2struct, MatCha , Unichart, ChartL-
lama, ChartVLM, TinyChart and DocowI2.0. We
also evaluate a tool-augmented model Deplot .
(2) generalist models, which are trained towards
general capability for various vision-language
tasks. The open-source models include Monkey,
Qwen-VL-Chat, DeepSeek-VL, Qwen2.5-VL and
InternVL-2.5, while the closed-source models con-
tain Qwen-VL-Max, Gemini-Pro, GPT-4V, GPT-
4o0. For open-source models, we re-implement the
results using the official codes. For closed-source
models, we re-implement the results using the offi-
cial APIs.

Metrics. To ensure a fair comparison with
ChartQA results, we adopt the same evaluation
method and metric used in ChartQA. Specifically,
we choose the relaxed accuracy used in ChartQA
as the evaluation metric, which means exact match
accuracy with 5% tolerance on numerical error is
used to report all QA results. In addition, we com-
pute the decline rate to measure the performance
difference of models between ChartQA and Chart-
HQA, which is calculated as follows:

Accoq — A
|[Accga — Accrgal 00

3)

Decline Rate =

Accga

4.2 Zero-shot Transfer on Chart-HQA

Chart-HQA establishes a highly challenging
benchmark for visual chart understanding. Ta-
ble 3 compares various MLLMs on the ChartQA
and our Chart-HQA. First, chart-specialist mod-
els exhibit severe generalization issues when han-
dling counterfactual assumptions added to ques-
tions while keeping chart images unchanged. For
example, large-scale specialist models with over
10B parameters, such as ChartVLM-L and ChartL-
lama, exhibit significant declines of 63.70% and
75.28% respectively on Chart-HQA compared to
their strong performance on ChartQA. Second, gen-
eralist MLLMs also demonstrate limited capabil-

'We use the GPT3.5 (OpenAl, 2021) as the inference
model of Deplot for our experiments.



Models ‘

‘ #Params ‘

ChartQA | Chart-HQA

‘ Decline Rate (])

Type
\ | Acc () Rank | Acc(f) Rank |
Specialist Models
Pix2struct (Lee et al., 2023) End-to-End 0.3B 56.00  #18 17.68 #17 68.43
MatCha (Liu et al., 2023b) End-to-End 0.3B 64.20  #15 21.32 #14 66.79
Unichart (Masry et al., 2023) End-to-End 0.2B 66.24  #13 18.69 #16 71.78
TinyChart (Zhang et al., 2024) End-to-End 3B 83.60 #5 30.79  #11 63.17
DocOwl-v2.0 (Hu et al., 2024) End-to-End 8B 70.00  #10 30.83 #10 55.96
ChartLlama (Han et al., 2023a) End-to-End 13B 69.66 #11 17.22 #18 75.28
ChartVLM-L (Xia et al., 2024a) End-to-End 14.3B 62.28 #16 20.15 #15 63.70
DePlot(GPT 3.5) PoT SC (Liu et al., 2023a) | Tool-augment - 76.70 #8 49.49 #6 35.48
Generalist Models
Qwen-VL-Chat (Bai et al., 2023) End-to-End 7B 66.30  #12 28.60  #12 56.86
DeepSeek-VL-Chat (Lu et al., 2024) End-to-End 7B 60.72 #17 27.93 #13 54.00
Qwen2.5-VL (Team, 2025) End-to-End 7B 87.30 #2 57.20 #3 34.48
InternVL-v2.5-8B (Chen et al., 2025) End-to-End 8B 84.80 #4 48.23 #7 43.13
Monkey (Li et al., 2023b) End-to-End 9.8B 65.10  #14 31.45 #9 51.69
Qwen2.5-VL (Team, 2025) End-to-End 72B 89.50 #1 66.41 #1 25.80
Gemini-Pro (Team et al., 2023) End-to-End - 74.10 #9 41.25 #8 44.33
Qwen-VL-Max (Team, 2024) End-to-End - 79.80 #6 53.41 #5 33.07
GPT-4V (OpenAl et al., 2024) End-to-End - 78.50 #7 56.49 #4 28.01
GPT-40 (OpenAl et al., 2024) End-to-End - 85.70 #3 62.52 #2 27.05

Table 3: Zero-shot transfer results with state-of-the-art generalist multi-modal language methods and chart-oriented
specialist models on our proposed Chart-HQA. PoT denotes program-of-thought prompting. SC denotes self-
consistency. We color each column as the best, second best, and third best.

ities in counterfactual reasoning over charts. For
instance, the high-performing GPT-4o exhibits a
notable 27.05% decline rate on Chart-HQA com-
pared to its performance on ChartQA. Third, we
further find that enhancing the model’s symbolic
reasoning ability is crucial for Chart-HQA. For ex-
ample, with the same model size (~7B), Qwen2.5-
VL significantly outperforms Qwen-VL-Chat and
InternVL-2.5 on Chart-HQA.

4.3 Fine-grained Evaluation Results

Most MLLMs exhibit imbalanced performance
across different answer types within Chart-
HQA. Table 4 presents the fine-grained evalua-
tion results on Chart-HQA for different answer
types. First, only GPT-4V demonstrates both high
HQA performance across various answer types and
balanced performance distribution. For example,
GPT-4V achieves the best performance among all
evaluated models on integer, decimal, and boolean
answer types, and its performance variance (2.09)
is the lowest among all evaluated models. Second,
generalist models exhibit superior fine-grained per-
formance and reasoning stability compared to chart-
specialist models. This phenomenon indicates that
pretraining on fundamental general-purpose abili-
ties is beneficial for chart understanding.

4.4 Ablation Study

We further investigate the effectiveness of our HQA
data synthesis method. Specifically, we synthe-
sized 100 HQA instances respectively using three
different approaches: Human expert-designed (Hu-
man), LLM-generated (Machine) and our proposed
human-Al interactive method. Subsequently, we
calculate the unit cost of data synthesis for each
method. We then invite human experts to evalu-
ate the synthesized data from three perspectives,
each scored on a scale of 5: Rationality, which
measures whether the generated questions conform
to the intrinsic layout structure of the chart; Com-
plexity, which assesses the difficulty of answering
the questions; and Diversity, which evaluates the
richness of counterfactual operations applied to the
chart. The evaluation results are presented in Fig-
ure 4. First, in terms of rationality and complexity,
our method performed comparably to human ex-
perts. For example, in complexity scoring, human-
designed questions received a score of 4.5, while
our method achieved a close score of 4.2. Second,
regarding diversity, our method significantly outper-
form both human-designed and machine-generated
approaches. Third, compared to the design cost
of human experts, our method reduces costs by
90.7%, lowering the average unit cost to 0.12 CNY
per sample. The primary reason for this cost effi-



Model ‘

Chart-HQA

#Params ‘ ‘ Variance (J.)

Type
\ \ | INT DEC BOOL TEXT |

Specialist Models
Pix2struct (Lee et al., 2023) End-to-End 0.3B 17.81 18.48 20.21 14.60 4.13
MatCha (Liu et al., 2023b) End-to-End 0.3B 23.01 21.83 426 20.94 59.06
Unichart (Masry et al., 2023) End-to-End 0.2B 1521 15.74 4043 28.10 107.30
TinyChart (Zhang et al., 2024) End-to-End 3B 3571 26.61 5745 39.39 125.60
DocOwl-v2.0 (Hu et al., 2024) End-to-End 8B 3036 27.84 5426 3747 106.30
ChartLlama (Han et al., 2023a) End-to-End 13B 13.27 11.88 59.57 28.73 368.37
ChartVLM-L (Xia et al., 2024a) End-to-End 143B | 1799 16.62 51.09 26.26 191.47
DePlot(GPT 3.5) PoT SC (Liu et al., 2023a) | Tool-augment - 45.08 58.17 56.38 32.96 102.07

Generalist Models
Qwen-VL-Chat (Bai et al., 2023) End-to-End 7B 27.53 2571 44.68 3444 55.38
DeepSeek-VL-Chat (Lu et al., 2024) End-to-End 7B 29.17 24.55 4255  38.02 50.29
Qwen2.5-VL (Team, 2025) End-to-End 7B 44.05 58.66 67.02 54.55 68.35
InternVL-v2.5-8B (Chen et al., 2025) End-to-End 8B 3690 48.71 60.64 48.21 70.50
Monkey (Li et al., 2023b) End-to-End 9.8B 30.14 2832 44.68 39.12 44.41
Qwen2.5-VL (Team, 2025) End-to-End 72B 51.55 68.02 7234 64.54 60.24
Gemini-Pro (Team et al., 2023) End-to-End - 3871 43.55 5532 36.46 53.06
Qwen-VL-Max (Team, 2024) End-to-End - 50.34 5598 58.51 49.72 13.86
GPT-4V (OpenAl et al., 2024) End-to-End - 54.58 58.38 5532 55.52 2.09
GPT-40 (OpenAl et al., 2024) End-to-End - 49.10 64.79 51.06 61.98 45.72

Table 4: Fine-grained Evaluation Results on Chart-HQA across different answer types. INT: Integer answers; DEC:
Decimal answers; BOOL: Boolean text answers; TEXT: Text answers. We color each column as the best, second

best, and third best.
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Figure 4: Human evaluation performance of three data synthesis methods, including human, machine, and our
human-machine interaction approach. From left to right, the comparison includes question rationality, complexity,

diversity, and synthesis cost (unit: CNY).

ciency is that, compared to the direct design HQA
instances by human experts, our method effectively
distributes the workload, where the LLM gener-
ate the questions and human experts review them,
thereby significantly reducing the overall cost.

4.5 Case Study

To better illustrate the challenge of the proposed
chart-based hypothetical question answering task,
we conduct a specific case study on Chart-HQA
using the powerful reasoning models GPT-4o,
Gemini-2.0 (Team et al., 2023), Qwen-VL-Max,
and InternVL2.5-78B (Chen et al., 2025) as shown
in Figure 5. All models correctly answer the orig-
inal factual question shown in Figure 5(a). How-
ever, when answering the hypothetical question

proposed in Chart-HQA, the reasoning processes
of models exhibit significant differences as shown
in Figure 5(b). Specifically, GPT-4o first accurately
reasons through the hypothetical scenario, correctly
inferring that the maximum value of the green bar
(78%) becomes the average value of the blue bar
(34%). 1t then deduces that the hypothetical sce-
nario does not affect the answer, thus maintaining
the original response (51%). In contrast, Gemini-
2.0 makes two critical errors. First, it confuses the
colors in the chart, leading to an incorrect inter-
pretation of the hypothetical scenario. Second, it
fails to reason that the hypothetical scenario does
not influence the question, ultimately replacing the
correct answer with the erroneous assumption in-
ference. Similar to Gemini-2.0, Qwen-VL-Max



Question: What's the
percentage value of Oppose bar

I Question: If the maximum value of the green bar were to become the average value of
|| the blue bar, what would be the percentage value of Oppose bar in the U.S.? Label: 51%

in the U.S.? Label: 51% |

I @ GPT-o:
Oppose __ Support 1. Calculate the average value of the blue bars:
US. | 51% | 44% (51%+ 17%) / 2 = 34%.
2. Apply the new average value: The question assumes that the percentage of Germany’s
Germany ‘17 78 support is adjusted to the average value of the blue bars, 34%.
3. Calculate the new percentage of Americans who “oppose’: Based on the problem
Chart Image description, the percentage change in Germany does not affect the percentage in the
United States.
@ GPT-40: 4. Result: The percentage of Americans who “oppose” remains 51%.
The percentage of Americans 4 Gemini-2.0:

who “oppose” is 51%.

1. Calculate the average value of the blue bars:

I
I
I
I
I
I
I
I
I
| (44% +78%) / 2 =61%
I 2. Find the maximum value of the green bars: 51%
I
I
I
I
I
I
I
I
I
I

4 Gemini-2.0:

The percentage of Americans
who “oppose” is 51%.
(;3 Qwen-VL-Max:
7 Qwen-VL-Max:

The percentage of Americans
who “oppose” is 51%.
7

% InternVL.2.5-78B: {, InternVL2.5-78B:

The percentage of Americans LUS.:51%

who “oppose” is 51%.
(a) ChartQA

3. Replace the maximum value of the green bars with the average value of the blue bars: 61%
4. Result: The percentage value of the opposition bar is 61%. X

1. In the U.S., 51% oppose the policy.
2. - The current maximum value of the green bar (Support) is 44%.
- If this were to become the average value of the blue bar (Oppose), it means that
the percentage of those who oppose would be 44%.
3. Therefore, the percentage value of the Oppose bar in the U.S. would be 44%. X

2. Average = (Germany's blue bar + U.S.'s blue bar) / 2 = (17% + 51%) / 2 = 68%/ 2 = 34%
3. New "Oppose" percentage for U.S. =34% X

(b) Chart-HQA

Figure 5: The visualization of examples in ChartQA and Chart-HQA(ours). We use black bold to highlight key
reasoning steps of the model and red to mark incorrect reasoning steps.

and InternVL2.5-78B also fail to recognize that the
hypothetical scenario does not affect the answer
during the reasoning process, leading to incorrect
responses. This phenomenon indicates that since
MLLMs need to analyze the problem step by step,
they tend to become deeply engaged in imagina-
tive reasoning based on the assumed scenario, ulti-
mately overlooking the actual content the question
aims to query.

5 Related Works

5.1 Chart Benchmarks

HallusionBench (Guan et al., 2023) has revealed
that state-of-the-art models, such as GPT-4V (Ope-
nAl, 2023) and LLaVA-1.5 (Liu et al., 2023d),
exhibit severe hallucinations when processing in-
tricate chart-related queries. Additionally, sev-
eral benchmarks including SciCap (Hsu et al.,
2021), Chart2Text (Kantharaj et al., 2022), Au-
toChart (Zhu et al., 2021), and ChartSumm (Rah-
man et al., 2023), focus on chart-to-text summariza-
tion. For chart comprehension, ChartQA (Masry
et al., 2022) and PlotQA (Methani et al., 2020)

serve as widely used evaluation datasets. ChartL-
lama (Han et al., 2023b), ChartX (Xia et al., 2024b),
ChartY (Chen et al., 2024) and ChartBench (Xu
et al., 2024) significantly increases the number of
supported chart types and dataset scale. In contrast,
we introduce Chart-HQA to systematically analyze
the impact of inherent output biases in MLLMs on
chart-based evaluations. By comparing its perfor-
mance with the widely used ChartQA, we reveal
the limitations of current MLLMs in visual chart
understanding.

6 Conclusion

In this paper, we propose an novel chart hypotheti-
cal question answering task to reveal the inherent
output bias problem of MLLMs. Subsequently, we
present a human-machine interactive HQA data
synthesis framework named HAI to synthesize di-
verse and high-quality HQA data at a low cost.
We synthesized a challenging benchmark called
Chart-HQA using publicly available data sources.
Through a comprehensive analysis of 18 MLLMs
of varying sizes, we reveal the shortcomings of
current MLLMs in visual chart understanding.



Limitations

Due to the limited budget and computation re-
sources, we only conducted zero-shot testing on
Chart-HQA. In the future, we will increase the data
scale to explore more experimental settings.

Ethical Statement

The dataset in this paper is constructed using pub-
licly available sources and adheres to ethical guide-
lines for data collection and annotation. No person-
ally identifiable or sensitive information is included.
Efforts have been made to ensure fairness and min-
imize bias in data representation.
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A Prompts Templates for HQA

Within this section, we outline the prompt tem-
plates for automatically generating hypothetical
questions. The prompt templates are shown in Ta-
ble 5, 6.

B Illustrative Examples of Human
Verification for HQA

Within this section, we show the examples of hu-
man verification processes for ensuring the quality
of generated hypothetical questions. These exam-
ples are illustrated in Figures 6, 7.
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Table 5: Prompt template of instruction proposal synthesis.

SYSTEM:

You are a creative prompt creator.

USER:

Given { CHART_DESCRIPTION}.

A series of data points contains a list of the following attributes (dictionary-style):
{FIELD_DESCRIPTION}

According to the chart description provided above, Your goal is to generate new instructions to guide the
user in asking hypothetical questions based on information in the chart.

Your can draw inspiration from the #Given Instructions# to create a brand new instruction.
The new instruction must meet the following conditions:

1. It should only contains two parts: how to specify the elements and the assumed change to be applied on
the elements.

2. The new instruction must be reasonable and must be understood and responded by humans.
3. Follow the sentence patterns in the examples.

4. Please replace specific concepts with general concepts.

5. Use attributes in charts to refer to specific elements.

#Given Instructions#:

1. {11}

2. {12}

3. {13}

4. {14}

Now please directly generate 3 new instructions without writing any other explanations:
<Output>:
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Table 6: Prompt template for hypothetical question generation.

SYSTEM:

You are a Question Rewriter.

USER:

You are provided with metadata from { CHART DESCRIPTION}. The chart’s title and
series of data points (models) are given in the metadata, with each model comprising
attributes outlined in { FIELD_DESCRIPTION}.

Your role is to creatively rewrite original questions into Hypothetical Questions (HQ)
based on the chart’s information. Each original question should be rephrased into two
different hypothetical questions.

Ensure:

1. Adhere to the ideas in #Feasible Rewrite Proposals#.

2. HQ should also adhere to the format in #Demonstration# and use specific details from
the chart. It also needs to be as clear as possible.

3. Keep the original question as part of rewritten HQ.

4. The answer to the HQ should differ from the original answer.

5. Provide the name of the color in words, not any code like #FF0000.

6. When the answer is a percentage value, it needs to be answered as a percentage.

7. If the calculation process includes percentage values, you need to pay attention to the
percent operation.

#Feasible Rewrite Proposals#
1. {11}
2. {12}
3. {13}

#Demonstration#:

Original question: {Q_DEMON}
Hypothetical question examples:
1. {HQ_DEMON_1}

2. {HQ_DEMON_2}

#Chart Metadata#:
{CHART_METADATA }

**Please directly complete HQs and produce the following text information. Note that
the answers should not include any explanation or units.**:
First Original Question:

Question: {Q1}

Answer: {Al}

HQ Rewrites:

Question_1:

Answer_1:

Question_2:

Answer_2:

Second Original Question:

Question: {Q2}

Answer: {A2}

HQ Rewrites:

Question_1:

Answer_1:

Question_2:

Answer_2:

<Output>:
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Hypothetical Question 1:
If the category of China with its pink bar swapped places with Israel, which
would be the color of the bar representing the new position of China?

Validation result: Pass

Hypothetical Question 2:
If the category of China with its pink bar swapped colors with Israel, which
would be the color of the bar representing China?

Validation result: Failed

Reason: Not answerable. Because the color of Israel bar does not show in
the figure.

Figure 6: The first example of human verification.

- Bed & bathroom 22%

- Other 34%

- Living room 19%

IKEA food 5%

- Children’s IKEA 5%

Kitchen & dining | 5%

@ Additional Information

Hypothetical Question 1:
Assuming the value of "Bed & Bathroom" doubles, how many segments have the same
share?

Validation result: Pass

Hypothetical Question 2:
Assuming the value of "Bed & Bathroom" doubles, how does this affect the percentage of the
"Kitchen & dining" share?

Validation result: Failed
Reason: The question is not clear. Itis hard to find a unique and accurate answer.

Figure 7: The second example of human verification.
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