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Abstract

Multimodal Large Language Models (MLLMs)001
have garnered significant attention for their002
strong visual-semantic understanding. Most003
existing chart benchmarks evaluate MLLMs’004
ability to parse information from charts to an-005
swer questions. However, they overlook the006
inherent output biases of MLLMs, where mod-007
els rely on their parametric memory to answer008
questions rather than genuinely understand-009
ing the chart content. To address this limita-010
tion, we introduce a novel Chart Hypotheti-011
cal Question Answering (HQA) task, which012
imposes assumptions on the same question to013
compel models to engage in counterfactual rea-014
soning based on the chart content. Further-015
more, we introduce HAI, a human-AI inter-016
active data synthesis approach that leverages017
the efficient text-editing capabilities of LLMs018
alongside human expert knowledge to gener-019
ate diverse and high-quality HQA data at a low020
cost. Using HAI, we construct Chart-HQA, a021
challenging benchmark synthesized from pub-022
licly available data sources. Evaluation results023
on 18 MLLMs of varying model sizes reveal024
that current models face significant generaliza-025
tion challenges and exhibit imbalanced reason-026
ing performance on the HQA task. Our code-027
base and newly generated datasets are available028
at https://anonymous.4open.science/r/Chart-029
HQA-86BE.030

1 Introduction031

Multimodal Large Language Models (MLLMs) (Li032

et al., 2023a; Liu et al., 2023e) have demonstrated033

exceptional performance in visual-semantic un-034

derstanding (OpenAI, 2023; Wang et al., 2023).035

Despite their success, existing MLLMs still face036

significant challenges in reading, understanding,037

and summarizing visual charts (Masry et al., 2022;038

Li and Tajbakhsh, 2023). Unlike natural images,039

which primarily rely on recognizable objects, rela-040

tive positions, and interactive relationships to con-041

vey information, charts communicate complex se-042

mantic meanings through visual logic (Xu et al., 043

2024), such as trend lines, color-coded legends, and 044

axis structures. 045

Most existing chart question answering bench- 046

marks (Masry et al., 2022; Xia et al., 2024b) mainly 047

focus on factoid question answering (FQA), where 048

the model is required to directly extract information 049

from the chart image to answer question, as shown 050

in Figure 1.a. Although these benchmarks have 051

made significant progress in expanding dataset 052

scale (Xia et al., 2024a) and diversifying chart 053

types (Xu et al., 2024), they overlook the inherent 054

output biases problem of MLLMs (Huang et al., 055

2024; Guan et al., 2023), i.e., MLLMs tend to rely 056

on their parametric memory to answer questions 057

rather than interpreting the visual content of the 058

chart. Taking the widely used multimodal model 059

LLaVA-1.5 (Liu et al., 2023c) as an example, as 060

shown in Figure 1, although LLaVA-1.5 correctly 061

answered the question in the FQA task (Figure 1.a), 062

the model still produced the same output when 063

the counterfactual image was provided (Figure 1.b) 064

or even the chart image was missing (Figure 1.c). 065

This phenomenon indicates that introducing ad- 066

ditional control conditions (e.g., missing images, 067

counterfactual images) for the same chart question 068

can effectively reveal the output bias of MLLMs, 069

thereby reflecting their true understanding of charts. 070

Unfortunately, to the best of our knowledge, no 071

existing chart benchmarks have been designed to 072

thoroughly investigate such problem. 073

To fill this gap, we propose an novel hypotheti- 074

cal question answering (HQA) task in the domain 075

of chart understanding. Unlike directly modifying 076

chart images as a control condition, we focus on 077

imposing an assumption on the original chart ques- 078

tion. As shown in Figure 1.d, the proposed HQA 079

task requires models to independently imagine the 080

corresponding counterfactual details based on the 081

given assumption and original chart image, thereby 082

establishing an accurate inference context. The 083
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Question: According to the chart, is China the third-largest country 
in the world by land area?
Answer: Yes
LLaVA-1.5: Yes, China is the third-largest country in the world by 
land area.

Question: According to the chart, is China the third-largest country 
in the world by land area?
Answer: No
LLaVA-1.5: Yes, China is the third-largest country in the world by 
land area.

【No Chart Image】
Question: According to the chart, is China the third-largest country 
in the world by land area?
Answer: Unable to answer
LLaVA-1.5: Yes, China is the third-largest country in the world by 
land area.

(a) Original Chart QA

(c) QA without Chart Image

(b) QA on Counterfactual Charts

Question: If China and the 
United States were to swap 
places according to the chart, 
would China be the third-largest 
country in the world by land area?
Answers: No

Counterfactual Chart
Imagine

(d) Hypothetical QA (Ours)

Figure 1: An example of biased output on charts from MLLMS and proposed hypothetical QA task. (a) Factoid
QA results based on the original chart. (b) The response after counterfactual editing of the chart, where the land
areas of "China" and "USA" are swapped. (c) The model’s answers without the chart image input. (d) Illustration of
hypothetical question and the corresponding counterfactual context to be imagined.

HQA task will undoubtedly enhance the practical084

use of MLLMs due to the universality of hypotheti-085

cal questions in real-world scenarios.086

However, constructing a high-quality chart HQA087

benchmark is not trivial. While a straightforward088

approach is to utilize human experts for data syn-089

thesis, existing research (Wang et al., 2022) has090

shown that human-generated data suffer from lim-091

ited diversity. Specifically, most human-generated092

hypothetical questions tend to focus on common093

chart attributes such as specific data, falling short of094

covering a true variety of assumption types and dif-095

ferent ways to describe them. Secondly, the same096

hypothetical scenario may not be applicable to dif-097

ferent chart types and could even lead to conflicting098

layout structures. For example, the assumption099

“suppose a specific value in the chart doubles” is100

reasonable in a bar chart. However, in a pie chart,101

this assumption violates the structural constraint102

that all slices must sum to 100%. Undoubtedly,103

such structurally conflicting hypothetical questions104

significantly reduce the practical applicability of105

the HQA benchmark.106

To overcome above challenges, we propose a107

human-machine interactive HQA data synthesis108

method named HAI. HAI combines the efficient109

text editing capabilities of LLMs with human ex-110

pert knowledge to synthesize diverse and high-111

quality HQA data at a low cost. Specifically, HAI112

consists of two key components: (1) Counterfac-113

tual proposal generator (CIG). To diversify coun-114

terfactual assumptions, the CIG module randomly115

samples a subset of instructions from the seed in-116

struction set (initially composed of limited manual 117

instructions) and inputs them into the LLM along 118

with the detailed description of charts to gener- 119

ate new instruction proposals and HQA instances. 120

(2) Human-feedback discriminator (HFD). This 121

module employs multiple human experts to review 122

generated HQA instances from various perspec- 123

tives, including answer accuracy, layout consis- 124

tency, and question clarity. Subsequently, HQA 125

instances validated by human experts are retained. 126

Furthermore, leveraging the self-reflection capabil- 127

ity (Shinn et al., 2023) of LLMs, the corresponding 128

instruction proposals are revised based on human 129

expert feedback, thereby expanding the seed in- 130

struction set. Based on the proposed method, we 131

construct Chart-HQA, a challenging HQA bench- 132

mark derived from factoid QAs in ChartQA (Masry 133

et al., 2022). There are 900 counterfactual instruc- 134

tion proposals and 4 answer types within Chart- 135

HQA. We evaluate the zero-shot reasoning capabili- 136

ties of 18 MLLMs of varying model sizes on Chart- 137

HQA, including 8 specialist chart-based models 138

and 10 generalist models. The results (as shown 139

in Table 3) indicate that existing models generally 140

exhibit limited reasoning capabilities in chart hy- 141

pothetical question answering. For instance, the 142

high-performing GPT-4o (OpenAI et al., 2024) ex- 143

periences a significant performance drop, with re- 144

laxed accuracy decreasing from 85.7% on ChartQA 145

to 62.52% on Chart-HQA. Additionally, we ob- 146

serve that most models demonstrate imbalanced 147

performance across different answer types within 148

Chart-HQA, highlighting potential avenues for op- 149
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Human-feedback 
discriminator

Original QA:
Q: What is the percentage
of people who not go online?
A: 41%

Seed 
Instructions

Chart-HQA

Sample

HQ：What would the percentage
of people who not go online be, if
it absorbs the value of “Use
SNS” segment？A：68%

Counterfactual proposal generator

The question is clear,
and the answer is correct.
It conforms to the chart
layout structure. ✅

❌

The question violates the
pie chart layout structure.

Proposal-1

Proposal-2

Select a segment by its label, assuming it
absorbs the another value.

Select a segment by its label, assuming its 
value doubles.

Do not go
online

Use 
SNS

No SNS

Factoid QA

HQA-1

HQA-2

HQA-2
HQ：What would the percentage
of people who use SNS be, if
its value double？A：54%

Review
Proposal-1 HQA-2

Figure 2: The illustration of our approach for synthesizing hypothetical questions, including two stages that
synthesize new instruction proposals, and human verification.

timizing future MLLMs.150

In summary, our main contributions are as fol-151

lows:152

• We propose a novel chart hypothetical ques-153

tion answering task to evaluate the true un-154

derstanding capabilities of MLLMs on chart-155

based reasoning.156

• We propose a human-machine interactive157

HQA data synthesis framework named HAI.158

It leverages LLMs to automatically generate159

diverse and high-quality HQA data under the160

guidance of human feedback.161

• We unveil Chart-HQA, a challenging bench-162

mark for chart hypothetical question answer-163

ing. Extensive experiments demonstrate that164

existing MLLMs are generally inadequate in165

counterfactual chart comprehension abilities.166

2 Human-machine Interactive Data167

Synthesis168

In this section, we detail our unique method that169

synthesizes high-quality hypothetical QA for chart-170

based visual question answering, named HAI. As171

shown in Figure 2, our method consists of two in-172

terconnected modules, a Counterfactual proposal173

generator (CPG), and a Human-feedback discrim-174

inator (HFD). In section 2.1, we present how the175

CPG module iteratively generate new instruction176

proposals and HQA instances. In section 2.2, we in-177

troduce the HFD module to leverage human expert178

knowledge for validating HQA instances.179

2.1 Counterfactual Proposal Generator 180

The primary goal of our method is to automati- 181

cally generate diverse and high-quality Hypothet- 182

ical Question Answering (HQA) instances using 183

large language models (LLMs). However, directly 184

leveraging LLMs to annotate large-scale HQA data 185

is challenging, as it requires: (1) creatively formu- 186

lating novel counterfactual operations based on the 187

rich attributes of charts; (2) professionally com- 188

posing logically consistent hypothetical questions 189

aligned with the given context. Empirically, even 190

when provided with detailed task descriptions and 191

examples, LLMs tend to repetitively reference prior 192

data, lacking valuable insights essential for design- 193

ing diverse HQA data. Therefore, we propose the 194

Counterfactual Proposal Generator to encourage 195

the LLM to generate general instruction proposals 196

that describe common counterfactual operations 197

for different types of charts. Specifically, this com- 198

ponent first initializes an instruction proposal pool, 199

in which four seed proposals are manually crafted 200

for each chart type. Then, given a set of general 201

descriptions of chart attributes DC , the module uti- 202

lizes GPT-4 to generate counterfactual instruction 203

proposals IP , formulated as follows: 204

IP = GPT-4(IS , PI , DC), (1) 205

where IS represents a sampled seed proposal from 206

the instruction proposal pool as a contextual exam- 207

ple, and PI is a guiding prompt for GPT-4, with the 208

specific prompt details presented in Appendix A. 209

After obtaining a diverse set of instruction 210

proposals, the CPG module further utilizes gen- 211

erated proposals to generate specific hypotheti- 212
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cal question-answering instances, ensuring their213

alignment with the context of particular factual214

chart-based questions. Notably, each hypothet-215

ical question corresponds to a factual question216

from ChartQA, but not every factual question in217

ChartQA has a corresponding hypothetical ques-218

tion. To generate specific HQA instances, we use219

the ChartQA annotation JSON file AC , which con-220

tains structured metadata about the chart’s content.221

Our empirical findings indicate that such structured222

textual representations provide LLMs with a more223

effective understanding of chart information com-224

pared to direct image inputs. Subsequently, we de-225

sign an appropriate prompt to guide GPT-4 in gen-226

erating specific HQA data based on the previously227

generated instruction proposals IP , the original fac-228

tual QA instance QAO, and the chart annotations229

AC , as follows:230

QAH = GPT-4(IP , QAO, PH , AC) (2)231

where PH represents a prompt template, its specific232

content detailed in Appendix A.233

2.2 Human-feedback Discriminator234

Although the counterfactual proposal generation235

component carefully utilizes the LLM to generate236

HQA data, it is inevitable that some low-quality in-237

stances may be produced, containing contradictions238

with the inherent structure of charts or unreason-239

able assumptions. To address this issue, we adopt240

a human validation process to ensure the quality241

of the generated HQA instances. Specifically, we242

recruit seven experts with professional knowledge243

of chart interpretation to review the generated HQA244

instances. Given the HQA instances produced by245

the counterfactual hypothesis proposal generation246

component, the reviewers are required to assess247

whether the generated counterfactual hypotheses248

align with the structural properties of the chart and249

whether the corresponding answers are correct. For250

instance, as illustrated in Figure 2, the reviewers251

evaluate the generated HQA instances from multi-252

ple perspectives, including the reasonableness of253

the question, accuracy of the answer, and com-254

plexity of the reasoning process. Based on human255

judgments, only validated HQA instances are re-256

tained, and the corresponding human feedback is257

incorporated into the instruction proposals before258

being added back to the instruction proposal pool.259

As a result, 63.4% of the generated HQA data suc-260

cessfully passed validation. Specific examples of261

HQA data review can be found in the appendix B.262

Benchmarks
Chart Question QA formats

Real-world Hypothetical Open-ended

Figure QA % % %

DVQA % % %

LEAF-QA++ % % %

PlotQA % % !

ChartLlama % % !

MMC % % !

ChartQA ! % !

ChartBench ! % !

ChartX ! % !

Chart-HQA (ours) ! ! !

Table 1: Comparison between existing benchmarks and
our new Chart-HQA benchmark.

Statistic Number

# of hypothetical questions 2173
# of instruction proposals 900
# of charts 947
# of answer types 4

Avg. Character per question 149.14
Avg. Character per assumption 82.10
Avg. Character per answer 6.29

Table 2: Key statistics for Chart-HQA.

3 Dataset Analysis 263

We apply the proposed data synthesis method to 264

change questions from widely used benchmarks 265

ChartQA (Masry et al., 2022) test-split to be hy- 266

pothetical by adding a related assumption. The 267

generated HQA benchmark is named Chart-HQA. 268

We present the data analysis for Chart-HQA as 269

below. 270

3.1 Comparison to Existing Benchmarks 271

As shown in Table 1, Chart-HQA differs from re- 272

lated benchmarks in various aspects: (1) Chart- 273

HQA is the first benchmark to study hypotheti- 274

cal problems over chart context on open domains; 275

(2) Questions in Chart-HQA are generated auto- 276

matically by LLMs, which greatly reduces data 277

construction costs. (3) Chart-HQA has an open- 278

vocabulary QA format that requires applying coun- 279

terfactual operations on the underlying chart data. 280

3.2 Key Statistics 281

The main statistics for Chart-HQA are shown in 282

Table 2. The Chart-HQA benchmark contains 2172 283

hypothetical questions, which are all used to test 284

zero-shot chart-based visual question answering. 285

There are 900 instruction proposals, indicating that 286

Chart-HQA has a rich diversity in the hypothetical 287

problem distribution. The assumptions have an 288
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Figure 3: Counterfactual operations in generated instruc-
tion proposals. The inner circle denotes noun objects in
charts, the outer circle represents the action against the
noun object.

average of 82.1 characters in length, showing that289

they have lexical richness. There are four answer290

types in Chart-HQA, and the answer could be a291

text span, an integer number, a decimal number,292

or a boolean answer. These statistics suggest that293

models need diverse symbolic reasoning abilities294

to answer the questions in Chart-HQA.295

3.3 Proposal Diversity296

We further demonstrate the diversity of generated297

instruction proposals. We identify the counterfac-298

tual operations in generated instruction proposals299

and then extract the verb-noun structure in the300

counterfactual operation using Berkeley Neural301

Parser (Kitaev and Klein, 2018; Kitaev et al., 2019).302

We randomly parse 10 generated instruction pro-303

posals for each chart style. As shown in Figure 3,304

we can see quite diverse intents and textual formats305

in these instruction proposals. Notably, the gener-306

ated counterfactual operations adeptly capture the307

distinctive characteristics of data visualization. For308

instance, the counterfactual operation of "reversing309

trend" for the line chart introduces novel challenges310

to the model’s domain knowledge.311

4 Experiments312

In this section, we conduct zero-shot transfer exper-313

iments on the proposed Chart-HQA (Section 4.2).314

In addition, we further perform a fine-grained315

analysis of MLLMs based on answer types (Sec-316

tion 4.3). Before discussing results, we provide 317

details of the experimental setup below. 318

4.1 Experimental Settings 319

Models. We evaluate two types of models: (1) 320

chart-oriented specialist models. This type of 321

model specializes in pre-training on large amounts 322

of chart data. we evaluate end-to-end models in- 323

cluding Pix2struct, MatCha , Unichart, ChartL- 324

lama, ChartVLM, TinyChart and Docowl2.0. We 325

also evaluate a tool-augmented model Deplot 1. 326

(2) generalist models, which are trained towards 327

general capability for various vision-language 328

tasks. The open-source models include Monkey, 329

Qwen-VL-Chat, DeepSeek-VL, Qwen2.5-VL and 330

InternVL-2.5, while the closed-source models con- 331

tain Qwen-VL-Max, Gemini-Pro, GPT-4V, GPT- 332

4o. For open-source models, we re-implement the 333

results using the official codes. For closed-source 334

models, we re-implement the results using the offi- 335

cial APIs. 336

Metrics. To ensure a fair comparison with 337

ChartQA results, we adopt the same evaluation 338

method and metric used in ChartQA. Specifically, 339

we choose the relaxed accuracy used in ChartQA 340

as the evaluation metric, which means exact match 341

accuracy with 5% tolerance on numerical error is 342

used to report all QA results. In addition, we com- 343

pute the decline rate to measure the performance 344

difference of models between ChartQA and Chart- 345

HQA, which is calculated as follows: 346

Decline Rate =
|AccQA −AccHQA|

AccQA
× 100%.

(3) 347

4.2 Zero-shot Transfer on Chart-HQA 348

Chart-HQA establishes a highly challenging 349

benchmark for visual chart understanding. Ta- 350

ble 3 compares various MLLMs on the ChartQA 351

and our Chart-HQA. First, chart-specialist mod- 352

els exhibit severe generalization issues when han- 353

dling counterfactual assumptions added to ques- 354

tions while keeping chart images unchanged. For 355

example, large-scale specialist models with over 356

10B parameters, such as ChartVLM-L and ChartL- 357

lama, exhibit significant declines of 63.70% and 358

75.28% respectively on Chart-HQA compared to 359

their strong performance on ChartQA. Second, gen- 360

eralist MLLMs also demonstrate limited capabil- 361

1We use the GPT3.5 (OpenAI, 2021) as the inference
model of Deplot for our experiments.

5



Models Type #Params
ChartQA Chart-HQA

Decline Rate (↓)
Acc (↑) Rank Acc (↑) Rank

Specialist Models
Pix2struct (Lee et al., 2023) End-to-End 0.3B 56.00 #18 17.68 #17 68.43
MatCha (Liu et al., 2023b) End-to-End 0.3B 64.20 #15 21.32 #14 66.79
Unichart (Masry et al., 2023) End-to-End 0.2B 66.24 #13 18.69 #16 71.78
TinyChart (Zhang et al., 2024) End-to-End 3B 83.60 #5 30.79 #11 63.17
DocOwl-v2.0 (Hu et al., 2024) End-to-End 8B 70.00 #10 30.83 #10 55.96
ChartLlama (Han et al., 2023a) End-to-End 13B 69.66 #11 17.22 #18 75.28
ChartVLM-L (Xia et al., 2024a) End-to-End 14.3B 62.28 #16 20.15 #15 63.70
DePlot(GPT 3.5) PoT SC (Liu et al., 2023a) Tool-augment - 76.70 #8 49.49 #6 35.48

Generalist Models
Qwen-VL-Chat (Bai et al., 2023) End-to-End 7B 66.30 #12 28.60 #12 56.86
DeepSeek-VL-Chat (Lu et al., 2024) End-to-End 7B 60.72 #17 27.93 #13 54.00
Qwen2.5-VL (Team, 2025) End-to-End 7B 87.30 #2 57.20 #3 34.48
InternVL-v2.5-8B (Chen et al., 2025) End-to-End 8B 84.80 #4 48.23 #7 43.13
Monkey (Li et al., 2023b) End-to-End 9.8B 65.10 #14 31.45 #9 51.69
Qwen2.5-VL (Team, 2025) End-to-End 72B 89.50 #1 66.41 #1 25.80
Gemini-Pro (Team et al., 2023) End-to-End - 74.10 #9 41.25 #8 44.33
Qwen-VL-Max (Team, 2024) End-to-End - 79.80 #6 53.41 #5 33.07
GPT-4V (OpenAI et al., 2024) End-to-End - 78.50 #7 56.49 #4 28.01
GPT-4o (OpenAI et al., 2024) End-to-End - 85.70 #3 62.52 #2 27.05

Table 3: Zero-shot transfer results with state-of-the-art generalist multi-modal language methods and chart-oriented
specialist models on our proposed Chart-HQA. PoT denotes program-of-thought prompting. SC denotes self-
consistency. We color each column as the best, second best, and third best.

ities in counterfactual reasoning over charts. For362

instance, the high-performing GPT-4o exhibits a363

notable 27.05% decline rate on Chart-HQA com-364

pared to its performance on ChartQA. Third, we365

further find that enhancing the model’s symbolic366

reasoning ability is crucial for Chart-HQA. For ex-367

ample, with the same model size (∼7B), Qwen2.5-368

VL significantly outperforms Qwen-VL-Chat and369

InternVL-2.5 on Chart-HQA.370

4.3 Fine-grained Evaluation Results371

Most MLLMs exhibit imbalanced performance372

across different answer types within Chart-373

HQA. Table 4 presents the fine-grained evalua-374

tion results on Chart-HQA for different answer375

types. First, only GPT-4V demonstrates both high376

HQA performance across various answer types and377

balanced performance distribution. For example,378

GPT-4V achieves the best performance among all379

evaluated models on integer, decimal, and boolean380

answer types, and its performance variance (2.09)381

is the lowest among all evaluated models. Second,382

generalist models exhibit superior fine-grained per-383

formance and reasoning stability compared to chart-384

specialist models. This phenomenon indicates that385

pretraining on fundamental general-purpose abili-386

ties is beneficial for chart understanding.387

4.4 Ablation Study 388

We further investigate the effectiveness of our HQA 389

data synthesis method. Specifically, we synthe- 390

sized 100 HQA instances respectively using three 391

different approaches: Human expert-designed (Hu- 392

man), LLM-generated (Machine) and our proposed 393

human-AI interactive method. Subsequently, we 394

calculate the unit cost of data synthesis for each 395

method. We then invite human experts to evalu- 396

ate the synthesized data from three perspectives, 397

each scored on a scale of 5: Rationality, which 398

measures whether the generated questions conform 399

to the intrinsic layout structure of the chart; Com- 400

plexity, which assesses the difficulty of answering 401

the questions; and Diversity, which evaluates the 402

richness of counterfactual operations applied to the 403

chart. The evaluation results are presented in Fig- 404

ure 4. First, in terms of rationality and complexity, 405

our method performed comparably to human ex- 406

perts. For example, in complexity scoring, human- 407

designed questions received a score of 4.5, while 408

our method achieved a close score of 4.2. Second, 409

regarding diversity, our method significantly outper- 410

form both human-designed and machine-generated 411

approaches. Third, compared to the design cost 412

of human experts, our method reduces costs by 413

90.7%, lowering the average unit cost to 0.12 CNY 414

per sample. The primary reason for this cost effi- 415
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Model Type #Params
Chart-HQA

Variance (↓)
INT DEC BOOL TEXT

Specialist Models
Pix2struct (Lee et al., 2023) End-to-End 0.3B 17.81 18.48 20.21 14.60 4.13
MatCha (Liu et al., 2023b) End-to-End 0.3B 23.01 21.83 4.26 20.94 59.06
Unichart (Masry et al., 2023) End-to-End 0.2B 15.21 15.74 40.43 28.10 107.30
TinyChart (Zhang et al., 2024) End-to-End 3B 35.71 26.61 57.45 39.39 125.60
DocOwl-v2.0 (Hu et al., 2024) End-to-End 8B 30.36 27.84 54.26 37.47 106.30
ChartLlama (Han et al., 2023a) End-to-End 13B 13.27 11.88 59.57 28.73 368.37
ChartVLM-L (Xia et al., 2024a) End-to-End 14.3B 17.99 16.62 51.09 26.26 191.47
DePlot(GPT 3.5) PoT SC (Liu et al., 2023a) Tool-augment - 45.08 58.17 56.38 32.96 102.07

Generalist Models
Qwen-VL-Chat (Bai et al., 2023) End-to-End 7B 27.53 25.71 44.68 34.44 55.38
DeepSeek-VL-Chat (Lu et al., 2024) End-to-End 7B 29.17 24.55 42.55 38.02 50.29
Qwen2.5-VL (Team, 2025) End-to-End 7B 44.05 58.66 67.02 54.55 68.35
InternVL-v2.5-8B (Chen et al., 2025) End-to-End 8B 36.90 48.71 60.64 48.21 70.50
Monkey (Li et al., 2023b) End-to-End 9.8B 30.14 28.32 44.68 39.12 44.41
Qwen2.5-VL (Team, 2025) End-to-End 72B 51.55 68.02 72.34 64.54 60.24
Gemini-Pro (Team et al., 2023) End-to-End - 38.71 43.55 55.32 36.46 53.06
Qwen-VL-Max (Team, 2024) End-to-End - 50.34 55.98 58.51 49.72 13.86
GPT-4V (OpenAI et al., 2024) End-to-End - 54.58 58.38 55.32 55.52 2.09
GPT-4o (OpenAI et al., 2024) End-to-End - 49.10 64.79 51.06 61.98 45.72

Table 4: Fine-grained Evaluation Results on Chart-HQA across different answer types. INT: Integer answers; DEC:
Decimal answers; BOOL: Boolean text answers; TEXT: Text answers. We color each column as the best, second
best, and third best.
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Figure 4: Human evaluation performance of three data synthesis methods, including human, machine, and our
human-machine interaction approach. From left to right, the comparison includes question rationality, complexity,
diversity, and synthesis cost (unit: CNY).

ciency is that, compared to the direct design HQA416

instances by human experts, our method effectively417

distributes the workload, where the LLM gener-418

ate the questions and human experts review them,419

thereby significantly reducing the overall cost.420

4.5 Case Study421

To better illustrate the challenge of the proposed422

chart-based hypothetical question answering task,423

we conduct a specific case study on Chart-HQA424

using the powerful reasoning models GPT-4o,425

Gemini-2.0 (Team et al., 2023), Qwen-VL-Max,426

and InternVL2.5-78B (Chen et al., 2025) as shown427

in Figure 5. All models correctly answer the orig-428

inal factual question shown in Figure 5(a). How-429

ever, when answering the hypothetical question430

proposed in Chart-HQA, the reasoning processes 431

of models exhibit significant differences as shown 432

in Figure 5(b). Specifically, GPT-4o first accurately 433

reasons through the hypothetical scenario, correctly 434

inferring that the maximum value of the green bar 435

(78%) becomes the average value of the blue bar 436

(34%). It then deduces that the hypothetical sce- 437

nario does not affect the answer, thus maintaining 438

the original response (51%). In contrast, Gemini- 439

2.0 makes two critical errors. First, it confuses the 440

colors in the chart, leading to an incorrect inter- 441

pretation of the hypothetical scenario. Second, it 442

fails to reason that the hypothetical scenario does 443

not influence the question, ultimately replacing the 444

correct answer with the erroneous assumption in- 445

ference. Similar to Gemini-2.0, Qwen-VL-Max 446
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Qwen-VL-Max：
1. In the U.S., 51% oppose the policy.
2. - The current maximum value of the green bar (Support) is 44%.

- If this were to become the average value of the blue bar (Oppose), it means that 
the percentage of those who oppose would be 44%.

3. Therefore, the percentage value of the Oppose bar in the U.S. would be 44%.

Question：If the maximum value of the green bar were to become the average value of 
the blue bar, what would be the percentage value of Oppose bar in the U.S.? Label：51%

U.S.

Germany

SupportOppose

51%

78

44%

17

Question: What's the 
percentage value of Oppose bar 
in the U.S.? Label: 51%

Gemini-2.0：

❌

GPT-4o：

✅

1. Calculate the average value of the blue bars: 
(51% + 17%) / 2 = 34%.

2. Apply the new average value: The question assumes that the percentage of Germany’s 
support is adjusted to the average value of the blue bars, 34%.
3. Calculate the new percentage of Americans who “oppose”: Based on the problem 
description, the percentage change in Germany does not affect the percentage in the 
United States.
4. Result: The percentage of Americans who “oppose” remains 51%.

1. Calculate the average value of the blue bars:
(44% + 78%) / 2 = 61%

2. Find the maximum value of the green bars: 51%
3. Replace the maximum value of the green bars with the average value of the blue bars: 61%
4. Result: The percentage value of the opposition bar is 61%.

GPT-4o：

✅

The percentage of Americans 
who “oppose” is 51%.

Gemini-2.0：

The percentage of Americans 
who “oppose” is 51%. ✅

(a) ChartQA (b) Chart-HQA

Chart Image

InternVL2.5-78B：

The percentage of Americans 
who “oppose” is 51%. ✅

Qwen-VL-Max：

The percentage of Americans 
who “oppose” is 51%. ✅

InternVL2.5-78B：
1. U.S.: 51% 
2. Average = (Germany's blue bar + U.S.'s blue bar) / 2 = (17% + 51%) / 2 = 68% / 2 = 34% 
3. New "Oppose" percentage for U.S. = 34%

❌

❌

Figure 5: The visualization of examples in ChartQA and Chart-HQA(ours). We use black bold to highlight key
reasoning steps of the model and red to mark incorrect reasoning steps.

and InternVL2.5-78B also fail to recognize that the447

hypothetical scenario does not affect the answer448

during the reasoning process, leading to incorrect449

responses. This phenomenon indicates that since450

MLLMs need to analyze the problem step by step,451

they tend to become deeply engaged in imagina-452

tive reasoning based on the assumed scenario, ulti-453

mately overlooking the actual content the question454

aims to query.455

5 Related Works456

5.1 Chart Benchmarks457

HallusionBench (Guan et al., 2023) has revealed458

that state-of-the-art models, such as GPT-4V (Ope-459

nAI, 2023) and LLaVA-1.5 (Liu et al., 2023d),460

exhibit severe hallucinations when processing in-461

tricate chart-related queries. Additionally, sev-462

eral benchmarks including SciCap (Hsu et al.,463

2021), Chart2Text (Kantharaj et al., 2022), Au-464

toChart (Zhu et al., 2021), and ChartSumm (Rah-465

man et al., 2023), focus on chart-to-text summariza-466

tion. For chart comprehension, ChartQA (Masry467

et al., 2022) and PlotQA (Methani et al., 2020)468

serve as widely used evaluation datasets. ChartL- 469

lama (Han et al., 2023b), ChartX (Xia et al., 2024b), 470

ChartY (Chen et al., 2024) and ChartBench (Xu 471

et al., 2024) significantly increases the number of 472

supported chart types and dataset scale. In contrast, 473

we introduce Chart-HQA to systematically analyze 474

the impact of inherent output biases in MLLMs on 475

chart-based evaluations. By comparing its perfor- 476

mance with the widely used ChartQA, we reveal 477

the limitations of current MLLMs in visual chart 478

understanding. 479

6 Conclusion 480

In this paper, we propose an novel chart hypotheti- 481

cal question answering task to reveal the inherent 482

output bias problem of MLLMs. Subsequently, we 483

present a human-machine interactive HQA data 484

synthesis framework named HAI to synthesize di- 485

verse and high-quality HQA data at a low cost. 486

We synthesized a challenging benchmark called 487

Chart-HQA using publicly available data sources. 488

Through a comprehensive analysis of 18 MLLMs 489

of varying sizes, we reveal the shortcomings of 490

current MLLMs in visual chart understanding. 491
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Limitations492

Due to the limited budget and computation re-493

sources, we only conducted zero-shot testing on494

Chart-HQA. In the future, we will increase the data495

scale to explore more experimental settings.496

Ethical Statement497

The dataset in this paper is constructed using pub-498

licly available sources and adheres to ethical guide-499

lines for data collection and annotation. No person-500

ally identifiable or sensitive information is included.501

Efforts have been made to ensure fairness and min-502

imize bias in data representation.503
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A Prompts Templates for HQA770

Within this section, we outline the prompt tem-771

plates for automatically generating hypothetical772

questions. The prompt templates are shown in Ta-773

ble 5, 6.774

B Illustrative Examples of Human775

Verification for HQA776

Within this section, we show the examples of hu-777

man verification processes for ensuring the quality778

of generated hypothetical questions. These exam-779

ples are illustrated in Figures 6, 7.780
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Table 5: Prompt template of instruction proposal synthesis.

SYSTEM:
You are a creative prompt creator.
USER:
Given {CHART_DESCRIPTION}.
A series of data points contains a list of the following attributes (dictionary-style):
{FIELD_DESCRIPTION}
According to the chart description provided above, Your goal is to generate new instructions to guide the
user in asking hypothetical questions based on information in the chart.
Your can draw inspiration from the #Given Instructions# to create a brand new instruction.
The new instruction must meet the following conditions:
1. It should only contains two parts: how to specify the elements and the assumed change to be applied on
the elements.
2. The new instruction must be reasonable and must be understood and responded by humans.
3. Follow the sentence patterns in the examples.
4. Please replace specific concepts with general concepts.
5. Use attributes in charts to refer to specific elements.
#Given Instructions#:
1. {I1}
2. {I2}
3. {I3}
4. {I4}
Now please directly generate 3 new instructions without writing any other explanations:
<Output>:
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Table 6: Prompt template for hypothetical question generation.

SYSTEM:
You are a Question Rewriter.
USER:
You are provided with metadata from {CHART_DESCRIPTION}. The chart’s title and
series of data points (models) are given in the metadata, with each model comprising
attributes outlined in {FIELD_DESCRIPTION}.
Your role is to creatively rewrite original questions into Hypothetical Questions (HQ)
based on the chart’s information. Each original question should be rephrased into two
different hypothetical questions.
Ensure:
1. Adhere to the ideas in #Feasible Rewrite Proposals#.
2. HQ should also adhere to the format in #Demonstration# and use specific details from
the chart. It also needs to be as clear as possible.
3. Keep the original question as part of rewritten HQ.
4. The answer to the HQ should differ from the original answer.
5. Provide the name of the color in words, not any code like #FF0000.
6. When the answer is a percentage value, it needs to be answered as a percentage.
7. If the calculation process includes percentage values, you need to pay attention to the
percent operation.

#Feasible Rewrite Proposals#
1. {I1}
2. {I2}
3. {I3}

#Demonstration#:
Original question: {Q_DEMON}
Hypothetical question examples:
1. {HQ_DEMON_1}
2. {HQ_DEMON_2}

#Chart Metadata#:
{CHART_METADATA}

**Please directly complete HQs and produce the following text information. Note that
the answers should not include any explanation or units.**:
First Original Question:
Question: {Q1}
Answer: {A1}
HQ Rewrites:
Question_1:
Answer_1:
Question_2:
Answer_2:
Second Original Question:
Question: {Q2}
Answer: {A2}
HQ Rewrites:
Question_1:
Answer_1:
Question_2:
Answer_2:
<Output>:
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Hypothetical Question 1:

If the category of China with its pink bar swapped places with Israel, which 

would be the color of the bar representing the new position of China?

Validation result: Pass

Hypothetical Question 2:

If the category of China with its pink bar swapped colors with Israel, which 

would be the color of the bar representing China?

Validation result: Failed

Reason: Not answerable. Because the color of Israel bar does not show in 

the figure.

Figure 6: The first example of human verification.

Hypothetical Question 1:

Assuming the value of "Bed & Bathroom" doubles, how many segments have the same 

share?

Validation result: Pass

Hypothetical Question 2:

Assuming the value of "Bed & Bathroom" doubles, how does this affect the percentage of the 

"Kitchen & dining" share?

Validation result: Failed

Reason: The question is not clear. It is hard to find a unique and accurate answer.

Figure 7: The second example of human verification.
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